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rEsúmEnEs
COMPUTING POPULATION WEIGHTS FOR THE EFH SURVEY
Carlos Madeira

Este documento muestra el trade-off entre sesgo y varianza en la elección de los factores de expansión 
para la Encuesta Financiera de Hogares de Chile (EFH) utilizando la ola de 2007. Las alternativas se 
basan en un procedimiento completo de postestratificación que utiliza como estratos diferentes grupos de 
regiones geográficas chilenas, la riqueza de cada ciudad y el nivel de ingresos de cada hogar. El resultado 
muestra que los factores de expansión basados en un número pequeño de estratos pueden representar 
con precisión la edad, la educación y la distribución del ingreso de Chile con poco sesgo y varianza. La 
mejor alternativa también sirve como base para los pesos poblacionales de las ondas EFH en los años 
2008, 2009, 2010 y 2011.

DETERMINANTES DE LA COMPETENCIA EN LA BANCA CHILENA
Francisco Cabezón F. / Karina López P.

En este trabajo estimamos primero la competencia para el periodo 2008-2016, mediante un indicador cuya 
utilización fundamentamos sobre la base de las características particulares de la banca chilena. Luego, 
evaluamos los determinantes de la competencia con un set comprehensivo de variables explicativas, en el 
que incluimos variables específicas de los bancos, variables de estructura del sistema bancario y variables 
macroeconómicas y financieras. Nuestros resultados más relevantes dan cuenta de un comportamiento 
pro cíclico de la competencia en la banca chilena, junto con efectos negativos tanto de la concentración 
de mercado como del riesgo de crédito sobre ella.

MULTIPLICADORES FISCALES EN CHILE
Jorge Fornero / Juan Guerra-Salas / Camilo Pérez N.

En este trabajo se estima el efecto multiplicador del gasto total del gobierno central y tres de sus 
componentes: consumo de gobierno, transferencias e inversión pública. Encontramos que el multiplicador 
del gasto total está en torno a 1, el consumo de gobierno y la inversión pública tienen multiplicadores en 
torno a 2, y las transferencias tienen un multiplicador menor que 1. Estos resultados se obtienen a partir 
de modelos estructurales de vectores autorregresivos (SVAR). Un análisis del rol de los shocks al gasto 
público en la fluctuación del PIB sugiere que son contracíclicos a partir de 2009. 
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abstracts
COMPUTING POPULATION WEIGHTS FOR THE EFH SURVEY
Carlos Madeira

This paper shows the trade-off between bias and variance in the choice of expansion factors for the 
Chilean Financial Household Survey (EFH) using the 2007 wave. The alternatives are based on a full post-
stratification procedure using as strata different groups of Chilean geographical regions, the wealth of 
each town, and the income level of each household. I find that expansion factors based on a small number 
of strata can accurately represent the age, education and income distribution of Chile with little bias and 
variance involved. The best alternative also served as basis for the population weights of the EFH waves 
in 2008, 2009, 2010 and 2011.

DETERMINANTS OF COMPETITION AMONG CHILEAN BANKS

In this paper, first we estimate the competition for the 2008-2016 period by using an estimator, the 
utilization of which we justify on the basis of the specific features of the Chilean banking system. Then, 
we assess the determinants of competition with a comprehensive set of explanatory variables, including 
specific bank variables, banking system structure variables, and macroeconomic and financial variables. 
Our main results indicate a pro-cyclical behavior of competition in the Chilean banking system, along with 
negative effects on it from both market concentration and credit risk.

FISCAL MULTIPLIERS IN CHILE
Jorge Fornero / Juan Guerra-Salas / Camilo Pérez N.

We estimate the government spending multiplier for aggregate government expenditure and three of its 
components: government consumption, transfer payments, and public investment. We find that aggregate 
expenditure has a multiplier close to unity, while government consumption and public investment have 
multipliers of about 2. The multiplier for transfer payments is less than 1. These results are based on 
structural vector autoregressive models (SVARs). We also find that from 2009 onwards, shocks to government 
expenditure are countercyclical.
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COMPUTING POPULATION WEIGHTS FOR THE EFH SURVEY*

Carlos Madeira**

I. INTRODUCTION

The Chilean Household Financial Survey (EFH) is a survey about financial 
assets and debts of Chilean households that has been implemented by the 
Central Bank of Chile since 2007, in coordination with different survey providers 
(University of Chile from 2007 to 2009, University Alberto Hurtado from 2010 
to 2011, and Ipsos in 2014 and 2017). There are now seven waves of the EFH 
project, of which four are representative at the national level (2007, 2011, 2014, 
2017) and three are representative at the level of the Santiago Metropolitan 
area (2008, 2009, 2010).

The EFH survey seeks a rigorous estimation of the financial risk incurred 
by Chilean households. Research applications range include studies of the 
distribution of households’ assets and debt (Central Bank of Chile, 2009), the 
effects of unemployment cycles on debt risk (Fuenzalida and Ruiz-Tagle, 2009; 
Madeira, 2014, 2018b), household stress tests (Madeira, 2019b), the exercise 
of mortgage prepayment or renegotiation options (Madeira and Pérez, 2013), 
lender repayment priorities (Madeira, 2018a), the motives behind consumer 
loans (Madeira, 2015), borrowing constraints (Ruiz-Tagle and Vella, 2016), 
credit default (Alfaro and Gallardo, 2012), the impact of interest rate ceilings 
(Madeira, 2019a) and changes in real estate prices (Sagner, 2009).

However, in Chile —as in other countries such as Italy, the UK, Spain, 
Netherlands, and the US—most of the complex financial relationships are 
concentrated in a small number of upper-income households (Kennickell 
and Woodburn, 1997; Bover, 2004). The need to cover this small number of 
households requires the EFH to cover more upper-income households based 
on a complex sample design. This work examines the challenge of making 
the EFH sample representative of the 3.85 million Chilean households at the 
urban national level. I explain briefly how these procedures are built and their 
importance for data analysis. Finally, I evaluate a set of several “statistical 
population” methods using the EFH 2007. The method suggested is then applied 
in a similar way to the EFH 2008, 2009, 2010 and 2011 waves (Central Bank 
of Chile, 2013). For the more recent EFH waves of 2014 and 2017, a different 
procedure was applied based on new sample sources (Central Bank of Chile, 
2015).

* I would like to express my gratitude to Sandra Quijada, Jaime Ruiz-Tagle, Rodrigo Alfaro, Natalia Gallardo, 
and Rodrigo Cifuentes for several useful discussions on the EFH survey, in particular to Sandra for her support 
with the EFH data and procedures. I also thank the editor Gonzalo Castex and an anonymous referee for their 
contribution in revising this article.
** Gerencia de Investigación Financiera, Banco Central de Chile. E-mail: cmadeira@bcentral.cl
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This paper is organized as follows. Section II explains briefly the most general 
methods of computing expansion factors for survey datasets and how these 
can be used to obtain representative statistics and regressions. In section III, I 
consider a set of post-stratification procedures based on three types of household 
characteristics: i) their regional area of residence, ii) the income distribution 
of their urban area (or sub-area) of residence, and iii) the household’s income 
stratum at the Chilean national level. This large set of procedures are then 
estimated using data from the Chilean population survey (Casen) in 2003 
and 2006. When applied to the survey, data expansion factors can be used to 
compute population weights and obtain representative statistics of any variable 
at the Chilean national level. Section IV shows how these expansion factors 
when applied to the EFH 2007 sample allow us to obtain accurate statistics 
for the income distribution and house ownership among Chilean households. I 
compare several types of expansion factors in terms of how well they reproduce 
Chilean national statistics from other datasets, such as age and education. The 
expansion factors that represent both more accurate statistics and less variance 
are the ones based on simple information, such as the broad regional area of 
residence and the income placement of the urban area of residence in terms of 
the Chilean national population. Finally, section V summarizes the conclusions.

II. GENERAL METHODS TO COMPUTE EXPANSION FACTORS AND POPULATION 
WEIGHTS

1. What are expansion factors?

Each household in a survey represents a different number of statistically 
equivalent households. Survey researchers call this the statistical 
representativeness or “expansion factor” of each observation. For example, if the 
survey directors go to city A and interview one household in every 1,000, then the 
expansion factor of city A households should be 1,000. The sum of the expansion 
factors for all observations in the sample dataset should be equivalent to the 
target population universe of the survey. If for instance the target population 
includes all the households of Chile, then the sum of the expansion factors for 
all observations in the dataset should be equivalent to the household population 
of Chile. If surveys select respondents with unequal probabilities or in a non-
random way, then ignoring the expansion factors implies the estimated statistics 
cannot be understood as representative of the target population (Neyman, 1934). 
Suppose A and B are cities of equal size, but the interview rate of A households 
is only 1 in 1,000 while in B it is 1 in 500. There are 30% of unemployed A 
people and 15% of unemployed B people. Ignoring population weights gives an 
unemployment rate of 20% (1/3×30%+ 2/3×15%= 20%). This statistic however is 
valid only for the set of interviewed people, while for the target population the 
real statistic is 22.5% (1000/(1000+2×500)×30%+ (2×500)/(1000+2×500)×15% 
= 22.5%). The “target population” universe is often unknown, due to a lack of 
an exhaustive listing of all Chilean households. Therefore the size of the target 
population and its characteristics is usually measured by using another dataset, 
often a census or other population survey with a larger sample and coverage, 
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thus making it a reliable approximation of the target population. In the case of 
Chile there is a Chilean Household Census, which is published every 10 years for 
the entire population of 3.5 million households, and the National Socioeconomic 
Characterization (Casen) survey, which is implemented every two years with a 
sample size ranging from 40 to 80 thousand households. The Casen survey has 
the advantages of measuring more variables than the Census (such as income) 
and of being implemented more frequently. The Casen survey also has high 
response rates (90%), which limits errors from sample bias. For these reasons, 
the Casen datasets were judged to be the most suitable source of information 
to estimate the statistical representativeness of the EFH.

2. The inverse selection probability method

There are two main classes of methods to compute expansion factors. The 
first family is known as the inverse selection design probability method (Lohr, 
2009). If every observation in the universe is selected with positive probability, 
this method is an accurate way of making the smaller sample a statistical 
representation of the target population. Therefore if observation i in the sample 
was selected with probability pi, then the expansion factor fi is:

fi = pi
–1. (1)

A standard example of this method is a random sample where all n sample 
elements are chosen with equal probability from a population of size N and 
therefore fi=N/n. Some surveys design their samples so as to minimize the 
estimation variance of a certain statistic (Lavallée and Hidiroglou, 1988; Hedlin, 
2000; Rivest, 2002; Kadane, 2005; Horgan, 2006; Fabrizi and Trivisano, 2007). It 
is important to note that the use of the correct expansion factors still results in 
consistent estimates for statistics of any other variable in the survey (Neyman, 
1934; Kish, 1992); this result requires that the sample selection design be based 
on exogenous variables, which can be invalid in some cases such as choice-based 
sampling where observations are selected for example according to whether 
people took a loan or decided to take part of a clinical trial or suffered from a 
selective disease such as cancer; therefore this raises issues of optimality and 
efficiency in the estimates of other statistics, but no problems of asymptotic 
consistency.

The inverse probability method is usually applied when stratified sample 
probabilities are carefully chosen before the survey and non-response rates 
are low. For several surveys, however, non-response rates are high and this 
may lead to ill-defined statistics. Suppose no households in urban area X were 
interviewed. Then the selection probability of these households post-survey is 
0 and that corresponds to a factor of infinity. Sample design probabilities will 
give too much importance to a few observations and increase substantially the 
variance of the statistical methods applied to the survey sample (Kish, 1992).

For these reasons researchers often use alternative methods to estimate the 
expansion factors for a survey dataset (Kish, 1992). The ideal alternatives seek 
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to approximate the true inverse selection probabilities by taking into account 
the most important elements of household heterogeneity, while reducing the 
effects of sample selection variables less relevant for the outcomes (Kish and 
Frankel, 1974).

3. Post-stratification methods

The second class of methods are post-stratification procedures (Kish and 
Frankel, 1974; Lohr, 2009): 1) all the observations in both the sample and the 
target population are classified in several groups (or strata) according to their 
characteristics (all the strata are represented in both the sample and target 
population); 2) the expansion factor of each group in the sample is chosen in a 
way to match exactly the number of people of that group in the target population. 
Assume the post-stratified method classifies observations into groups g = 1,…,G 
and all groups are represented in both the target population and the survey 
sample. Then the expansion factor for each observation i  g(i) is:

fi = Ng(i)/ng(i) ,  (2) 

where Ng(i) is the size of group g(i) in the target population and ng(i) is the size 
of the group g(i) in the survey sample. 

If the groups in the post-stratification method include all the relevant variables 
that affect the selection probability of the sample units, then this method is 
equivalent to the inverse selection probability method (Kott, 2006a; Lohr, 
2009). A good post-stratification method therefore is a reliable approximation 
for the sample selection probability. For this reason, the choice of groups and 
variables for the post-stratification procedure should be driven by an explicit 
theory of sample selection based on the survey design and non-response (Groves 
and Couper, 1995).

4. Differences between post-stratification methods

Post-stratification methods are usually classified as: 1) full post-stratification 
methods (Lohr, 2009); or, 2) incomplete post-stratification methods and 
generalized calibration raking procedures. Full post-stratification methods 
work by matching the population of each strata in the survey sample with their 
totals from other surveys (equation (2)). Partial post-stratification is obtained 
by multiplying the expansion factors that match different variables. Suppose 
gh=1,…,Gh represents the strata membership of observation i in terms of variable 
h. Then the expansion factors of a partial post-stratification procedure using 
independent variables h = 1,…,K would be:

fi = ∏h
K
= 1 Ng,h(i)/ng,h(i).  (3)

Full post-stratification requires creating mutually exclusive groups for each 
combination of all the K variables, i.e., g*=(g1,…,gK), and then applying equation 
2) as fi = Ng*(i)/ng*(i). Partial post-stratification is an easier and simpler approach 
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than full-post-stratification. However, both methods are only equivalent if all the 
K variables are independent of each other. If the variables are not independent 
of each other, then partial post-stratification can create both bias and high 
variance in the expansion factors (Kozak and Verma, 2006). Therefore full 
post-stratification is always preferable when feasible. 

Generalized raking procedures are a more complex family of post-stratification 
procedures than the ones described in equation (3). These procedures work by 
minimizing a distance function of several sample statistics with known statistics 
of the target population. Such procedures as the Calmar macro are now widely 
used by national statistics offices in France, Canada, United Kingdom, Italy, 
Luxembourg, and Spain, among several other countries (Bover, 2004; Crockett, 
2008). Calibration methods can be used to create matches with statistics that are 
known for the whole population, but that are not necessarily specified for each 
strata in the sample. This is the case because not all surveys collect the same 
information. For example, Census data elicits only demographic information, 
while Employment Surveys measure income and occupation information. For 
this reason, several surveys first create expansion factors using full post-
stratification based on Census data and then make partial post-stratification 
adjustments for other statistics (Deville et al., 1993). In this case, it is important 
that the first stage of full post-stratification result in expansion factors with a 
low variance, since the second-stage process of matching more statistics usually 
increases the variance of the expansion factors even more (Kott, 2006b).

Another problem is how many groups or variables to choose for post-stratification 
(Wu, 2002; Lohr, 2009). In general, there is a bias versus variance trade-off. 
Adjusting for more strata can make the expansion factors more volatile and 
therefore increase the variance of the sample estimators (Kish and Frankel, 
1974). For this reason the researcher should choose to match only the most 
relevant statistics for his survey (Kott, 2006a). Strata should be chosen in a way 
that individuals inside a group are as homogeneous as possible and new strata 
should only be added if the individuals belonging to those strata are significantly 
different from the other strata (Lohr, 2009). Little and Vartivarian (2005) 
show that if only the relevant variables are included for the post-stratification 
adjustment, then it is possible to reduce both the bias and the variance of the 
estimators.

5. Consistency of statistics and regression models

Mean statistics of any variable x can be obtained with standardized expansion 
factors or population weights wi = (f i / ∑ jf j) (Lohr, 2009): mean(x) = ∑ixi(fi/∑jfj), 
with fi denoting the expansion factor of each observation i and ∑jfj being the 
sum of the expansion factors for the whole sample (which should be equivalent 
to the total represented population). Also, sample mean statistics of x can be 
computed for a subgroup G of individuals: mean(xG)= ∑i Gxi(fi/∑j Gfj). Quantile 
statistics and other continuous statistics can also be computed in a similar way 
for the whole population of individuals or any sub-group by using the population 
weights wi of each observation i.
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Standard-errors and t-statistics for estimators using expansion factors are 
often difficult to derive or involve long expressions (Kott, 2006a; Lohr, 2009). 
However, if bootstrap is a method that is valid for the specified econometric 
estimator, then bootstrap is also guaranteed to work with expansion factors 
(Funaoka et al., 2006). Therefore bootstrap is a safe option for the researcher 
in most applications (Rao and Wu, 1988). The researcher, however, can account 
for model and sample uncertainty of the expansion factors when estimating 
his/her model. This is easily achieved by replicating different expansion factors 
for each bootstrap sample and obtaining model estimates for each bootstrap 
draw of the expansion factors (Brownstone and Chu, 1994; Brownstone, 1997).

Unbiasedness of the weighted estimates of a model is not feasible, since weighted 
estimators involve a multiple of two random variables (the random observations 
and the weights). However, weighted estimates are approximately unbiased, 
presenting a bias of order N-1, negligible in large samples (Lohr, 2009). It 
is possible to estimate regression models without expansion factors and get 
consistent estimates of the coefficients. However, this result is only valid if 
the sample selection design is ignorable (exogenous to both the covariates and 
the unobservable error term). Also, several statistical studies (Nathan and 
Smith, 1989; Kott, 1991; Särndal et al., 1992) show that weighted estimates 
are more robust to model misspecification, omitted variable problems and 
heteroskedasticity. Sample selection design makes nonlinear estimators such as 
Maximum Likelihood models inefficient. Therefore Maximum Likelihood model 
variances should be obtained using the Huber-White robust variance matrix.

Even if the regression model is taken to be the real world model, the researcher 
will only be getting valid estimates for E(Y l X). If the researcher wants to obtain 
inferences for the whole population, then expansion factors are needed to get 
valid estimates of Pr(X) and therefore estimate E(Y)=∫E(Y l X )Pr(X )∂X. This 
requirement of expansion factors is a big concern for welfare analysis.

III. COMPUTING EXPANSION FACTORS FOR THE EFH SAMPLE

1. Classification of urban areas according to population wealth

In order to select a bigger sample of wealthier households, the EFH 2007 
survey used two distinct samples (Centro de Microdatos, 2008): 1) a sample 
of 691 households of high income whose addresses were given by the Chilean 
equivalent of the Income Revenue Service authority (SII); 2) a sample of 3,330 
households selected from several urban areas classified in the Chilean Census 
of Population and Homes, which has a stronger sampling of high-income urban 
areas. This selection process is similar to the ones implemented in the Survey 
of Consumer Finances of the US (Kennickell and Woodburn, 1997) and Spain’s 
Family Finance Survey (Bover, 2004).

The 691 households of the SII sample were selected with basis on their reported 
2006 taxable income. The distribution of the SII sample was implemented with a 
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stratification based on the first nine deciles and the top 10 percentiles of taxable 
income. For the SII sample, the survey provider Microdatos built expansion 
factors by using partial post-stratification in relation to two variables, regions 
(classified into four groups denoted as “Zones”) and three wealth strata (deciles 
1 to 5, 6 to 8, and 9 to 10).

The 3,330 Census households were selected from a sample with a high 
representation of rich urban areas. Urban areas in Chile are classified as 
counties (known by their Spanish term, “comunas”) and smaller sub-areas 
inside each county are the segments, or “segmentos”. The largest counties in 
Chile were immediately chosen as part of the population from which the EFH 
household addresses were to be sampled. Then a large set of smaller counties 
were randomly sampled to be representative of the rest of Chile. The random 
sampling of smaller counties was necessary, because with a 4,000-household 
sample it is not possible for the EFH survey to efficiently cover all the 346 
counties in Chile. Using 3,764 segments of the Casen 2003, Microdatos 
classified each segment into three wealth types1: 1) areas having at least 75% 
of households of deciles 9 and 10 are classified as type 3; areas are classified 
as type 2 if at least 75% of their households are of deciles 6 and above; and the 
remaining areas are classified as type 1. By choosing a higher number of urban 
areas from types 2 and 3, the EFH was able to over-sample higher-income 
households. In the final sample of households interviewed by the EFH there are 
694 segments: 259 of type 3, 194 of type 2, 225 of type 1, and 16 new segments 
with no wealth classification. The 16 segments without a wealth classification 
represent new urban areas created after 2003. After selecting the counties 
and segments, a given number of households was selected in each segment. 
The sampling probability of each household i in segment j of county m can be 
summarized as the multiple of the probability of the county selection (f1,m(i)), 
segment selection (f2,j(i)), and the selection of the household in its segment (f3,i): 
ftotal,i = f1,m(i)f2,j(i)f3,i 2.

The sample design expansion factors were then adjusted for sample non-
response across different segments. Finally, the SII and Census samples were 
jointly combined by multiplying the expansion factors with their respective 
sample proportions for each wealth strata (types 1,2,3). I will now show that 
substantial improvements can be made in relation to these expansion factors 

1  The Casen 2003 was only used to randomly select segments and counties. There was no sampling of the 
households interviewed in the Casen 2003 survey, therefore it is not possible to link households across both samples.

2  In the Final Report of Microdatos (2008) these probabilities are explained in greater detail. Let h(m) be the 
wealth type of each county. Let M(k), M(m), and M(j) be the number of households in each region k, county m, 
and segment j, respectively. Let M(h) be the total number of households of type h = 1; 2; 3 collected by the EFH 
survey. c(h,k) denotes the number of towns of type h=1,2,3 selected in each region k. The number n(j,m) denotes 
the number of urban areas inside county m selected for the survey. Finally, g(i,j) denotes the number of households 
that will be selected for survey inside each urban area j. Note that that some counties are auto-selected (meaning 
selected with 100% probability), while other counties are randomly sampled among a set of other similar towns. 
Among the randomly sampled towns in each region, each town m of type h=1,2,3 is selected with probability  
f1,m=c(h(m),k)M(m)/M(k(m)). Then segments inside each county are selected with probability f2,j = n(j,m(j))
M(j)/M(m(j)). Finally, each household i in segment j is selected with probability f3,i = g(i,j(i))/M(j(i)).
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by using post-stratification procedures. The reason is that segments in Chile 
have very heterogeneous population levels; therefore in the final survey sample 
there were many households with similar characteristics but with very different 
expansion factors due to their residence in different segments, which increases 
the variance of any estimator using inverse probability expansion factors (Kish, 
1992). Also, since the population of smaller areas such as segments could have a 
larger measurement error than the estimates for bigger areas such as counties, 
this implies that expansion factors based on segments may have substantial 
measurement errors. Considerations of excessive variance and measurement 
error thus imply that an inverse selection probability expansion factor is unlikely 
to be optimal for the EFH survey.

2. Linking the Casen and EFH households in different types

To make the EFH representative of Chile we must classify all its households in 
a similar set of strata as other larger surveys of Chile. The Casen is the most 
ideal data to build expansion factors for the EFH, since they were used in its 
sample design and have the same measures of household income. However, 
these surveys represent the distribution of urban households of Chile in the 
past. For this reason I update the expansion factors of these surveys to reflect 
demographic growth between those years and the EFH sample years. Therefore I 
used the national percentiles of the income distribution of the urban Casen 2006 
data and then I updated each percentile for the nominal income growth of each 
decile between 2006 and 2007 using the Supplementary Income Survey (ESI), 
which covers over 30 thousand households in the fourth quarter of each year. 
The EFH households were then classified according to this updated measure of 
the income percentiles in 2007. The Casen surveys include fewer counties than 
the total of 346 counties of Chile, so I take into account the non-represented 
counties by assigning their population to the counties of the same region in the 
same proportion as their population size. Then I compute the ratio of population 
of each county in the Casen surveys with their projected population by the 
Chilean National Statistics Institute (INE) for the EFH sample years, ratio 
INE-Casen(i) = population INE(i)/population Casen(i).

Since the EFH does not include all the urban areas of the Casen, we must consider 
that each urban area is representative of a wider population than just itself, 
including assigning all the non-represented urban areas (counties and segments) 
in the Casen survey to areas of similar income represented in the EFH, according 
to their income type (1, 2, 3). For the 16 segments of the EFH not present in the 
Casen 2003, I use their own sample observations to assign them a type 3, 2, or 1, 
classification. The expansion factor for these 16 segments will be the same one as 
for the segments of the same type in the same county. Let i = 1,..,K denote each 
population group (denoted by segment number and the household strata). Then 
I obtain a list of all the common groups in the EFH and Casen. The population 
of each group i represented in the EFH is updated as: 



12

BANCO CENTRAL DE CHILE

population(i)* = population(i) + x∑k
K
=1,k ≠ S,k  G(i) population(k), (4)

where S is the set of groups in the survey. G(i) is the set of groups in the same 
region with the same type of segment (i.e., 12,3) and household strata (i.e., 1,2,3) 
as group i. Intuitively, expression (4) implies that the final value of each strata’s 
population, population(i)*, represents its direct population value (population(i)) 
plus a component of how much the strata represents the proportion of other 
strata in the population which did not enter the survey sample.

3. Creating new expansion factors

Since it is not obvious how many strata to use in the EFH, I created a set of 
different expansion factors and tested which ones made a better fit to the income 
distribution of Chile. The set of expansion factors is detailed as follows. Each 
expansion factor is labelled with four digits, expr****. Appendix A summarizes 
the content and modeling options that were applied to construct each alternative 
expansion factor.

The first digit classifies the “smoothness” of the factor estimates: it has value 
0 if the expansion factor uses the true strata population or 1 for a “smoothed” 
estimate. The “smoothed” expansion factors expr1*** are obtained by using the 
mean predicted values of a regression of expr0***. I tried two regression options. 
The first one was a kernel regression3 using the median and interquartile range 
for the household total income of the county and segment of each observation. 
The second option was a linear regression using the mean years of education, 
mean number of persons per household, and the 25%, 50% and 75% household 
income quantiles of their county and segment. Both options yielded similar 
results, therefore only the second option is reported.

The second digit indicates the level of aggregation of the geographical areas of 
residence: 6 or “Zones 2” differentiates for two aggregate groups of Chilean regions 
(Metropolitan Region and Other Regions of Chile); 5 or “Zone” differentiates 
for four groups of Chilean regions (Northern Region includes Chilean regions 
1 to 4 and 15, Central Region includes regions 5 to 8, Southern Region includes 
regions 9 to 12 and 14, and Metropolitan Region includes region 13); 4 or Region 
differentiates for the 15 Chilean regions; 3 or “Provincia” differentiates for each 
province of Chile; 2 or “County” differentiates for each county of Chile; and, 
finally, 1 or “Segment” differentiates for each segment of Chile.

The third digit indicates whether the strata consider different types of counties 
and segments: 0 does not differentiate for counties and segments of different 

3  Here I apply the Nadaraya-Watson kernel smoothing method, using a Epanechnikov density function and 
Silverman’s rule of thumb bandwidth (Manski, 1990). Da Silva and Opsomer (2009) applied a similar method 
to compute alternative expansion factors for the National Health and Nutrition Examination Survey dataset, 
finding it to be effective in reducing the bias and variance of non-response adjustments to the expansion factors.

population(i)

∑ k
K
=1,k  S,k  G(i) population(k)
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wealth types; 1 differentiates for the three different types of segment wealth; 
2 differentiates for the three different types of counties; and 3 - differentiates 
for the 9 different types of wealth of both the county (3 types) and segment (3 
types) of residence of the household.

Finally, the fourth digit indicates strata of household income: 0 indicates no 
differentiation across households in the same area; 1 classifies households 
according to three income brackets measured by their percentile at the national 
level (1 to 50, 51-80, 81-100); and 2 classifies households into 18 types according 
to the national income percentiles (1-35, 36-50, 51-60, 61-68, 69-75, 76-80, 81-
85, 86-88, 89-90, 91-92, 93-94, 95, 96, 97, 98, 99, 99.5, and 100).

This classification method results in a “phonebook list” of expansion factors. So 
for instance, an expansion factor based only on segments would be expr0100, 
while an expansion factor based on counties and types of segments would be 
expr0210. A factor based on aggregate zones and types of counties and segments 
would be expr0530. The expansion factor expr0100 is equivalent to the inverse 
probability of selection of the unit (IPSU), since it uses the information on the 
population of all the urban sampling units in the EFH and how they were 
selected from the Casen urban areas.

The SII sample is highly biased towards high-income households and requires 
therefore a different statistical treatment from the rest of the sample. Due to the 
small sample size I decided to use a stratification based on only two aggregate 
regions (“Zones 2”: Metropolitan Region, Other Regions of Chile), but with 
several income strata (national income percentiles 1-35, 36-50, 51-60, 61-68, 
69-75, 76-80, 81-85, 86-88, 89-90, 91-92, 93-94, 95, 96, 97, 98, 99, 99.5, and 100).

The Census and SII samples were then combined in the EFH 2007 to form a 
joint sample of 4,021 households; therefore, the final expansion factor reflects 
the proportion each sample has on the dataset:

factorh(k)* = factorh(k) nh(k)/n(k),  (5)

where h  (SII, CENSUS) denotes the sample origin of the observation and  
k  (Metropolitan Region, Other Regions) denotes the geographical area of the 
observation. nh(k)represents the number of households that sample h has in 
area k, while n(k) = nSII (k) + nCENSUS (k) denotes the total number of households 
in the EFH present in area k4.

4  This adjustment is necessary in order that the average household of both samples represents the same number 
of Chilean households. The adjustment requires different proportions for the Metropolitan Region and the Other 
Regions in order to keep the representativity both at the national level and at the level of the Metropolitan Region. 
This is important, because the EFH waves in 2008 and 2009 were only implemented in the Metropolitan Region. 
Therefore this adjustment allows for comparability across different EFH waves.
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IV. EVALUATING THE EXPANSION FACTORS

Centro de Microdatos provided a set of provisory expansion factors for the EFH 
survey when information from the Casen 2003 and 2006 were not yet publicly 
available. It is important to note that the provisory Microdatos procedure suffers 
from three biases. One, in the Census sample it is not taken into account that 
the richest counties in Chile were chosen to be part of the EFH and therefore 
that the Chile outside the EFH sample design is poorer than the one that 
included all. Second, the SII sample is based on only three wealth strata, when 
the sample selected was highly based on individuals of the highest income 
percentiles in Chile. Third, it uses partial post-stratification on both the Census 
and SII samples, so it does not take into account that strata are not independent 
and that counties are correlated with income. One can easily perceive that all 
these flaws create a bias in the Microdatos sample towards over-counting the 
number of wealthy households in Chile. These provisory weights create highly 
biased estimates of the education and income distribution in Chile, with a mean 
absolute bias for income of 28.3%.

To evaluate the performance of the expansion factors and their variance/
dispersion, 2 shows the minimum, maximum, mean, and standard-deviation 
of each expansion factor option. I also compute their correlation coefficient in 
relation to the factor expr0602. The factor expr0602 is the one that takes into 
account the largest heterogeneity in income strata; therefore, the correlation 
coefficient gives a rough measure of whether the dispersion in each expansion 
factor is significant for explaining household income.

Table 2 shows that indeed expansion factors based on segments, counties, and 
even provinces, have a substantial variance, with factors based on segments 
implying that some households have a statistical representation for just 10 or 
15 households, while others represent 15 or 20 thousand. Choosing expansion 
factors based on segments and counties results in standard-deviations larger 
than the mean. Creating expansion factors based on aggregate regions of types 
5 and 6 instead of segments successfully reduces this standard deviation from 
above 1,300 to less than 900 and reduces the minimum-maximum range from 
15-15,000 to around 50-5,000. However, perhaps the biggest problem for the 
factor types based on segments, counties and provinces is that their correlation 
with the income strata population (given by expr0602) is low. By using aggregate 
regions (such as type 5 or 6) instead of segments one can increase the correlation 
with the income strata from 40% to above 60%.

To compare how well each expansion factor estimates Chile’s income distribution, 
I compute the average absolute deviations from the estimates of the income 
distribution of each factor type in relation to the income distribution obtained 
with factor 0602:

absolute deviationb (expr****) =  (6) 1 K(b)

K(b)
∑ s=1   log (statexpr****(s)) – log (stat0602(s)) 
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where b  (percentiles, deciles, quintiles), stat(i)  (percentile, decile, quintile) and 
K(b)  (99, 9, 4). The top percentile is excluded from the mean absolute deviation 
statistic, because income is potentially unbounded for the top percentile. 
Appendix B shows the mean values of absolute deviationb(expr****). Again, it 
is quite clear that expansion factors based on more aggregate areas (such as 
0431, 531, and 0631) are more efficient in estimating the income distribution of 
Chile. Therefore, the new work improves income estimates and reduces factor 
variances by accounting for both household type (1,2,3) and segment type (1,2,3). 
Overall, the expansion factor 0531 shows a good balance between reducing factor 
variance and providing a good fit of the income distribution of Chile.

1. Monte Carlo performance of the expansion factors

To confirm that the results of appendix B are not the outcome of a lucky one-time 
draw, I make a Monte Carlo experiment by creating 2,500 bootstrap samples 
of 3,301 households from the Casen 2003, using the same segments as the 
EFH. Then I apply the alternative expansion factors, obtaining statistics for 
the absolute deviations of the percentiles and deciles of each factor in relation 
to the national urban Casen 2003 income distribution. This exercise does not 
depend on counterfactual estimations of the income distribution, since the 
original population is known and fixed.

Table C1 with the sample statistics of the Monte Carlo exercise shows that the 
mean bias of the provisional CMD weights is large, being around 10.8%, and 
the worst bias among the available options. Again, expansion factors based on 
aggregate regions (such as types 5 and 6) work fairly well. In particular, the option 
expr0531 appears to be quite robust across all Monte Carlo samples and it is also 
one of the alternatives with lowest estimated standard-error among all the 2500 
Monte Carlo samples. I also show the dispersion statistics of the performance of 
each factor type in tables C2 and C3. The expansion factor expr0531 performs 
quite well and its top percentile of mean absolute error is still quite below 
the lowest percentile of mean absolute error for the provisional CMD factors. 
Therefore, even in the worst 1% scenario, the expansion factor expr0531 would 
still estimate the income percentiles of Chile with a mean absolute error of only 
5.2%. Additional results for exercises based on quintiles of the income distribution 
are available in the original working paper version of this article (Madeira, 2011).

2. Demographic representation of the EFH

Finally, in table D1, I compare education, age and unemployment statistics 
of the EFH 2007, using both the provisional expansion factors (CMD) and the 
new alternative (0531), with those from the Casen 2009 survey and the official 
National Employment Survey (ENE). The provisional expansion factors based 
on partial post-stratification underestimate the unemployment rate at the 
national level and capital region of Santiago, while overestimating the number 
of people with a post-graduate degree at the national level by 40% and the 
number of people with college degrees by 17%. For the age distribution the 
differences between alternatives are smaller, since age across different urban 
counties does not differ much.
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In summary, the new full post-stratification expansion factors (as represented 
by the alternative 0531) are effective in portraying age, education and 
unemployment (table 4), the income distribution (appendix B), and reduce the 
error and variance of statistical estimates in the Monte Carlo exercise (tables 
C1, C2 and C3).

3. Results for the EFH waves of 2008, 2009, 2010 and 2011/12

This sub-section shows some results of how the alternative expansion factors 
0531 worked for the other EFH waves after 2007. The EFH 2007 wave had 
4,021 households, of which 82% came from a geographical classification of the 
urban areas of the Census/Casen 2003 and 18% came from the SII tax records 
concentrated on the top 10 income percentiles. Due to breaks in the format of 
the sample sources, the EFH survey changed survey sampling afterwards. In 
2008 and 2009 the survey sample was a subset of the households interviewed 
for the Greater Santiago Employment and Unemployment Survey (EOD) of the 
University of Chile, with households being classified in terms of three income 
strata (percentiles 1-50, 51-80, 81-100) and 8 types of counties. In 2010 the 
sample was from the Chilean SII’s list of residential properties. The waves of 
2008, 2009 and 2010 were implemented only in the Metropolitan Region and 
interviewed a final sample of 1,150, 1,190 and 2,037 households each year, 
respectively. The EFH 2011-12 was again implemented at the national level with 
4,059 households, with the sample based on a more detailed characterization of 
the SII’s list of home properties. For the EFH 2011 sample, counties and urban 
blocks inside each county were classified in different types according to their 
percentile of median home value, with 3 types of county (percentiles 1-50, 51-80, 
81-100) and 7 types of urban blocks (percentiles 1-30, 31-50, 51-80, 81-90, 91-94, 
95-98, 99-100). This SII home list of properties includes a total of around 4.25 
million residential homes divided across 95,000 urban blocks at the national 
level, providing a very good coverage of households. Eighty counties and 725 
blocks were selected at the national level, with both an original sample and 
five replacement samples in reserve in case of unit non-response. These EFH 
waves had a panel sample component of 1,792 households between 2007 and 
2011-12 and of 947 households between 2008 and 2009.

For all these EFH waves (2007, 2008, 2009, 2010 and 2011-12) I applied a full 
post-stratified version of the expansion factor 0531, modifying it to include 
as additional strata more income types (percentiles 1-30, 31-50, 51-65, 66-80, 
81-90, 91-94, 95-98, 99-100), the homeownership status (0 or 1 if owner of the 
household home) and the mortgage status (0 or 1 if still paying for the main 
home with a mortgage loan) of the households. Each year the expansion factors 
were estimated based on weighted averages of the Casen waves of 2006, 2009 
and 2011, which comprise over 50,000 households per wave. Furthermore, 
changes to the values of the population of each county were applied based on 
the estimates of the Chilean National Statistics Institute (INE) and the national 
income percentiles were updated based on the nominal income growth per decile 
available from consecutive waves of the National Income and Employment 
Survey (ESI, which covers over 30,000 households during the fourth quarter 
of each year).
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Table D2 summarizes the results of the full post-stratified expansion factors 
method based on the strata for four regional areas, county and block type, 
household income percentile strata, plus main home ownership and mortgage 
status. The results show that all the EFH waves have a similar dispersion for 
their expansion factors, with a minimum and maximum values that are within 
a ratio of 10 times the median value. Finally, in table D3, I show that using 
these expansion factors on every EFH wave achieves an appropriate evolution 
for the different percentiles of household income, unemployment, mortgage and 
financial asset ownership for the period from 2007 until 2011. Therefore, the 
chosen expansion factors adequately achieve the goal of showing comparable 
survey statistics for all the EFH waves.

V. CONCLUSION

This work estimates the expansion factors for the EFH survey, using several 
full post-stratification options based on the geographical area and the income 
category of each household. Based on the 2007 wave, a Monte Carlo exercise 
shows that factors based on aggregate regions of Chile have less bias and 
variance than those with higher geographic detail such as counties or segments. 
Since the option 0531 appears to have lower bias and standard-error in a Monte 
Carlo exercise with 2,500 Monte Carlo simulations, this expansion factor was 
included in the official EFH 2007 dataset. Furthermore, this expansion factor 
option was also the basis for the EFH survey waves of 2008, 2009, 2010 and 
2011-12.
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APPENDIX A

EXPRESSING EXPANSION FACTORS CATEGORIES IN FOUR 
DIGITS, expr****

1st digit: Smoothness indicator
Options: 0, unsmoothed population value; 1, Kernel smoothed population 
based on the mean years of education, household size and quantiles (25, 50, 
75) of household income for each county and segment.

2nd digit: Regional strata
Options: 1, Segments; 2, Counties; 3, Provinces; 4, Regions; 5, Zones (North, 
Central, South, and Metropolitan Region); 6, Metropolitan Region and Other 
Regions of Chile.

3rd digit: County and urban area strata
Options: 0, does not differentiate types of county and segment; 1-3 types 
of segment according to household income; 2-3 types of county according to 
household income; 3-9 types of urban areas according to the type of segment 
(3 types); and the type of county (3 types) of the residential area. 

4th digit: Household income strata
Options: 0, no differentiation for household income type; 1, households of 
three income types according to national level percentile (1 to 50, 51-80, 81-
100); 2, households of 18 types according to the national income percentiles 
(1-35, 36-50, 51-60, 61-68, 69-75, 76-80, 81-85, 86-88, 89-90, 91-92, 93-94, 
95, 96, 97, 98, 99, 99.5, and 100).
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APPENDIX B

DISPERSION OF THE EXPANSION FACTORS AND CORRELATION 
WITH INCOME STRATA

Factor Mean
Standard
deviation Min. Max.

Correlation
w/ 0602

(%)

Correlation
w/ IPSU

(%)

Absolute deviation of the income
distribution relative to 0602

(%)

Percentiles Deciles Quintiles

602 968 619 70 2,216 100.0 43.2 0.0 0.0 0.0

CMD 982 1315 17 22,054 23.6 46.8 28.3 27.2 26.5

0100/ IPSU 957 1,251 14 15,316 43.2 100.0 9.1 7.9 8.2

200 957 952 27 5,337 41.7 69.6 22.3 21.5 21.4

201 957 1,068 22 8,137 56.3 71.0 3.5 1.4 1.1

1200 957 776 13 5,337 50.2 57.9 23.6 22.4 22.2

1201 957 776 13 5,337 50.2 57.9 23.6 22.4 22.2

210 957 1,208 26 8,279 46.4 87.2 6.7 5.5 5.7

211 957 1,313 10 10,000 47.0 78.4 4.0 2.3 1.7

310 957 999 27 7,358 54.2 76.5 7.9 7.0 7.3

311 957 1,078 10 9,145 57.0 69.9 4.2 2.8 2.3

410 957 901 27 5,337 59.9 73.6 8.4 7.6 7.9

411 957 968 10 5,366 62.6 69.0 3.8 2.5 1.8

430 957 903 27 5,337 60.0 73.4 8.1 7.3 7.8

431 957 970 10 5,366 62.5 68.8 3.7 2.4 1.8

510 957 844 27 5,337 62.5 69.1 10.1 8.8 9.4

511 957 910 27 5,337 66.4 65.0 4.0 2.0 1.3

520 957 691 27 5,337 53.6 55.4 26.1 24.6 24.0

521 957 771 27 5,337 77.5 58.3 4.0 1.6 0.6

530 957 846 27 5,337 62.7 68.9 9.2 8.3 8.8

531 957 912 27 5,337 66.3 64.8 3.9 1.8 1.2

610 957 835 27 5,337 62.9 68.4 10.0 9.1 9.8

611 957 900 27 5,337 67.1 64.3 4.0 2.0 1.3

630 957 837 27 5,337 63.1 68.2 9.5 8.6 9.4

631 957 902 27 5,337 67.0 64.1 3.9 1.8 1.3

Source: Author’s elaboration based on Monte Carlo simulations of 3,301 households of the Casen 2003 (segments selected for the EFH).



23

ECONOMÍA CHILENA | VOLUMEN 22, Nº1 | ABRIL 2019

APPENDIX C

PERFORMANCE OF THE OPTIONS FOR THE EXPANSION FACTOR 
IN A MONTE CARLO SIMULATION

Table C1

Statistical deviations of the income distribution of each factor type 
(2,500 Monte Carlo simulations)

Percentiles Deciles

Factor
Mean bias

(%)

Mean absolute
deviation

(%)

Standard-error 
of absolute 
deviation

(%)
Mean bias

(%)

Mean absolute
deviation

(%)

Standard-error
of absolute 
deviation

(%)

CMD 10.8 11.6 1.7 11.1 11.4 1.8

100 -6.7 7.6 1.5 -6.9 7.2 1.4

200 21.5 21.6 1.5 22.2 22.2 1.5

201 -1.1 3.4 1.5 -1.3 2.9 1.4

1200 22.2 22.3 1.3 23.0 23.0 1.3

1201 22.3 22.4 1.3 23.1 23.1 1.3

210 -8.9 9.1 2.0 -9.0 9.0 2.0

211 -5.4 5.8 1.4 -5.5 5.6 1.3

310 -6.8 7.2 1.7 -6.9 7.1 1.6

311 -3.5 4.1 1.1 -3.4 3.9 1.0

410 -6.1 6.5 1.5 -6.2 6.4 1.5

411 -2.4 3.3 0.9 -2.3 2.9 0.9

430 -6.4 6.7 1.5 -6.5 6.7 1.5

431 -2.6 3.4 0.9 -2.5 2.9 0.9

510 -6.0 6.4 1.4 -6.1 6.4 1.4

511 -2.2 3.3 0.9 -2.0 2.8 0.8

520 24.5 24.5 1.2 25.1 25.1 1.2

521 0.2 3.9 0.8 -0.1 3.2 0.7

530 -6.3 6.6 1.5 -6.4 6.6 1.5

531 -2.3 3.2 0.9 -2.1 2.8 0.8

610 -5.8 6.3 1.4 -5.9 6.2 1.4

611 -2.1 3.2 0.9 -1.9 2.7 0.8

630 -6.1 6.5 1.5 -6.3 6.4 1.5

631 -2.2 3.2 0.9 -2.0 2.7 0.8

Source: Author’s elaboration from Monte Carlo simulations of 3,301 households of the Casen 2003 (segments selected for the EFH).



24

BANCO CENTRAL DE CHILE

Table C2

Distribution of the absolute deviations of the income distribution of each factor type 
(percentiles from 2,500 Monte Carlo simulations)

Income distribution measured by percentiles

Factor P-1% P-10% P-25% P-50% P-75% P-90% P-99%

CMD 8.0 9.5 10.5 11.5 12.7 13.9 16.1

100 3.4 5.1 6.2 7.6 8.9 10.1 12.2

200 18.2 19.7 20.6 21.7 22.7 23.5 25.2

201 1.6 2.2 2.7 3.4 4.1 4.8 6.1

1200 19.4 20.6 21.4 22.3 23.2 24.1 25.3

1201 19.5 20.7 21.5 22.4 23.3 24.1 25.4

210 4.8 6.5 7.7 9.1 10.4 11.8 14.0

211 2.9 4.1 4.9 5.7 6.7 7.6 9.2

310 3.7 5.1 6.0 7.2 8.3 9.4 11.5

311 1.9 2.7 3.3 4.1 4.8 5.6 7.0

410 3.2 4.6 5.4 6.5 7.5 8.5 10.2

411 1.4 2.2 2.7 3.3 4.0 4.6 5.8

430 3.3 4.7 5.6 6.7 7.7 8.7 10.4

431 1.4 2.2 2.7 3.3 4.0 4.6 5.8

510 3.4 4.6 5.4 6.4 7.4 8.3 9.9

511 1.4 2.1 2.6 3.2 3.8 4.4 5.4

520 21.8 22.9 23.7 24.5 25.4 26.2 27.4

521 2.3 2.9 3.3 3.9 4.4 5.0 5.9

530 3.5 4.8 5.6 6.6 7.6 8.6 10.1

531 1.4 2.1 2.6 3.2 3.8 4.4 5.4

610 3.2 4.5 5.3 6.3 7.2 8.2 9.8

611 1.4 2.1 2.6 3.1 3.8 4.3 5.3

630 3.3 4.6 5.5 6.5 7.4 8.4 10.0

631 1.4 2.1 2.6 3.1 3.7 4.3 5.3

Source: Author’s elaboration from Monte Carlo simulations of 3,301 households of the Casen 2003 (segments selected for the EFH).
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Table C3

Distribution of the absolute deviations of the income distribution of each factor type 
(percentiles from 2,500 Monte Carlo simulations) 

Income distribution measured by deciles

Factor P-1% P-10% P-25% P-50% P-75% P-90% P-99%

CMD 7.7 9.1 10.2 11.3 12.5 13.8 16.2

100 2.9 4.8 5.9 7.2 8.5 9.7 11.8

200 18.8 20.3 21.2 22.3 23.2 24.1 25.7

201 1.1 1.7 2.2 2.8 3.5 4.2 5.3

1200 20.0 21.3 22.2 23.0 23.9 24.7 25.9

1201 20.1 21.4 22.2 23.1 23.9 24.7 25.9

210 4.6 6.5 7.7 9.1 10.4 11.6 13.9

211 2.8 3.9 4.7 5.5 6.4 7.3 8.7

310 3.5 5.0 6.0 7.1 8.2 9.2 11.0

311 1.6 2.5 3.1 3.8 4.5 5.2 6.4

410 3.1 4.5 5.4 6.4 7.4 8.3 9.9

411 1.0 1.8 2.3 2.9 3.5 4.0 5.1

430 3.2 4.7 5.6 6.7 7.7 8.6 10.2

431 1.0 1.9 2.3 2.9 3.5 4.1 5.1

510 3.2 4.5 5.3 6.3 7.4 8.2 9.7

511 1.0 1.8 2.2 2.8 3.3 3.9 4.8

520 22.3 23.5 24.3 25.0 25.9 26.6 27.9

521 1.7 2.2 2.6 3.1 3.7 4.2 5.1

530 3.4 4.7 5.6 6.6 7.6 8.5 10.1

531 1.0 1.7 2.2 2.8 3.3 3.8 4.8

610 3.1 4.4 5.2 6.2 7.2 8.0 9.6

611 1.0 1.7 2.2 2.7 3.3 3.8 4.8

630 3.2 4.6 5.5 6.4 7.5 8.3 9.9

631 1.0 1.7 2.2 2.7 3.3 3.8 4.8

Source: Author’s elaboration from Monte Carlo simulations of 3,301 households of the Casen 2003 (segments selected for the EFH).
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APPENDIX D

SUMMARY OF THE SELECTED EFH EXPANSION FACTORS OVER 
TIME AND COMPARISON WITH STATISTICS FROM OTHER 
HOUSEHOLD SURVEYS
Table D1

Distribution of persons by age and education in Chile

Education Casen09 EFH-CMD EFH-0531 Age Casen09 EFH-CMD EFH-0531

Below high school 37.9% 32.3% 37.6% 0/17 27.0% 26.0% 26.5%

Some high school 40.7% 38.1% 39.2% 18/24 13.1% 13.0% 12.2%

Some college 14.3% 19.1% 15.5% 25/34 13.2% 14.0% 12.7%

Post-graduate 7.1% 10.5% 7.7% 35/44 13.5% 13.8% 13.2%

Total 100.0% 100.0% 100.0% 45/54 13.5% 13.7% 14.3%

Unemployment ENE-Q4 EFH-CMD EFH-0531 55/64 9.1% 9.3% 9.8%

Chile 7.2% 6.5% 7.3% 65/+ 10.5% 10.1% 11.2%

Metropolitan Region 7.1% 5.8% 6.7% Total 100.0% 100.0% 100.0%

Source: Author’s elaboration from the EFH and Casen.

Table D2

Dispersion of the selected expansion factors across EFH survey waves

Factors EFH 2007 EFH 2008 EFH 2009 EFH 2010 EFH 2011

Minimum 26 181 339 25 146

(Q10) 105 625 633 219 201

(Q25) 276 1021 850 448 334

(median) 412 1382 1333 828 687

(Q75) 1268 1937 2096 1250 1113

(Q90) 1519 2667 2799 1801 1601

Maximum 6663 3784 9844 3895 3691

Source: Author’s elaboration from the EFH.

Table D3

Statistics of EFH versus Casen (urban households) - Metropolitan Area

Casen 06 2007 2008 2009 Casen 09 2010 2011

Income (thousands of pesos)

(Q25) 280 283 310 302 322 342 350

(median) 480 500 529 521 541 570 603

(Q75) 827 800 858 916 955 965 1,090

(mean) 726 944 814 809 852 838 1,025

Mortgage (% of households) 19.0% 14.5% 16.7% 16.5% 16.5% 17.3% 16.9%

Financial (% of households) 16.3% 10.9% 12.5% 11.3%

Unemployed (% of labor force) 6.7% 12.5% 9.2% 6.7% 6.6%

Source: Author’s elaboration from the EFH and Casen.




