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Summary

• Time-variation in the reponse of inflation to nominal shocks

• Documenting of such time variation has been model-based (“indirect”)

• Use BLS micro data to document such time variation

• Dispersion of price changes varies over time; FX pass-through varies over time

• Positive correlation between dispersion of price changes and FX pass-through

• Use model to interpret “model-free” evidence



Empirics

• Confidential BLS micro data on import prices, collected on monthly basis:
1994—2011. Voluntary confidential surveys.

• Target Universe: all items purchased from abroad by US residents. Item is
defined as unique combination of a firm, a product and a shipping country.

• 10,000 imported goods. Prices collected FOB. ≈ 90% of US imports have
reported price in dollars.

• Sample: exclude intrafirm transactions; exclude goods that show no price
change; exclude goods for which prices are not in dollars; excludes petroleum.



Empirics

• Two measures of price dispersion

• Item-Level: dispersion of all non-zero price changes for item j across time.
DIj = disp(∆pi,t|i = j) = std(∆pi,t)

• Month-Level: Fix month and calculate the dispersion of price changes across
all items. DMk = disp(∆pi,t|t = k) = IQRt.

Regression:

∆pi,t = β∆cei,t + Z′i,tγ + εi,t (1)

∆pi,t is log price; ∆cei,t is cumulative change in FX; Z′i,t controls;

• Result: β̂ = 0.144∗∗∗. When a price changes, it only passes through about
0.14% of a 1% increase in the nominal exchange rate.



Empirics

• Item-level: Split sample into std(∆pi,t) quintiles and run regression (1) sepa-
retely for each one.

• Month-level: Split sample into IQRt quintiles and run regression (1) separetely
for each one.



Figure 2: Medium-run passthrough across XSD quintiles
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by other item-level features like the frequency of adjustment or degree of product di¤erentiation.

As mentioned in Footnote 12, it may initially appear that this positive relationship could be

driven by a mechanical relationship between � and the variance of price changes. To see this, take

the variance of both sides of (5) to give:

var (�pi;t) = (�)
2 var (�ei;t) + var (�i;t) : (6)

Thus, if items di¤er in their � (perhaps due to heterogeneous ��s) then we should expect to

see a positive relationship between � and var (�pi;t). However, it is straightforward to show that

in a simple �exible price model, variation solely in � cannot quantitatively explain our empirical

results.19 In the following sections, we show that similar results obtain in models with nominal

rigidities. The basic intuition is the same one mentioned in the simple model: to match the

19Formally, we have empirical data on var (�pi;t), var (�ei;t), and �, so we can use equation 6 to measure the
implied value of var (�i;t) under the null hypothesis that empirical di¤erences across items can be solely explained
by heterogeneity in �. Substituting from our empirical results observed series and using equation 6 yields � = 0:15,
var (�ei;t) =6.25e-4 and t var (�i;t) =1.83e-2.
Using these values for var (�ei;t) and var (�i;t), we can vary � from 0.021 to 0.235 as in the data and see how much

of the observed changes in var (�pi;t) can be explained purely by this channel. For a value of � = 0:021, equation 6
implies a variance price changes of 1.83003e-2, while the implied variance rises to 1.83345e-2 when � = 0:235. Over
this same range, the empirical variance of price changes rises from 3.14e-4 to 5.33e-2. Thus, variation in � can
generate less than 0.1% of observed changes in dispersion. Furthermore, in our quantitative model we show that
aggregate shocks to � imply a time-series correlation between price change variance and pass-through that is negative
instead of the strong empirical positive correlation. Thus, mechanical variation across �rms or time in exchange rate
sensitivity cannot explain our empirical results.
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empirical variance of price changes, the variance of idiosyncratic shocks must be two orders of

magnitude larger than that of exchange rate shocks. This then implies that changing only the

sensitivity of an item to exchange rates has negligible e¤ects on that item�s price change variance.

3.2.3 Month-Level Dispersion Results

We now show that time periods characterized by greater price change dispersion also exhibit greater

exchange rate pass-through. Our time-series evidence is of particular interest because it provides

a direct test for time-varying price �exibility. Vavra (2013) argues for a positive time-series

relationship between price change variance and price �exibility but is unable to test for this directly.

To test for a time-series relationship between price change dispersion and MRPT, we begin by

calculating the cross-sectional interquartile range of price changes for each month in our sample.

Then, just as we did for the item-level dispersion results, we sort our sample into quintiles by

month-level dispersion and calculate separate pass-through regressions in each quintile.

Figure 3: Medium-run passthrough across IQR Quintiles (Month-Level Dispersion)
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Figure 3 shows that pass-through more than triples from the lowest quintile of month-level

dispersion to the highest quintile of month-level dispersion. Although standard errors are larger

than for the item-level relationships (largely because our panel has a very large number of items

but a much smaller number of time-periods), the increase in pass-through is highly signi�cant.

We assess this in more detail in the appendix and show that this same result obtains for various

alternative measures of month-level dispersion, including the cross-sectional standard deviation

of price changes as well as census level measures of dispersion computed in Bloom, Floetotto,

Jaimovich, Saporta-Eksten, and Terry (2012). In addition, if we split the sample into deciles,
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Robustness

• Regressions with continuous measures of price change dispersion (interaction
terms)

• Combining regression of item-level and month-level (interactions)

• Restrict sample to a balanced panel (it was not the case before because of
sample rotation)

• Split sample into periods of FX appreciation and periods of depreciation

• Alternative pass-through specifications (rolling window, inclusion of lags)

• Restrict sample to items with more than 3, 5 price changes

• Etc.



Time Variation in Pass-Through

• Positive relationship between price dispersion and pass-through generates sig-
nificant variation at business cycle frequencies.

• Implied time-series for FX pass-through: ˆMRPT t = β̂ × IQRt.

• Main Conclusion: Pass-through varies dramatically over time and is strongly
correlated w/ price change dispersion.



Figure 4: Level of Exchange Rate Pass-through Across Time (Parametric Speci�cations)
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IQR is a large seasonal component. This can be seen most clearly in the bottom panel of Figure 4,

which shows pass-through estimates for a speci�cation with all controls except for the interquartile

range of price change dispersion. Essentially all the variation in pass-through at business cycle

frequencies is captured by time-series variation in price change dispersion. Interestingly, there

is large seasonality in pass-through, from a high of approximately 0.2 in December to a low of

approximately 0.04 in June. We think understanding these seasonal patterns is an interesting topic

for future work, but the bottom line is that for understanding business cycle variation, looking at

price change dispersion appears essential.25

While the parametric speci�cation shows that pass-through varies across time in a speci�cation

with a variety of controls, there is always concern that omitted variables might undo this time-

series variation. That is, there may be additional variables we are not controlling for that a¤ect

pass-through and would undo the time-series variation we have found. We can assess this concern

by allowing pass-through to vary across time non-parametrically. Ideally, we could re-estimate the

baseline pass-through regression (5) with a full set of month dummies. However, small sample

sizes make such regressions infeasible. Instead, we estimate the baseline regression using a rolling

12-month window. That is, our estimate of pass-through for period t is then given by running a

regression including only data from 6 months before and after the current date:

�pi;� = �t�cei;� + Z
0
i;�
 + �i;� j t� 6 � � � t+ 6:

25Seasonality is unlikely to be explained purely by a spike in the frequency of adjustment at the end of the year.
This is because our measure of pass-through conditions on adjustment, so we are �nding variation in how much
adjusting prices respond to exchange rate movements over the season that are unlikely to be explained purely by
frequency.
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Story

• Basic flex-price model. Foreign firm selling goods to US importers. Dollar mar-
ginal cost mci(e, ηi) depends on exchange rate (e) and item-specific compo-
nent orthogonal to exchange rate (ηi).

pi = µi +mci(e, ηi) (2)

Taking total derivative:

∆pi = −Γi (∆pi −∆p) + αi∆e+ ∆ηi (3)

where

• Γi =
∂µi

∂(∆pi−∆p)
: “responsiveness”; αi = ∂mci

∂e : “import intensity"; ∆ηi:
idiosyncratic innovation to marginal cost



Story

• Direct effect of a change in exchange rate on prices (∆p = 0 and ∆ηi = 0):

∆pi
∆e

=
αi

1 + Γi
(4)

• If marginal cost is entirely denominated in dollars (αi = 0), fluctuations in
exchange rate are irrelevant. Pass-through increases with import intensity.

• If Γi > 0, then as the price of the foreign firm increases relative to its com-
petitors, the elasticity of its demand rises, lowering its optimal markup.

• When Γi is large, foreign firm will move its price less than one-for-one in re-
sponse to cost shocks. Therefore, lower Γi means greater “responsiveness".
This implies a positive relationship between responsiveness and pass-through.



Story

• Also, taking the variance of equation (3), we have:

V ar (∆pi) =

(
αi

1 + Γi

)2

V ar (∆e) +

(
1

1 + Γi

)2

V ar (∆ηi) (5)

widthheightitemize

Price dispersion increases with volatility of idiosyncratic shock and exchange-rate.

Factors that increase exchange rate pass-through (greater responsiveness),
also increase the variance of price changes



Empirical Results

A Menu-Cost Model
Building on Gopinath and Itskhoki (2010)

Industry is characterized by a continuum of varities j . Unit
measure of US varieties and measure ω < 1 of foreign varieties.

Variable Markups – Kimball (1995) aggregator with demand
elasticity σ and markup elasticity ε.

Γi is increasing in ε and decreasing in σ.
Assume variation in Γi is solely driven by ε.

Firm’s marginal cost depends on idiosyncratic productivity, Ajt

(AR(1) in logs) and on the exchange rate et = log(W ∗
t /Wt)

(Random Walk in logs).

Firms face a menu cost κ when adjusting prices.

Joint calibration of α, ε and σA to match: average level of pass-
through, R2 of regression (5) and average standard-deviation
of item-level price changes.

David Berger and Joseph Vavra WP Version (November 2013) Volatility and Pass-Through



Empirical Results

Calibration

Table 6: Within and Between

Sector De�nition �ave �V AR_W t-stat W �V AR_B t-stat B

2-digit .141 .056 5.95 .010 0.82

4-digit .141 .036 3.29 .034 2.59

Within is month-level variance of price changes within sectors. Between gives variance of in�ation rates across sectors

Table 7: Alternative Pass-through Speci�cations

Average Item-Level Month-Level

pass-through Volatility Volatility

Fixed Horizon: �avg se(�avg) �XSD se(�XSD) �IQR se(�IQR) Nobs R2

1 Month .027 .007 .034 .013 .023 .006 496060 .018

3 Month .054 .011 .048 .023 .026 .007 448400 .049

6 Month .085 .016 .069 .033 .026 .009 384827 .098

12 Month .113 .018 .093 .022 .023 .009 282572 .169

Lagged Speci�cation:

Current Ex. Rate (�1) .146 .015 .040 .020 .063 .010

Previous Ex Rate (�2) .082 .010 .040 .017 .054 .010 83043 .082

Note: Robust standard errors clustered by country*PSL pair.

Table 8: Parameter Values

Parameter Symbol Menu Cost Model Source

Discount Factor � 0:961=12 Annualized interest rate of 4%

Fraction of imports !=(1 + !) 16:5% BEA input-output table

Cost sensitivity to ER shock

Foreign �rms �� 0:18 Estimation (see text)

U.S. �rms � 0

Menu cost � 4:3% Estimation (see text)

markup elasticity " 2:5 Estimation (see text)

Demand elasticity � 5 Broda and Weinstein (2006)

Std. dev. Exchange rate shock, et �e 2:5% Match bilateral RER

Idiosyncratic productivity process, at
Std. dev. of shock �A 7:0% Estimation (see text)

Persistence of shock �A 0:85 Gopinath and Itshkoki (2010)

39
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Empirical Results

A Menu-Cost Model
Value Functions

State vector: Sjt = (Pj ,t−1,Ajt ;Pt , et). The firm’s problem is char-
acterized by the following value functions.

V (Sjt) = max{VN (Sjt) ,V
A (Sjt)− κ} (6)

VN (Sjt) = Πjt (Sjt) + E [Q (Sjt+1)V (Sjt+1)] (7)

V A (Sjt) = max
Pjt

{Πjt (Sjt) + E [Q (Sjt+1)V (Sjt+1)]} (8)

Solution Method: Krussel and Smith (1998)
Et [logPt+1] = γ0 + γ1 logPt + γ2et .

David Berger and Joseph Vavra WP Version (November 2013) Volatility and Pass-Through



Empirical Results

Comparative Statics
Menu-Cost Model

Given the parameters ε, κ, α, σA, consider fixing three of them and
varying the fourth. For each set of parameters, simulate a panel
of firms and compute MRPT and the standard deviation of price
changes as in BLS data.

5.2 Simple Comparative Statics

To understand the role of various channels in explaining the empirical relationship between MRPT

and the standard deviation of price changes, we begin with simple comparative static exercises.

Each panel of Figure 6 shows what happens when we �x three of "; �; � and �A at their steady

state values and vary the fourth parameter. For each set of parameters, we simulate a panel of

�rms and compute MRPT and the standard deviation of price changes exactly as in actual BLS

data. For the sake of comparison, the empirical relationship between the standard deviation of

price changes and MRPT that we documented in the IPP microdata is shown in blue.

Figure 6: Menu Cost Comparative Statics
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The top-left panel of Figure 6 shows the results from varying " from 0 to 100. It is apparent

that variations in " in our baseline menu cost model generate a strong positive correlation between

the variance of price changes and MRPT. Moreover, the quantitative �t is quite good: the model

is able to match the slope, level and much of the quantitative variation of this relationship. The

bottom-left panel Figure 6 shows what happens when we vary � from 0 to 1. This leads to large

changes in MRPT but negligible movements in the variance of price changes. This is consistent

with the results of Footnote 12, which showed that changes in " should cause larger movements in

price change variance than changes in �:

The top-right panel shows the model-simulated results when we vary � from 0 to 0.2. Varia-

tion in � generates a modest positive relationship between MRPT and the standard deviation of

price changes. Finally, the bottom-right side panel shows the results when we vary the standard

deviation of the idiosyncratic shock from 0 to 0.2. Variation in �A generates a strong negative

25
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Empirical Results

Mechanisms: κ and σA
Selection

By definition, estimated coefficient in regression (5) is:

β̂ =
Cov(∆pi ,t , ∆cei ,t)

Cov(∆cei ,t , ∆cei ,t)
= β + Cov (∆cei ,t , εi ,t) (9)

Menu-costs induce Cov (∆cei ,t , εi ,t) > 0 because of SELEC-
TION! Firms are more likely to adjust when the idiosyncratic
shock and the x-rate movement reinforce each other.

Higher κ lead firms to adjust less often and by larger amounts,
thus increasing ∆pi ,t . Higher κ also increases selection bias
(inaction region widens), which increases MRPT (via β).

Higher σA lowers MRPT because the selection bias is decreasing
in σA: firms become more likely to adjust based on idiosyncratic
reasons. At the same time, higher σA increases ∆pi ,t , which
yields the negative correlation.

David Berger and Joseph Vavra WP Version (November 2013) Volatility and Pass-Through



Empirical Results

Indirect Inference

It appears that variation in either ε or κ might explain the relationship
between MRPT and price change dispersion.

However, note that variation in κ induces a strong negative correlation

between dispersion and adjustment frequency. In the data, on the

other hand, such correlation is positive.

Indirect Inference Exercise: allow for permanent firm heterogene-
ity (not observable by the econometrician).

Firms can differ by κ, ε and σA. Each parameter can take one of two
values uniformly distributed around the previous mean.
Eight different types of firms in the model.
Solve sectoral equilibrium for each type of firm and simulate firm
panel like the BLS data.
From this simulated panel they calculate some moments, sorting firms
into five bins according to price change dispersion.

Also simulate models where there is heterogeneity in only 2 of those

3 parameters.

David Berger and Joseph Vavra WP Version (November 2013) Volatility and Pass-Through



Empirical Results

Indirect Inference
Results

Figure 7: Full and Restricted Model Fits
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various aggregate shocks.37 We consider aggregate shocks to each of our parameters in turn. For

expositional purposes we will focus on shocks to "; but we treat each of our other shocks analogously.

In our current results, we focus on very simple aggregate shocks largely for illustrative purposes,

and we leave a more careful quantitative analysis for future work.38

For simplicity, we assume that "t follows a two-state Markov process with transition probabilities"
�11 �12

�21 �22

#
: We also allow the Krusell-Smith forecast for the sectoral price level to depend on

"t. That is, we assume that Et lnPt+1 = 
0 + 
1 lnPt + 
2et + "t � [
4 + 
5 lnPt + 
6et]. Again

we �nd that the Krusell-Smith forecasting rule is highly accurate. We have little guidance on

either the size or the persistence of our aggregate shocks, so rather than taking a strong stand on

this process, we simply report results for a range of aggregate shocks. In particular, we report

results for two di¤erent shock sizes. Under the "small" shock, "t moves between (1 + :6) " and
1

1+:6 " where " is the previous baseline calibration. This shock produces a time-series variation

that is one-�fth of the cross-sectional variation explored in the previous section. In addition, we

consider a "large" shock calibration that moves "t between 4" and 1
4 ". This large shock produces

time-series variation that is comparable to the cross-sectional variation in the previous section. We

37 Including item-level heterogeneity together with aggregate shocks did not alter our conclusions but makes the
model somewhat more complicated.
38 In principle we could formally estimate aggregate shocks in a manner similar to our cross-sectional results, but

solving a model with multiple simultaneous aggregate shocks is dramatically more complicated.
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Comments

• Very interesting paper

• Striking empirical results

• Discussion of “story”

• Needs some reorganization + polishing, but should fly!



Connecting to other literature

• Literature on non-linearities and time-variation in pass-through (e.g. Shintani
et al. 2013, Sekine 2006)

• Different objects:
— Standard pass-through measure with aggregate data

— Hence PT depends on frequency of price changes and “responsiveness”

— E.g., changes in inflation can affect frequency of price changes, and hence
“unconditional pass-through”

• But should relate to that literature; explore whether some of the stories behind
time-variation in that literature can explain your findings (e.g., non-linearities
in the size of the FX change)

• Also, settle on the issue of cyclicality versus time-variation (recessions, business
cycle fluctuations)



Nominal-rigidity-free measure

• Argument that measure of pass-through is “nominal-rigidity free”

• Not convinced

• If some nominal rigidities and some strategic complementarities, hard to sepa-
rate the two even conditional on a price change

• A given extent of pass-through can arise because
— Adjusting firm cares only some about other firms’prices, but those will
change only very infrequently; hence adjusting firm responds to some given
extent

— Adjusting firm cares a lot about other firm’s prices, but those will change
somewhat more frequently than above; adjusting firm responds to the same
extent

• True that without complementarities response should be complete; but in the
presense of complementarities they interact with nominal rigidities

• Should discuss how looking only at price changes gets rid of this interaction (I
don’t think it does)



About the story

• Nice that same mechanism that succeeds in making sense of cross-sectional
PT facts in menu-cost model works to account for time-variation

• But idea that structural determinants of degree of strategic complementarities
(real rigidities) vary at such high frequencies might be less appealing

• Useful to think about alternative stories
— Informational stories? Allocation of attention affecting degree of respon-
siveness?

— Different dimensions of strategic interactions among price-setting deci-
sions; different composition of shocks over time =⇒ as if degree of strate-
gic complementarities varied over time


