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Abstract 

We present a fully-edged dynamic stochastic general equilibrium (DSGE) model for the Chilean economy to 

explain the economy's adjustments to external shocks, explicitly separating between tradable and non-tradable 

sectors (TNT). The model was built to explain Chile's linkages with the external sector, to recognize that the 

sectors of the economy have particular price dynamics that are affected differently by shocks that move the 

nominal exchange rate, and to study different measures of exchange rate pass through (ERPT). We show 

unconditional and conditional ERPT measures. The former measures are comparable with the empirical 

literature, while the latter are defined after a particular shock hit the economy. We highlight important 

differences in their magnitudes and in their effect on different prices. While a shock to international prices has 

a transitory and low ERPT, one that affects the uncovered interest rate parity condition has a very high and 

persistent ERPT for all price indexes. In addition, the prices that are more rapidly affected are those of tradable 

sectors, while non-tradable prices are affected with a lag, but for longer. We use the model to show that the 

conditional ERPT measures could have helped to anticipate a great part of the inflationary effects of the 

depreciation following the tapering announcements of the US in 2013-2015, which was not possible using 

unconditional ERPT measures of the empirical literature. 

 

Resumen 

Este trabajo presenta un modelo de equilibrio general dinámico y estocástico (DSGE, por sus siglas en inglés) 

para Chile, con el objetivo de explicar los ajustes de su economía a shocks externos, distinguiendo 

explícitamente entre los sectores transables y no transables (TNT). El modelo fue construido para estudiar los 

vínculos de la economía chilena con resto del mundo, para reconocer que los sectores de la economía tienen 

dinámicas de precios particulares que se ven afectadas de manera diferente por shocks que afectan al tipo de 

cambio nominal, y para estudiar diferentes medidas del traspaso de tipo de cambio a precios (ERPT por sus 

siglas en inglés). Se estiman y presentan medidas de ERPT incondicionales y condicionales. Las primeras son 

comparables con aquellas de la literatura empírica, mientras que las segundas se definen después de que un 

shock particular golpeó la economía. Se destacan importantes diferencias en sus magnitudes y en su efecto en 

diferentes índices de precios. Si bien un shock en los precios internacionales tiene un ERPT transitorio y bajo, 

uno que afecta la condición de paridad de tasas de interés descubierta tiene un ERPT muy alto y persistente 

para todos los índices de precios. Además, los precios transables se ven afectados más rápidamente, mientras 

que la de los no transables se ven afectados de forma rezagada y por más tiempo. Se muestra a la luz del 

modelo que las medidas de ERPT condicionales podrían haber ayudado a anticipar una gran parte de los 

efectos inflacionarios de la depreciación que siguió a los anuncios de alza de tasas de los EE. UU. en 2013-

2015, lo que no fue posible utilizando las medidas ERPT incondicionales de la literatura empírica. 
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1 Introduction

Chile is a small and open economy with important linkages to the rest of the world. It buys and

sells products in international markets and it also borrows and lends money in foreign currency. The

Chilean peso floats since September 1999 and acts as a buffer to external shocks. Because of that

it can fluctuate strongly at times, affecting internal prices and the cost of external borrowing, thus

generating nominal and real effects in the Chilean economy.

Not all sectors are affected equally by movements in the nominal exchange rate (NER). The general

belief is that prices of goods should be more affected than prices of services, because, in general, the

former are tradable and so face external competition and the latter are non-tradable and depend

only on internal conditions. In addition, other sector-specific characteristics may affect the magnitude

and propagation of nominal depreciations, among which are the share of imported inputs used in

production and the price setting mechanism in each sector. A higher share of imported inputs makes

the marginal cost more sensitive to NER movements, making the price also more sensitive for a given

price setting mechanism. More flexibility in setting prices implies that any change in marginal costs

can be more rapidly transmitted to final prices. In contrast, if the price setting mechanism implies a

higher indexation, the effects will be slower and more persistent, providing a propagation mechanism

that takes a while to be felt completely.

Figure 1 shows a graphic representation of the first two paragraphs. The graph on the left shows

the very big scale of the changes in the NER (right axis) and the high correlation between variations

in the NER and in the consumer price index (CPI) in its headline or core versions (excluding food and

energy). The graph on the right shows that while inflation in goods and services seem correlated with

nominal exchange rate movements, their behavior is different, being the average of inflation in services

higher than in goods (4.3% versus 0.1%), but its standard deviation lower (1.5% versus 2.4%).

This paper presents a DSGE model for the Chilean economy designed to study how shocks that

affect the nominal exchange rate are transmitted into the local economy, while allowing for different

reactions of the different sectors. The model includes, among other features, external borrowing, dif-

ferent shares in the use of imported inputs, incomplete short-run ERPT, different pricing mechanisms

–including indexation to own-sector price index as well as to the consumer price index (CPI)– and

indexation in wages. The parameters of the model are partly calibrated and partly estimated using

specific data to highlight the sectoral differences.

Not all shocks that affect the NER affect prices the same way. As discussed in Garćıa-Cicco and

Garćıa-Schmidt (2018), there are important differences in ERPT when conditioning on the shock that

hits the economy. Because of this, and particularly when predicting inflationary consequences of a

given NER movement, it is important not only to differentiate between different prices, but also to

identify which shock or combination of shocks is behind the changes.

In order to see the importance of differentiating between prices and shocks when analyzing NER

movements, we first identify the most important shocks in explaining the NER depreciation and then

calculate their conditional ERPTs for different price indexes. We find that the main determinants of

the NER depreciation are a shock to international prices and a shock that affects the uncovered interest

rate parity (UIP ) condition. Their conditional ERPTs are very different, the ones conditional to the

shock in international prices being low and short-lived for all price indexes and the ones produced by

a shock to the UIP very high and persistent. The differences between price indexes is also significant,

being the responses of tradable prices higher and shorter lived than the corresponding responses of

non-tradables conditional on each shock.

Finally, in order to discuss and show the type of analysis that can be done with the model and
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Figure 1: Inflation and nominal exchange rate depreciation in Chile

(a) Headline and Core CPI and NER (b) Goods and Services and NER
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Note: Each graph displays the annual variation of the variable in the legend. Graph (a) shows the annual variation of
headline CPI and core CPI in the left axis and the nominal exchange rate (NER) in the right axis. Graph (b) separates
core CPI to goods and services in the left axis and repeats the graph of the NER in the right axis.

concepts discussed here, we study the surge in inflation that occurred in Chile in 2013-2015, after the

tapering announcements by the Federal Reserve. We show that the depreciation experienced by the

peso during that time was driven by the two main shocks already mentioned and that, because of the

timing of the shocks, the major part of the inflation surge that happened afterwards was predictable

since the beginning of the period. This contrasts greatly with the analysis that can be done using

traditional ERPT measures, which are the ones obtained with the empirical literature and, as will be

discussed later, are an average of the conditional ones identified here.

The contribution of this paper to the literature is twofold. The first is to present a fully fledged

DSGE model for the Chilean economy that includes the tradable and non-tradable sectors in order to

have a platform to study real life questions that need that separation. There are several important

contributions of DSGEs for the Chilean economy, but none of them combining differentiation between

tradable and non-tradable sectors and being big enough to include a rich set of shocks and data. The

only exception is the model behind the last application in Garćıa-Cicco and Garćıa-Schmidt (2018),

but is not explained nor analyzed. The literature does have large size DSGE Chilean models, such as

Medina and Soto (2007), Garćıa-Cicco et al. (2015), Garćıa et al. (2019), but none of these separate

between tradables and non-tradables. In contrast, there are models that include traded and non-traded

goods for the Chilean economy (e.g. Soto, 2003), but are small. Relatively similar models applied to

other countries include Matheson (2010) applied to Australia, Canada and New Zealand, Rees et al.

(2016) applied to Australia, Mart́ın-Moreno et al. (2014) applied to Spain, among many others.

The second contribution of this paper is to compute and use the concepts of conditional ERPTs

applied to Chile and to a specific episode to highlight the benefits of computing these conditional mea-

sures instead of the empirical one. For that purpose we first present the conditional and unconditional

ERPTs defined in Garćıa-Cicco and Garćıa-Schmidt (2018). The unconditional measures are compara-
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ble with the results obtained in the empirical literature, such as Justel and Sansone (2015), Contreras

and Pinto (2016) and Albagli et al. (2015). All of them find that the ERPT to CPI is between 0.1

and 0.2 in the medium term. In addition, Contreras and Pinto (2016), based on a methodology of

Vector autoregressive (VAR) model, calculate ERPTs for different groups getting that the ERPT for

goods is much higher than for services (0.15 and 0.08 at 1 year respectively), which we also find. We

then use the conditional measures to show the benefits of using those concept instead of the aggregate

measures in a specific episode for the Chilean economy.

The paper continues as follows. The next section describes the model in detail, where the problems

of each agent and each sector are presented and the driving forces are listed. The optimality conditions,

standardization of the variables and the computation of the steady state are left for the appendix.

Then, section 3 presents the quantitative analysis, describing the calibration and estimation and

presents the main differences between the sectors that have potential effects in the local responses

to external shocks. Section 4 presents the computation of the conditional and unconditional ERPTs,

showing which shocks are the most important ones that affect the nominal exchange rate. Section

5 applies the model and conditional ERPTs to a specific case, highlighting the benefits of using

conditional ERPT measures, but also describing issues of real time instead of ex-post computations.

Finally, section 6 concludes.

2 The TNT DSGE Model

As explained in the introduction, the purpose of the DSGE model is to study the dynamics that

external shocks cause to local prices and quantities differentiating between tradable (exportable and

importable) and non-tradable sectors. It is based partly on Lombardo and Ravenna (2014), but

extended to include specific features of the Chilean economy and of external dynamics1. To have a

rich setup of inflationary dynamics and of the link between external variables and local characteristics,

the model includes, among other features, imported inputs (oil and others) in the production of the

tradable and non-tradable outputs; incomplete short run ERPT of importable goods; different pricing

dynamics, including indexation to the own-sector price index as well as to the CPI; indexation in

wages; consumption of exportable, importable and non-tradable goods apart from energy and food,

and energy and food.

The general diagram of the model can be seen in figure 2, to get a big picture of what the model

includes. There are four big players in the economy: households, firms, authorities (monetary and

fiscal) and an external sector. As described in the figure, households buy energy, food and goods

from firms to consume and invest; and supply labor and rent capital for the production of firms.

They have access to local and external bonds, for which they take the interest rate as given. The

monetary authority sets the interest rate and the fiscal authority supplies local bonds, has an exogenous

expenditure and gives transfer to the households.

There are four sectors of firms defined by the type of good that they sell: the commodity, the

importable, the exportable and the non-tradable. The commodity sector is assumed to get an exoge-

nous endowment that is fully exported, and the importable is made entirely using imports and is sold

domestically to the other two types of firms and households. Finally, exportables and non-tradables

are produced with energy, labor, capital and importable goods, and while the first is sold to households

and the foreign sector, the second is sold only domestically to households and the government.

1This model is very similar to the model used in the real-life application of Garćıa-Cicco and Garćıa-Schmidt (2018).
There are only differences in the external shocks and in the estimation procedure.

3



Figure 2: General diagram
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This section describes the problem of each agent with their main equations and equilibrium con-

ditions. For details of the optimality conditions, normalizations and steady-state calculations, please

refer to the appendix.

2.1 Households

We define a representative household that consumes, works, saves, invests and rents capital to the

producing sectors. Its goal is to maximize,

E0

∞∑
t=0

βtξβt

{
(Ct − φCC̃t−1)

1−σ

1− σ
− κt

(
ξh,Xt

hXt
1+ϕ

1 + ϕ
+ ξh,Nt

hNt
1+ϕ

1 + ϕ

)}

where Ct is consumption and hJt for J = {X,N} are hours worked in sector J . C̃t denotes aggregate

consumption (i.e. the utility exhibits external habits, in equilibrium C̃t = Ct), and κt ≡ (C̃t −
φCC̃t−1)−σ. This utility specification follows Gaĺı et al. (2012) and is designed to eliminate the wealth

effect on the supply of labor while keeping separability between consumption and labor. There are

three preference shocks, ξβt and ξh,Jt for J = {X,N}: the former affects inter-temporal decisions, while

the latter are labor supply shifters in sectors J = {X,N}. The parameters are given by β which is the

discount factor, φC which governs external habits, σ which is risk aversion and ϕ which is the inverse

of the Frisch elasticity of labor supply.

The budget constraint is

PtCt + StB
∗
t +Bt + P It I

N
t + P It I

X
t = StR

∗
t−1B

∗
t−1 +Rt−1Bt−1 + hX,dt

∫ 1

0
WX
t (i)

(
WX
t (i)

WX
t

)−εW
di+

hN,dt

∫ 1

0
WN
t (i)

(
WN
t (i)

WN
t

)−εW
di+ PNt R

N
t K

N
t−1 + PXt R

X
t K

X
t−1 + Tt + Πt.

Here Pt denotes the price of the consumption good, St the exchange rate, B∗t the amount of external
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bonds bought by the household in period t, Bt the amount of local bonds bought by the household in

t, P It stands for the price of the investment good, IJt for investment in capital of the sector J , hJ,dt is

labor demand in sector J , W J
t is the wage index in sector J , W J

t (i) is the wage of variety i in sector

J (explained below), R∗t is the external interest rate, Rt the internal interest rate, RJt the real rate

from renting capital to firms in sector J , KJ
t is capital specific for sector J , P Jt is the price of good

J , Tt are transfers made by the government and finally Πt encompasses all profits of the firms in all

sectors. The parameter εW is the elasticity of substitution among varieties of labor.

The formulation of the wage-setting problem follows Schmitt-Grohé and Uribe (2006). In this

setup, households supply a homogeneous labor input that is transformed by monopolistically compet-

itive labor unions into variety i of a differentiated labor input. The union takes aggregate variables

as given and decides the nominal wage, while supplying enough labor to meet the demand in each

market. The wage of each variety i is chosen optimally each period with a constant probability 1−θWJ

for J = {X,N}. When wages cannot be freely chosen they are updated by (πt−1)ζWJ π̄1−ζWJ , with

ζWJ ∈ [0, 1], πt denoting CPI inflation and π̄ the inflation target set by the Central Bank.

2.1.1 Consumption Goods

We distinguish total and core consumption in order to separate the effects of very volatile and externally

given prices from the prices that are determined by local conditions. Consumption Ct is composed

by three elements: core consumption (CNFEt ), food (CFt ) and energy (CEt ). For simplicity, food and

energy consumption are assumed exogenous and normalized to one (so total and core consumption

are equal). In contrast, the price of the consumption good will be a composite of the price of the core

good, energy and food the following way:

Pt = (PNFEt )1−γFC−γEC (PFt )γFC (PEt )γEC

where PNFEt denotes the price of core consumption, PFt the price of food and PEt the price of en-

ergy. The parameters γFC and γEC represent the weights of food and energy in consumption, with

γFC , γEC ≥ 0, (γFC + γEC ≤ 1). The goal of this simplified specification is to separate the dynamics

of core and headline inflation without complicating significantly the supply side of the model. We

further assume that the prices of both F and E relative to that of the tradable composite (T , defined

below) follow exogenous processes (pFt and pEt respectively).

Core consumption is a composite of non-tradable consumption CNt and tradable consumption CTt ,

while the latter is composed by exportable CXt and importable CMt goods,

CNFEt =
[
γ1/%(CNt )

%−1
% + (1− γ)1/%(CTt )

%−1
%

] %
%−1

CTt =
(CXt )γT (CMt )(1−γT )

(1− γT )(1−γT )γγTT

CJt =

[∫ 1

0
(CJt (i))

εJ−1

εJ di

] εJ
εJ−1

where % is the elasticity of substitution between non-tradables and tradables, γ and γT are the weights

of non-tradables in core consumption and of exportables in tradable consumptions respectively. The

last equation holds for J = {X,M,N}, and specifies that exportable, importable and non-tradable

consumption are made of a continuum of differentiated goods in each sector, with a constant elasticity

of substitution εJ > 1.
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2.1.2 Capital and Investment Goods

The investment good is produced by a mixture of tradable and non-tradable goods, similar to the

consumption good, but with different weights, γI and γTI , and elasticity of substitution %I :

It =

[
γ

1/%I
I (ĨNt )

%I−1

%I + (1− γI)1/%I (ĨTt )
%I−1

%I

] %I
%I−1

ĨTt =
(ĨXt )γTI (ĨMt )1−γTI

(1− γTI)(1−γTI)γγTITI

where It = IXt + INt . Similar to consumption, each investment ĨJt is a continuum of the differentiated

goods in each sector with the same aggregator as CJt , for J = {X,M,N}.
Households choose how much to invest in each type of capital. The evolution of the capital stock

in sector J is given by

KJ
t =

[
1− Γ

(
IJt
IJt−1

)]
utI

J
t + (1− δ)KJ

t−1,

for J = {X,N}. It is assumed that installed capital is sector-specific, there are adjustment costs to

capital accumulation with Γ′(.) > 0 and Γ′′(.) > 0 and there is a shock ut to the marginal efficiency

of investment. We assume that ut is the same for both sectors. The parameter δ ∈ (0, 1) denotes the

depreciation rate.

Alternatively, we could have modeled the investment good to be produced by a different firm, and

then that firm would have sold it to the households. What is implicitly assumed in this version is that

the sale from that investment firm to the household happens in a perfectly competitive environment.

2.2 Firms

As said before, there are four sectors of firms: commodity, importable, exportable and non-tradable.

Figure 3 highlights in detail the connections of each type of firm with the rest of the economy, including

the pricing mechanisms of each good that is sold and input that is used by each sector. The solid

lines represent exogenous prices, the dashed lines represent prices set under monopolistic competition

and the dotted lines represent perfect competition. The lines from the household to the firms are

dashed-dotted because labor is priced under monopolistic competition and capital competitively.

2.2.1 Commodity

The commodity is assumed to be an exogenous and stochastic endowment, Y Co
t , which has its own

trend ACot that cointegrates with the other sectors, i.e. ACot = (ACot−1)1−ΓCo(ANt )ΓCo , where ANt is the

trend of the non-tradable sector, explained below and ΓCo ∈ [0, 1]. We assume yCot ≡
Y Cot

ACot−1
follows an

exogenous process. The endowment is exported at the international price PCo∗t , in foreign currency,

which is exogenously given for the local economy, as expressed by the solid line that goes from the

commodity sector to the external sector of figure 3. To get the price in local currency, one needs to

multiply that foreign price by the nominal exchange rate, St. This sector represents the mining sector

in Chile, which is not totally owned by the country. Because of that, it is assumed that a fraction

ϑ ∈ (0, 1) of commodity production is owned by the government and the rest, (1 − ϑ), is owned by

foreigners.
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Figure 3: Production, Sales and Pricing
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competition and dotted is perfect competition.

2.2.2 Importable Sector

Each firm j in this sector produces a differentiated product, YM
t (j), from an homogeneous foreign

input, Mt(j), with the technology YM
t (j) = Mt(j). The price of their input in local currency is given

by Pm,t = StP
M∗
t , where PM∗t is the price in foreign currency and is exogenously given, as expressed

by the solid line in figure 3 that goes from the external sector to the importable sector.

Because each firm supplies a differentiated product, they set their price PMt (j) in a monopolis-

tically competitive manner, as shown with the dashed line that goes from the importable firms to

the non-tradable and exportable firms and to the households in figure 3. In addition, they face the

probability θM of not being able to choose their price. In that case, the price is updated according to:[
(πMt−1)%M (πt−1)1−%M

]ζM π̄1−ζM , with parameters {%M , ζM} ∈ [0, 1], and πMt the inflation of sector M .

2.2.3 Exportable and Non-Tradable Sectors

The firms in the exportable and non-tradable sectors have the same format. Each firm j of sector

J = {X,N} produces a differentiated product that is a combination of value added V J
t (j) and an

importable input MJ
t (j), which is by itself a combination of a continuum of the goods sold by the M

sector and energy. The firm j in sector J has the technology:

Y J
t (j) = (V J

t (j))γJ (MJ
t (j))1−γJ ,

with γJ ∈ [0, 1]. Value added is produced by:

V J
t (j) = zJt

[
KJ
t−1(j)

]αJ [
AJt h

J,d
t (j)

]1−αJ
.
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with αJ ∈ [0, 1], zJt is a stationary technology shock and AJt is a non-stationary stochastic trend in

technology. To maintain a balance-growth path, we assume that both trends co-integrate in the long

run. In particular, we assume that at ≡ ANt /A
N
t−1 is an exogenous process and AXt evolves according

to

AXt = (AXt−1)1−ΓX (ANt )ΓX

with ΓX ∈ [0, 1]. The problem of these firms can be solved in two stages, the optimal production of

the value added, and the optimal production of the final good:

1. Optimal production of V J
t (j): firms are price takers, so they choose the optimal combination of

capital and labor to minimize their cost:

min
KJ
t−1(j),hdt (j)

P Jt R
J
t K

J
t−1(j) +W J

t h
J
t (j) + µ

{
V J
t (j)− zJt

[
KJ
t−1(j)

]αJ [
AJt h

J,d
t (j)

]1−αJ
}

From this problem, we define MCV Jt as the marginal cost of producing V J
t (j) and is the same

for all firms.

2. Optimal production of Y J
t (j): firms choose the optimal combination of value added and imported

inputs to minimize their cost:

min
MJ
t (j),V Jt (j)

MCV Jt V J
t (j) + PME

t MJ
t (j) + µ

{
Y J
t (j)− [V J

t (j)]γJ [MJ
t (j)]1−γJ

}
where PME

t is the price of a composite between a continuum of the importable goods sold by

the M sector and the price of energy, i.e.

PME
t = (PMt )1−γEM (PEt )γEM

with γEM ∈ [0, 1] and PMt being the price of the composite of importables, which is the same as

the composite for households. As in the case of the household with energy and food, MJ
t (j) can

be interpreted as only the continuum of importable goods or the composite between energy and

the importable goods, since firm take the quantity of energy as exogenous and so it has been

normalized to one.

The price setting mechanism of the firms in the J sector, for J = {X,N}, is the same as for the

firms in the M sector and is done in a monopolistically competitive manner, as shown by the dashed

lines that go from the exportable to the external sector and to the household, and the lines that go

from the non-tradable sector to the household and the fiscal authority. In addition, and similar to

the M sector, firms in sector J for J = {X,N} face Calvo problems with a probability θJ of not

being able to choose their price optimally. When that happens, the price is updated with the rule:[
(πJt−1)%J (πt−1)1−%J

]ζJ π̄1−ζJ , with parameters {%J , ζJ} ∈ [0, 1] and πJt inflation in sector J .

As shown in figure 3, the difference between the firms in the exportable and non-tradable sectors,

in addition to the specific values of their parameters, is the buyers of their product. While the firms

in the exportable sector sell to households and to the external sector, the ones in the non-tradable

sector sell only internally (to households and the fiscal authority).
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2.3 Fiscal and Monetary Authorities

The fiscal and monetary policies are assumed as simplified as possible to maintain focus on the other

more complex features of the model. As shown in the budget constraint below, the fiscal authority

receives a part ϑ of the profits of the commodity sector, receives the interest from the bonds it bought

last period BG
t−1, spends an amount Gt in the non-tradable goods, can buy new local bonds and gives

transfers to households, Tt.

ϑStP
Co∗
t Y Co

t +Rt−1B
G
t−1 = PNt Gt + Tt +BG

t .

Similarly to the household, government expenditure is the same composite of non-tradable varieties.

We assume gt ≡ Gt
ANt−1

follows an exogenous process.

Monetary policy follows a Taylor-type rule of the form

(
Rt
R

)
=

(
Rt−1

R

)%R [((πNFEt )α
NFE
π π

1−αNFEπ
t

π̄

)απ (
GDPt/GDPt−1

a

)αY ]1−%R

emt

where the variables without a time subscript stand for steady-state values, πNFEt denotes core infla-

tion, GDPt is gross domestic product and emt a monetary shock, which is assumed exogenous. The

parameters that govern the rule are %R ∈ (0, 1) for the autoregressive component, απ, αy > 0 for the

reactions to the total inflation measure and output growth respectively, and αNFEπ ∈ [0, 1] for the

weight of core inflation in the total inflation measure.

2.4 External Sector

The rest of the world sells the imported inputs, Mt =
∫ 1

0 Mt(j)dj, at price PM∗t , buys the commodity,

Y Co
t , at price PCo,∗t and buys the varieties j of exported products, Y X

t (j), at the price set by local

producers, PXt (j). For these last goods, the aggregator of the varieties is the same as for the households.

In contrast, the demand for the composite exportable is,

CX,∗t =

(
PXt
StP ∗t

)−ε∗
Y ∗t ξ

X∗
t ,

where P ∗t is the external CPI index, Y ∗t is external demand, ξX∗t is a disturbance to external demand

and ε∗ is the elasticity of external demand. It is assumed that P ∗t , y∗t = Y ∗t /A
N
t−1 and ξX∗t follow

exogenous processes.

The closing device of the model is given by the equation for the international interest rate

R∗t = RWt exp

{
φB

(
b̄− StB

∗
t

P Yt GDPt

)}
ξR1
t ξR2

t . (1)

which can be decomposed and interpreted in three parts. The first part is RWt and represents the world

interest rate. The second part is the term exp
{
φB

(
b̄− StB∗t

PYt GDPt

)}
ξR1
t and represents the country

premium, where ξR1
t is an exogenous shock, b̄ represents a threshold for the external debt and P Yt

is the GDP deflator. Finally, the third part, ξR2
t , is a risk-premium shock that captures deviations

from the EMBI-adjusted uncovered interest parity (UIP ). As we will later see, this last shock is

very important for the behavior of the nominal exchange rate in Chile. What it actually represents

is everything that affects the relevant external interest rate for Chile without coming from the rest of
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the variables described in the equation above. In particular, it can be affected by different factors in

different periods depending on what is affecting the exchange rate that is not explicitly accounted for

in the model.

2.5 Equilibrium Conditions

To close the model all the relevant markets have to clear: local bonds, investment, labor and goods2.

2.6 Driving Forces

The model features a total of 20 exogenous state variables. Those of domestic origin are consumption

preferences (ξβt ), labor supply (ξh,Nt and ξh,Xt ), stationary productivity (zHt and zXt ), the growth rate

of the long-run trend (at), the commodity endowment (yCot ), the relative prices of food and energy

(pFt and pEt ), efficiency of investment (ut), government consumption (gt), and monetary policy (emt ).

In turn foreign driving forces are the world interest rate (RWt ), foreign risk premium (ξR1
t and ξR2

t ),

international prices of commodities (PCo∗t ), imported goods (PM∗t ) and CPI of trade partners (P ∗t ),

demand for exports of X (ξX∗t ), and GDP of trade partners (y∗t ). All these processes are assumed to be

Gaussian in logs. The monetary policy shock is i.i.d. while the rest, with the exception of international

prices, are independent AR(1) processes.

As the model features a balanced growth path and preferences are such that relative prices are

stationary, foreign prices should co-integrate, all growing at the same long-run rate. Defining inflation

of foreign CPI as π∗t =
P ∗t
P ∗t−1

, with steady state value of π∗, we propose the following model for

international prices:

P jt = (π∗P jt−1)Γj (F ∗t )1−Γjujt , with Γj ∈ [0, 1), for j = {Co∗,M∗, ∗}, (2)

∆F ∗t ≡
F ∗t
F ∗t−1

,
∆F ∗t
π∗

=

(
∆F ∗t−1

π∗

)ρF∗
exp(εF∗t ), with ρF∗ ∈ (−1, 1) (3)

ujt =
(
ujt−1

)ρj
exp(εjt ), with ρj ∈ (−1, 1), for j = {Co∗,M∗, ∗}, (4)

where εit are i.i.d. N (0, σ2
i ) for i = {Co∗,M∗, ∗, F∗}.

Under this specification, each price is driven by two factors: a common trend (F ∗t ) and a price-

specific shock (ujt ). The parameter Γj determines how changes in the trend affect each price. The

presence of a common trend generates co-integration among prices (as long as Γj < 1), and the

fact that the power in the trend and in the lagged price in (2) add-up to one forces relative prices

to remain constant in the long run.3 The usual assumption for these prices in DSGE models with

nominal rigidities is obtained as a restricted version of this setup, imposing Γj = 0 for j = {Co∗,M∗}
and σ2

∗ = 0. In other words, the relative prices of both commodities and imports, and the inflation of

trading partners are driven by stationary AR(1) processes. The specification in (2)-(4) generalizes this

usual assumption in several dimensions. First, in the usual setup, the common trend of all prices is

exactly equal to the CPI of trading partners. This might lead to the wrong interpretation that inflation

of trading partners is an important driver of domestic variables, while actually this happens because

it represents a common trend in all prices. Second, the usual specification imposes that every change

in the common trend has a contemporaneous one-to-one impact in all prices, while in reality different

2For details, please refer to the appendix.
3If Γj = 1, each price is a random walk with a common drift π∗. Although this implies that in the long run all prices

will grow at the same rate, they will not be co-integrated and relative prices may be non-stationary.
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prices may adjust to changes in this common trend at different speeds. Finally, for our specific sample,

the data favors the general specification (2)-(4) relative to the restricted model. Overall, the model

features 21 exogenous disturbances, related to the 20 exogenous state variables previously listed plus

the common trend in international prices.

3 Quantitative Analysis

This section presents the quantitative analysis performed with the model previously described. It

firsts explains how the parameters were by combining calibration and estimation and it then shows

the fit of the model to main Chilean statistics highlighting the differences of the pricing mechanisms

of each sector, thus showing the importance of differentiating them.

3.1 Calibration and Estimation

The values of the parameters in the model are determined using calibration and estimation. Parame-

ters that are calibrated, shown in table A.1 of the appendix, include preference parameters such as the

risk aversion coefficient and the Frisch elasticity, the sectorial parameters such as shares of consump-

tion, investment and inputs in production and some statistics measured as fractions of GDP. Table 1

reproduces the sectoral calibration, which was made using averages of input-output tables for Chile,

to highlight important differences across sectors. From the consumption side, there are three main

expenditures: household consumption, investment and government expenditure. The table shows that

core consumption and investment use the same proportion of non-tradables, which is 62 percent, and

that among the tradables, both use a higher proportion of importables than exportables, being the

share of importables in consumption lower than that in investment. In addition, government expen-

diture (not shown) is fully consumed in non-tradables, which was constructed that way, because the

input-output tables showed that 99% is completely spent in those goods.

The bottom part of table 1 shows the shares in the production side. By assumption, the importable

sector uses only the importable input in its production. The other two sectors produce using labor,

capital and imported inputs and, as shown in the table, the exportable production uses more capital,

much less labor and more imported inputs in its production than the non-tradable. Note that since

capital is partly made with importable products, and the exportable sector uses more capital than the

non-traded sector, the exposure of the production of exportables to the external sector is not only the

20% used in imported inputs but more. This exposure is in addition to the exposure on the demand

side, because as the definition implies, the non-tradable is only sold locally while the exportable is

partly sold abroad.

The rest of the calibration, which is not directly related to sectoral distinctions was set by targeting

several steady-state ratios to sample averages of their observable counterparts and by relying on

previous studies estimating DSGE models for Chile. Parameters characterizing the dynamics of some

of the external driving forces were calibrated by estimating separate AR(1) processes.

The parameters that were not calibrated, were estimated using a Bayesian approach. These, shown

in tables A.2-A.4 in the appendix, relate to preferences, wage and price setting mechanisms, growth in

the different sectors, monetary policy and exogenous processes. The series used at quarterly frequency

and from 2001.Q3 to 2016.Q3 were:4

4The source for all data used is the Central Bank of Chile. Variables are seasonally adjusted using the X-11 filter,
expressed in logs, multiplied by 100, and demeaned. All growth rates are changes from two consecutive quarters.
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Table 1: Sectoral Calibration

Non-tradable (N) Exportable (X) Importable (M)

Consumption (CNFE) 62 8,7 29,3
Investment (I) 62 0,8 37,2

Capital (K) Labor (L) Importable (M)

Exportable production (Y X) 52,8 27,2 20
Importable production (YM ) - - 100
Non-tradable production (Y N ) 45,1 46,9 8

Note: Numbers correspond to percentages. Each row sums up to 100.

• Real growth rate of: GDP , exportable GDP (agriculture, fishing, industry, utilities, transporta-

tion), non-tradable GDP (construction, retail, services), mining GDP , private consumption (C),

total investment (I), and government consumption (G).

• The ratio of nominal trade balance to GDP.

• Quarterly CPI-based inflation of non-tradables (πN , services, excluding food and energy), trad-

ables (πT , goods excluding food and energy), importables (πM , excluding food and energy), food

(πF ) and energy (πE).

• The growth of nominal wages (πWX and πWN ) measured as the cost per unit of labor (the CMO

index), using sectors consistent with the GDP definition.

• The nominal dollar exchange-rate depreciation (πS) and the monetary policy rate (R).

• External: world interest rate (RW , LIBOR), country premium (EMBI Chile), foreign inflation

(π∗, inflation index for trading partners, the index IPE), inflation of commodity prices (πCo∗,

copper price) and imports (πM∗, price index for imported goods, the IVUM index), external

GDP (Y ∗, GDP of trading partners).

All domestic observables were assumed to have a measurement error, with calibrated variance

equal to 10% of the observable variance, except for the interest rate which had no measurement error.

Priors and posteriors are also shown in tables A.2 to A.4. When possible, priors were set centering the

distributions around previous results in the literature. To get percentiles for the graphs shown below,

we got 500,000 draws from the posterior using the Metropolis Hastings algorithm.

3.2 Fit of the Model and Price Dynamics

The model achieves a very good match of the main volatilities and autocorrelation coefficients of the

Chilean economy, as shown in table 2. The orders of magnitude are very similar between data and

model and also their ordering. The autocorrelations of the inflation variables are in general higher in

the model than in the data, but of similar magnitudes. The autocorrelation that is most different is

the one of investment, which is higher in the model.

One of the beliefs behind the motivation to build this model was that price dynamics were very

different in tradable and non-tradable sectors. To check if that is actually true, table 3 shows how

12



Table 2: Second Moments in the Data and in the Model

St. Dev (%) AC(1)
Data Model Data Model

∆GDP 0,9 0,1 1,1 0,5 0,2 0,5
∆CONS 1 0,1 0,8 0,7 0,2 0,7
∆INV 3,9 0,4 4,5 0,3 0,1 0,7

∆GDPX 1,5 0,1 1,4 0,2 0,1 0
∆GDPN 0,8 0,1 1,6 0,7 0,1 0,6
TB/GDP 5,5 0,5 5,4 0,8 0,1 0,9

π 0,6 0,1 0,5 0,6 0,2 0,6
πT 0,7 0,1 0,6 0,6 0,1 0,8
πM 0,8 0,1 0,6 0,7 0,1 0,9
πN 0,4 0 0,4 0,7 0,2 0,9
πWX 0,6 0 0,7 0,6 0,1 0,8
πWN 0,4 0 0,4 0,8 0,2 0,9
R 0,4 0 0,5 0,9 0,2 0,9
πS 5,2 0,7 5,2 0,2 0,2 0

Note: The variables are: the growth rates of GDP, private consumption, investment, and GDP in the X and N
sectors, the trade-balance-to-output ratio, inflation for headline CPI, tradables, non-tradables and imported, the
growth rate of nominal wages in sectors X and N , the monetary policy rate, and the nominal depreciation. Columns
two to four correspond to standard deviations, while five to seven are first-order autocorrelations. For each of
these moments, the three columns shown are: point estimates in the data, GMM standard-errors in the data, and
unconditional moments in the model evaluated at the posterior mode.

prices and wages are chosen or changed each period. Let’s recall from the model that all prices are

revised each period to either an optimal choice or indexed to a mix of past inflations and the inflation

target. Since firms and households are otherwise equal, one can interpret the coefficients (that sum up

to one) as a percentage of firms (unions) that change their price to each option. The table shows the

percentage of each firm (union) that: (i) changes the price optimally, (ii) indexes its previous price to

the inflation target (iii) indexes its previous price to past CPI inflation and (iv) indexes its previous

price to the own-sector inflation (in the case of firms).

As seen in the table, there are important differences between the sectors in the case of the prices set

by firms. The non-tradable sector is an extreme, in which only 2% of the prices are chosen optimally

each quarter and a 51% is indexed to own-sector inflation. The rest is indexed to CPI inflation

and the target. This produces a high degree of inertia which implies that if there is a movement in

CPI inflation, for example because of a movement in the exchange rate, there will be inflationary

consequences in this sector for a long period. The other two sectors, exportables and importables,

show lower total dynamic indexation to CPI and own-sector past inflation, being 42% in each. In

the exportable sector the great majority of the dynamic indexation is to CPI inflation, while in the

importable it is more evenly distributed. In addition, the exportable sector shows more flexibility, in

the sense that there is a higher percentage of prices (45%) chosen optimally, while for the importable

sector that value is 15%. This last value implies that the ERPT for imports is incomplete and takes

a while for the price to completely reflect changes in either the international price of the importable

good or the exchange rate. The average duration of prices in the importable sector chosen optimally

(and indexed thereafter) is 6,6 quarters.

13



Table 3: Price dynamics in Chile

Change optimally
Indexed to

Inflation target CPI inflation Own-sector inflation

Non-tradable prices (PN ) 2 17 30 51
Exportable prices (PX) 46 13 39 3
Importable prices (PM ) 15 43 19 23

Non-tradable wages (WN ) 3 83 14 -
Exportable wages (WX) 6 79 15 -

Note: Numbers correspond to percentages. Each row sums up to 100.

In contrast, wages show a similar behavior in both sectors. Only a very small percentage is chosen

optimally, around 80% of the wages are indexed to the inflation target and around 15% are indexed

to past inflation. These characteristics make wages show a lot of inertia in both sectors, which implies

longer persistence of the effects after a given shock, but no additional sectoral differences.

In sum, there are important sectoral differences that make the non-tradable sector very different

from its tradable counterparts and that need to be accounted for. First, on the demand side, because

it is only demanded by local agents. Second, on the supply side because it uses relatively more labor

and less capital and importable input. And third, on the pricing mechanism, because it shows the

highest inertia, because a very small fraction of firms chooses its price optimally each period. In the

next section, we show that, aside from this distinction, and in particular when explaining the local

effects of external shocks, it is important to also identify which external shock is the one affecting the

nominal exchange rate.

4 Inflationary Consequences of the Different External Shocks

There is no doubt that changes in the nominal exchange rate affect prices in the Chilean economy, but

the intensity and duration of their effects need to be studied to be able to do proper predictions and

policy recommendations. The effect depends not only on the sectors, but also on the type of shock,

as highlighted by Garćıa-Cicco and Garćıa-Schmidt (2018).

To see which shock is cause for more concern because of its effect on the exchange rate and

subsequent inflationary dynamics, we first need to identify which shocks are more important in ex-

plaining exchange-rate movements. Table 4 lists the shocks that explain the great majority (96%) of

the changes in nominal exchange rate depreciation and also how those shocks explain the different

inflation measures. As shown in Garćıa-Cicco and Garćıa-Schmidt (2018), the shock that affects the

exchange rate the most is the shock that is common to all international prices (∆F ∗) which explains

almost 70%, and second is the shock to the uncovered interest parity condition (UIP, ξR2), which is

a shock that includes all that is not modeled. With a much lower value, the following shock is to the

external interest rate, which enters the model the same way as the UIP shock5.

As shown in the same table, these shocks are also important in explaining inflation in the economy.

5The differences between the shocks are their estimated autoregressive coefficient and standard deviation, which
depend on the data used to identify and estimate each one.
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Table 4: Shocks explaining the Exchange Rate

Var.
Shocks

Sum
M.P. Ext. I.R. C.P. UIP Int. Prices

πS 2 6 1 18 69 96
π 2 17 3 15 6 43
πT 2 19 3 23 9 56
πM 3 21 4 27 11 66
πN 1 26 3 13 6 49
R 14 28 4 16 6 68
rer 2 8 2 17 9 38

Note: The shocks are from left to right: monetary policy (εm), external interest rate
(RW ), country premium (ξR1), uncovered interest parity condition (ξR2), and external
prices (∆F ∗).

They explain 56% of the variance of the tradable sector and 49% of the non-tradable. To get intuition

we will first describe the evolution of the endogenous variables after the most important shocks and

then we will show the computation of the conditional ERPTs. For the impulse response functions,

please refer to the Appendix. After a negative shock to the international trend in prices, aggregate

demand falls. As the market for non-tradable goods has to clear domestically, the shock generates a

fall in the relative price of non-tradables, a real exchange rate depreciation, a drop in the production

of non-tradables, an increase in the output of exportables, and an overall drop in GDP. Moreover,

given the real depreciation and the presence of price rigidities, the nominal exchange rate depreciates

as well. To explain the dynamics of inflation, first note that without indexation the required fall in the

relative price of non-tradables would lead to an increase in the price of tradables (due to the nominal

depreciation) and a drop in the price of non-tradables, which can actually be observed in the very short

run. But with indexation to aggregate inflation (in both wages and prices), inflation of non-tradables

starts to rise after a few periods. Therefore, the indexation channel affects significantly the dynamics

of inflation (and the ERPT) in the non-tradable sector. Finally, given the monetary policy rule, the

domestic interest rate increases to smooth-out the increase in inflation.

The shock to the UIP and the shock to the external interest rate work in the same way, because

both affect the relevant interest rate at which Chile can borrow in international markets. A positive

realization of these shocks increases the cost of foreign borrowing, which triggers both income and

substitution effects, leading to a contraction in aggregate demand. This leads to both real and nominal

depreciations, and a reduction in all measures of activity, except for production of exportables, which is

favored by the reallocation of resources from the non-tradable sector. All measures of inflation increase,

and the role of indexation in explaining non-tradable inflation is similar to what we described before.

Accordingly, the policy rate rises after this shock.

Even though both shocks have an impact through aggregate demand, the shock to external prices

has also a direct impact on inflation that dampens the effect generated by nominal exchange rate

changes. This happens through two different channels. First, a drop in international prices puts

downward pressure to the domestic price of imports. Second, given the presence of imported inputs in

the production of both exportable and non-tradable output, a reduction in world prices will, ceteris

paribus, reduce the marginal cost in these sectors, dampening also the response of inflation in the
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exportable and non-tradable inflation.

Figure 4: Conditional ERPTs

Note: Each graph displays the ERPT of the shock in each row to the price in each column. The shaded are show the
2.5th and 97.5th percentiles.

Conditional ERPTs after a shock to international prices is much lower than after shocks to UIP

and the international interest rate as can be seen in figure 4. This can be explained by the dampening

effect of lower international prices. Note that by construction the ERPTs of all shocks with the

exception of international prices, must have a long-term value of 1, since the real exchange rate is

assumed stationary.6 In contrast, a negative shock to international prices generates a depreciation in

the NER and so the change in local prices can be much lower to get a stationary real exchange rate

in the long run.

The conditional ERPTs to international prices, is also shorter lived. As seen in the second row

of figure 4, in the first column, the great majority of the effect in tradable prices happens within 4

quarters. In contrast, and probably because of indexation, the effect in non-tradable prices happens

later, but is also very small. In great contrast, the effects of the other two shocks are very high and

take a while to completely affect the prices. After a UIP shock, the effect of the first 4 quarters is

almost the same as the marginal effect of the next 4, as can be seen in the second and third rows and

middle column of figure 4.

It is important to highlight that the differences in magnitude and timing of the conditional ERPTs

is very important for policy analysis. Monetary policy acts with a lag, which in general is thought

6Recall that the real exchange rate is defined as: rert = P ∗t St/Pt, and because the external price index, P ∗t is
exogenously given, any shock that affects the nominal exchange rate St must translate one-to-one to internal prices Pt
in the long run.
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to be around 4-8 quarters, so if the inflationary effects of a particular shock happen in the short run,

as is the case of the shock to external prices, monetary policy cannot react to counteract it, however

desirable. In addition, since the inflationary effect of the shock to external prices is very low, the

desirability is also questionable. A very different picture is drawn after a shock to either UIP or

the international interest rate. Since that effect is high and, at least, a great part of it takes a while

to unfold, monetary policy has time to react and can actually counteract some of the inflationary

consequences of such shocks.

Figure 5: Unconditional ERPTs

Note: Each graph displays the unconditional ERPT to the price in each column. In blue is the estimation based on this
paper and in red the estimation in Contreras and Pinto (2016). The shaded are show the 2.5th and 97.5th percentiles.

To get a sense of the importance of identifying the shock that produces the nominal depreciation,

we compare the conditional measures computed previously with the unconditional ones defined in

Garćıa-Cicco and Garćıa-Schmidt (2018). As discussed in that paper, with the conditional ERPTs,

one can build measures of the unconditional ERPT, that resemble the ERPT that one gets in the

empirical literature. Figure 5 shows the unconditional ERPT calculated as a weighted average of the

conditional ones, with the weights equal to the importance of that shock in explaining movements in

the nominal exchange rate depreciation, shown in table 4. When comparing the conditional ERPTs

in figure 4 with the unconditional ERPTs in figure 5 one can see that the unconditional measures are

in between the conditional ones (by construction). Since the differences in the conditional ERPTs are

important, so are the differences between each conditional ERPT and the unconditional ones.

It is important to note that in all cases the behavior of the tradable prices is very different from

the one of non-tradable prices (and CPI is an average of both). When comparing per shock (and the

unconditional measures), and as expected after the discussion in the previous section, the effect in the

price of tradables is higher and more immediate than the effect in the price of non-tradables. This

is explained by the larger amount of imported goods and the higher price flexibility in the tradable

sectors compared to non-tradables. This implies that, while the initial impact is felt specially through

tradable prices, the effects are then amplified and prolonged through the non-tradable sector.

The differences in the conditional and unconditional measures, in addition to differentiating be-

tween tradables and non-tradables, become very important when trying to predict the inflationary

consequences of a particular movement in the nominal exchange rate. Policy decision makers in gen-

eral, and monetary authorities in particular, are very interested in how different external shocks affect

inflation, and in general, use unconditional measures to make such a prediction. As seen in this sec-

tion, using the unconditional measures is very imprecise since the mixture of shocks that happen in

the economy at different points in time is almost surely not the same as the one that would make
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that prediction correct. To illustrate this point, consider a nominal depreciation of 10%. If we use the

unconditional measures to predict its inflationary effect, we would predict a 1.1% increase in CPI infla-

tion in the first year and 1.1% in the second year (2.2% accumulated). The corresponding numbers for

tradable inflation would be 1.8% and 1.3% (3.1% accumulated) and for non-tradables 0.3% and 0.6%

(0.9% accumulated). In great contrast, if we think (or identify) that the shock was to international

prices, we would predict 0.5% and 0.1% (0.6% accumulated) for headline CPI, 0.8% and 0.1% (0.9%

accumulated) for tradables, and 0.2% and 0.1% (0.3% accumulated) for non-tradables. Finally and

in the other direction, if we think that the depreciation was a consequence of a shock to the UIP

condition, the respective numbers are 2.6% and 3.7% (6.3% accumulated) for headline CPI, 4.1% and

4.5% (8.6% accumulated) for tradables, and 0.9% and 2.7% (3.6% accumulated) for non-tradables.

It is important to recognize that the previous analysis assumes that one can identify the shocks

that hit the economy accurately and in time to make the predictions, which is not always an easy task.

There are several considerations to take into account that can make the prediction inaccurate or change

in time. First, there is some instability in the models estimated, because some of the parameters can

be re-estimated as new data becomes available. If the model is well identified and there is enough

initial data, this should not imply a major parameter change, but it can anyways affect the exact

numbers. Second, and more importantly, the reading of past shocks is affected by new data. The

shocks are normally recovered through a smoothing algorithm, which includes past and future data

for its predictions. Because of this, when an additional quarter is added to the information set, even

holding the parameters fixed, one gets new readings of the shocks that were already in the dataset.

An example of this will be seen in the next section for a particular case.

Another limitation with the analysis done here, related to the Lucas critique, is that ERPTs also

depend on the reaction of monetary policy. The previous analysis assumes that the monetary policy

follows the Taylor rule stated in the model but if the monetary authority were to deviate, as shown by

Garćıa-Cicco and Garćıa-Schmidt (2018), ERPTs would also be altered. In particular, the direction of

the change of any given monetary policy is not ex-ante evident, since a relatively more expansionary

policy increases inflation and nominal depreciation, and so, it is not clear which effect dominates.

To sum up, in order to get the whole picture of the inflationary effects of external shocks, it is

important not only to separate between the sectors, but also to identify and calculate separately the

effects of the different shocks. Different shocks have different inflationary consequences. In the case of

Chile, while the shock that most frequently affects the nominal depreciation (shock to international

prices) has low and short lived ERPTs, the second most important shock (shock to the UIP condition)

has very strong and persistent effects.

5 Application: Explaining Inflation after the Large Depreciation of

2013-2015

This section presents the application of the distinctions discussed in previous sections to a particular

episode. Beginning in June 2013, following conversations about the tapering of the US Federal Reserve,

most currencies in the world depreciated strongly against the US dollar, including the Chilean peso.

After that, there was an important surge in inflation that was thought to be caused (at least partly)

by the depreciation. In this section we will use the previous conceptual discussion and the estimated

model to try to discern the role that NER movements played in explaining the observed dynamics

and we will question whether the inflationary consequences were predictable or not, and with what

anticipation.
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Figure 6: Inflationary consequences of the nominal depreciation during the tapering
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Note: The blue line shows the accumulated percentage deviation (with respect to the sample trend) of the variable
indicated in each column, compared with its value in the second quarter of 2013. In each column, the variables are:
nominal exchange rate, CPI, tradables and non-tradables. The red dotted lines indicate the counterfactual path of the
same variable that would have occurred if only the shock indicated in each row had been present (computed with the
Kalman smoother). In each row, the shocks are: international price trend (∆F ∗), deviations from the parity of rates
(UIP ) and both at the same time.
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During this period the nominal exchange rate accumulated an increase of nearly 40%, which can

be seen in the blue line of the first graph in figure 6, which shows the cumulative percentage change in

the exchange rate with respect to its value in the second quarter of 2013. The red lines show the path

that this variable would have followed if only one of the shocks (or both in the third row) had been

present. Looking at the first row, we can observe that the shock to the trend in international prices

(∆F ∗) was the main determinant of the depreciation observed, particularly from the first quarter of

2014 onwards. On the contrary, in the second row it can be seen that the shock to the parity of

interest rates (UIP ) affected the exchange rate in the first quarters after the tapering, but as of 2014

its effect on the exchange rate was marginal. Thus, as observed in the last row, the effect of both

shocks combined can account for the evolution of the exchange rate observed in that period.

In the first row, columns two to four, we can see how the shock to international prices affected the

different price indices. The blue lines show the accumulated percentage deviations (with respect to the

sample trend) of the index, compared to its value in the second quarter of 2013, while the red ones are

the corresponding counterfactuals. Even though these shocks account for most of the exchange rate

movements up to 2014, their effect on prices was moderate. By the end of 2015, these shocks explain

about a third of the deviations from the CPI and tradables, and around a fifth for non-tradables.

These results reflect the discussion in the previous section of the low ERPTs of this particular shock.

Turning to the effect on prices of shocks to the UIP , in the second row, columns two to four, we

can observe that these can explain about two thirds of the deviations accumulated in the CPI until

the end of 2015, and around half of the accumulated inflation for the other two indices. This contrasts

greatly with the low fraction of the NER variation that is explained by this shock. So, it was the

shocks at the beginning of the period, which affected mostly the prices because of their very high and

persistent ERPTs.

Finally, the last row shows that the shocks that determined the exchange rate movements in the

analyzed period can largely explain the movements observed in the CPI and the prices of tradables.

On the contrary, inflation of non-tradables was not so related to exchange rate movements, particularly

during 2013 and 2014.

The main message to take from this analysis is that not every movement in the nominal exchange

rate has the same inflationary consequences. While the main driver of the movements in the nominal

exchange rate was the shock to external prices, the one that caused most inflation was the shock to

the UIP that was more active at the beginning of the sample. Because of this, a very important part

of the inflation of 2015 could have been anticipated by the end of 2013/early 2014 using conditional

ERPTs applied to the identified shocks. Figure 7 shows the inflationary projections using unconditional

ERPTs in the first graph and the main conditional ones in the second graph.

Graph (a) uses the unconditional ERPTs shown previously and applies it to the nominal de-

preciation seen since 2013.Q3 until 2014.Q4, doing each time the projection conditional on the new

information seen. As seen in this graph, unconditional ERPTs recognize that the depreciation will

cause inflation in the future periods, but the projection falls very short of what actually happened,

which is shown by the black dotted line. In order to get a good prediction, you need to wait until at

least the end of 2014.

Graph (b) uses the conditional ERPTs to do the same exercise. You can see that already in 2013.Q3,

using the conditional measures, you can predict an important increase in inflation and then you get

a similar prediction using the conditional measures and nominal depreciation data until 2014.Q1 as

the unconditional prediction using data until 2014.Q4, which is because a great part of the increase

is experienced during 2014. Note that the conditional exercise done here uses only information of the

main two shocks. To make the best possible prediction, one would use information of all the shocks,
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Figure 7: Inflationary Predictions using Unconditional vs Conditional ERPTs

(a) Projections using Unconditional ERPTs
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(b) Projections using Conditional ERPTs
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Note: Both figures show the projection of inflation using ERPTs measures discussed previously. The clearer color (yellow)
is the projection made with the nominal depreciation until 2013.Q3 (but inflation measures until 2013.Q2) and then each
darker line presents one additional quarter of data, being the red one 2014.Q1 and the blue one in the top graph 2014.Q4.
Graph (b) sums the contribution of shocks to international prices (∆F ∗) and to the UIP condition.

since actually what happens starting 2014 is that other shocks decrease inflation and counteract the

effects of the shock to international prices and the shock to the UIP condition7.

5.1 Pseudo-Real Time vs Ex-Post Considerations

The analysis done in this section suggests that, only with the shocks inferred until the end of 2013

and using the concepts of conditional ERPT, at least half of the inflation deviations from the target

experienced in 2015 could have been anticipated. However, it is important to note, as stated in the

previous section, that the inference of real-time shocks may differ from that previously presented. This

is mainly because the shocks predicted by the model are affected not only by past data, but also by

future data.

Figure 8 shows the revision in the projection of 1-year inflation given by the review of shocks to

international prices -panel (a)- and to the interest rate parity condition -panel (b)- between the second

quarter of 2013 and the first quarter of 2015. As seen in the first graph, the effects of revising the shock

to international prices is very low, not exceeding 0.05% of inflation and on average it is around 0.02%

in absolute value. In contrast, the inflationary effect of the review of the UIP shock is significantly

higher, even standing above 0.2%, averaging 0.08%.

Note also that the first revisions are the most important ones, and after one to four revisions

7To get the part of the nominal depreciation that was due to the main shocks, we used the shock decomposition of
the nominal depreciation and then with the conditional ERPTs we calculated the inflationary predictions.
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Figure 8: Revision of Effect on Inflation

(a) Revision after a shock to ∆F ∗
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Note: The graphs show the effects of the revisions to shocks to ∆F ∗ in the first graph and UIP in the second graph, in
1 year projected inflation, measured in percentage points. The darkest blue shows the review between the first quarter
in which the data is known and the next. Each additional column represents the revised effect projected initially and
one additional quarter, being the white column (when available) the revision of the effect 12 quarters ahead. Each set of
columns corresponds to the review of the quarter defined in the abscissa axis.

(depending on which shock and period), the subsequent revisions are very minor. This implies that

even though there are uncertainties, the most important part of them are corrected after one quarter

of data and then there is only a very small part left after a year.

6 Conclusions

This paper presents a DSGE model built for the Chilean economy with the objective of explaining

ERPTs and the inflationary effects of external shocks. It first presented the construction of the model

with the focus in explaining interactions between external shocks and different sectors of the economy.

It then showed the fit of the model to the main statistics of the Chilean economy and some important

features of the estimation of the model’s parameters. It also showed that for the Chilean economy the

main shocks that explain changes in the NER are a shock to international prices and a shock to the

uncovered interest rate parity condition. These shocks have very different inflationary consequences,

since the conditional ERPTs of the first are very low and their main effect are felt within the first year,

while the conditional ERPTs for the second are very high and persistent, making the effect during the

second year to be as important as the one during the first.

In addition, we analyzed, in the light of the model, the inflationary episode that occurred in Chile
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between 2013 and 2015 after the tapering announcements. In particular, we emphasized that, the UIP

shock was particularly important at the beginning of the period and the shock to international prices

during the rest. The first, because of its very high and persistent ERPTs, can explain about half of

the inflation that occurred in that period, which means, in turn, that this could have been anticipated

at the end of 2013. Finally, we highlight the importance of revisions in the reading of shocks in real

time and how these revisions can alter the initial analysis.

There are several alternative assumptions excluded from the analysis presented here, which can be

important for the effects of NER movements on other variables and for policy analysis. On the one

hand, the analysis abstracts from any imperfection of information and any departure from complete

rationality. These can be particularly important for the identification of shocks and of the responses of

prices to new information. On the other hand, the model used in this paper omits financial frictions,

which can be potentially important in an emerging economy with a tradable/non-tradable distinction.

These considerations would probably imply an additional amplification mechanism (as in Mendoza,

2002) and could yield a different reading of the shocks that hit the economy (as in Garćıa-Cicco et al.,

2015). We leave all of this for future research.
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Garćıa-Cicco, Javier, Markus Kirchner, and Santiago Justel (2015), “Financial Frictions and the Trans-

mission of Foreign Shocks in Chile.” In Global Liquidity, Spillovers to Emerging Markets and Policy

Responses (Claudio Raddatz, Diego Saravia, and Jaume Ventura, eds.), chapter 6, 159–222, Central

Bank of Chile.

Justel, S. and A. Sansone (2015), “Exchange Rate Pass-Through to Prices: VAR Evidence for Chile.”

Working Papers Central Bank of Chile 747, Central Bank of Chile.

Lombardo, G. and F. Ravenna (2014), “Openness and Optimal Monetary Policy.” Journal of Inter-

national Economics, 93, 153–172.
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Appendix

A.1 Calibration

Table A.1: Calibrated Parameters

Param. Description Value Source

σ Risk Aversion 1 Garćıa et al. (2019)

ϕ Inv. Frish elast. 1 Medina and Soto (2007)

γ Share CN in CNFE 0.62 I-O Matrix, average 08-13

γT Share CX in CT 0.23 I-O Matrix, average 08-13

γI Share IN in I 0.62 I-O Matrix, average 08-13

γTI Share IX in IT 0.02 I-O Matrix, average 08-13

γEC Share CE in C 0.09 Share E in CPI 2013 base

γFC Share CF in C 0.19 Share E in CPI 2013 base

αX Capital in V.A. X 0.66 I-O Matrix, average 08-13

αN Capital in V.A N 0.49 I-O Matrix, average 08-13

1− γX Imports in Prod. X 0.2 I-O Matrix, average 08-13

1− γN Imports in Prod. M 0.08 I-O Matrix, average 08-13

γEM Share E in Interm. Imports 0.09 Same as γEC
δ Capital depreciation 0.01 Garćıa et al. (2019)

εj Elast. of Subst. Varieties 11 Garćıa et al. (2019)

ϑ Fraction sector Co owned by Gov. 0.56 Average 01-15a

sTB Ratio of TB to PIB 0.05 Average 01-15

sPIBN Ratio of PIBN to PIB 0.6 Average 01-15

sCo Ratio of Co to GDP 0.1 Average 01-15

sG Ratio of G to GDP 0.12 Average 01-15

π Inflation (annual) 1.03 Target Central Bank of Chile

R Monetary Policy Rate (annual) 1.058 Average 01-15

a Long-run growth (annual) 1.016 Average 01-15

RW World Interest Rate (annual) 1.045 Average 01-15

ξR1 EMBI Chile (annual) 1.015 Average 01-15

ρg AR(1) coef. gov. expenditure 0.849 Estimated separately

σg St. dev. gov. expenditure 0.0105 Estimated separately

ρRW AR(1) coef. LIBOR 0.966 Estimated separately

σRW St. dev. LIBOR 0.0010 Estimated separately

ρy∗ AR(1) coef. GDP comm. partners 0.884 Estimated separately

σy∗ St. dev. GDP comm. partners 0.0055 Estimated separately

pX/pI Relative price of X to I 1 Normalization

pM/pI Relative price of M to I 1 Normalization

Notes: a This includes the public production and the taxes received by the government of the rest of the production.
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A.2 Estimation

Table A.2: Estimated Parameters

Prior Posterior

Param. Description Dist. Mean St.D. Mode St. D.

φC Habits C β 0.65 0.2 0.892 0.03

φI Inv. Adj. Costs N+ 4 1 4.248 0.802

θWX Calvo WX β 0.65 0.2 0.94 0.013

ζWX Din. Index. WX β 0.5 0.27 0.156 0.183

θWN Calvo WN β 0.65 0.2 0.974 0.005

ζWN Din. Index. WN β 0.5 0.27 0.15 0.088

% Sust. CT ,CN N+ 1.1 0.6 0.902 0.535

%I Sust. IT ,IN N+ 1.1 1.5 1.112 0.891

θX Calvo X β 0.5 0.27 0.545 0.085

θM Calvo M β 0.5 0.27 0.853 0.013

θN Calvo N β 0.5 0.27 0.979 0.004

%X Index. Own X β 0.5 0.27 0.058 0.132

%M Index. Own M β 0.5 0.27 0.548 0.31

%N Index. Own N β 0.5 0.27 0.633 0.052

ζX Din. Index. X β 0.5 0.27 0.764 0.469

ζM Din. Index. M β 0.5 0.27 0.498 0.177

ζN Din. Index. N β 0.5 0.27 0.827 0.065

ΓX Adj. Trend X β 0.65 0.2 0.772 0.247

ΓCo Adj. Trend Co β 0.65 0.2 0.773 0.241

ε∗ Elast. Ext. Dem. N+ 0.3 0.15 0.028 0.082

φB Elast. External i.r. IG 0.001 ∞ 0.002 0.001

ρR Smoothing β 0.8 0.05 0.772 0.03

v απ Reaction to π N+ 1.7 0.1 1.58 0.098

αNFEπ Reaction to πNFE β 0.5 0.2 0.384 0.183

αy Reaction to y N+ 0.125 0.05 0.175 0.047

Note: Prior distributions: β Beta, N+ Normal truncated for positive values, IG Inverse

Gamma, U Uniform. The standard deviation of the posterior is approximated by the

inverse Hessian evaluated at the posterior mode.
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Table A.3: Estimated Parameters, Coefficients of Exogenous Processes

Prior Posterior

Para. Dist. Mean St.D. Mode St.D.

Dynamics of Driving Forces

ρξβ β 0.65 0.2 0.792 0.079

ρa β 0.35 0.15 0.279 0.155

ρξhX β 0.65 0.2 0.811 0.076

ρξhN β 0.65 0.2 0.897 0.051

ρzX β 0.5 0.23 0.847 0.084

ρzN β 0.5 0.23 0.944 0.028

ρu β 0.65 0.2 0.62 0.117

ρξX∗ β 0.65 0.2 0.86 0.061

ρξR1 β 0.65 0.2 0.936 0.051

ρξR2 β 0.65 0.2 0.851 0.065

ρyCo β 0.55 0.2 0.873 0.068

ρpE β 0.65 0.2 0.903 0.054

ρpF β 0.65 0.2 0.974 0.016

Γ∗ U 0.5 0.29 0.324 0.115

ΓM∗ U 0.5 0.29 0.505 0.082

ΓCo∗ U 0.5 0.29 0.117 0.12

ρF∗ U 0 0.58 0.239 0.121

ρ∗ U 0 0.58 0.768 0.153

ρM∗ U 0 0.58 0.478 0.123

ρCo∗ U 0 0.58 0.918 0.045

Note: Prior distributions: β Beta, U Uniform. The standard deviation of the posterior is

approximated by the inverse Hessian evaluated at the posterior mode.
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Table A.4: Estimated Parameters, Standard Deviations of Exogenous shocks

Prior Posterior

Para. Dist. Mean St.D. Mode St.D.

σξ
β N+ 0.03 0.03 0.047 0.013

σa IG 0.01 ∞ 0.004 0.001

σξ
hX N+ 0.1 0.15 0.252 0.102

σξ
hN N+ 0.1 0.15 0.239 0.093

σz
X N+ 0.01 0.03 0.014 0.002

σz
N N+ 0.005 0.03 0.047 0.006

σu N+ 0.03 0.03 0.062 0.017

σe
m N+ 0.01 0.01 0.002 0

σξ
X∗ N+ 0.01 0.01 0.018 0.002

σξ
R1 N+ 0.01 0.01 0.001 0

σξ
R2 N+ 0.01 0.01 0.004 0.002

σyCo N+ 0.02 0.02 0.021 0.002

σp
E N+ 0.04 0.04 0.024 0.002

σp
F N+ 0.02 0.02 0.012 0.001

σF∗ U 0.25 0.14 0.031 0.006

σ∗ U 0.25 0.14 0.013 0.002

σM∗ U 0.25 0.14 0.014 0.002

σCo∗ U 0.25 0.14 0.117 0.011

Note: Prior distributions: N+ Normal truncated for positive values, IG Inverse Gamma,

U Uniform. The standard deviation of the posterior is approximated by the inverse Hessian

evaluated at the posterior mode.

A.3 Optimality Conditions

A.3.1 Household

From the decision of final consumption, labor, bonds and capital and defining as λt the multiplier of

the budget constraint, µJt λt the multiplier of the capital accumulation equation for J = {X,N} and

as µWJ
t W J

t λt the multiplier of the equalization of labor demand and supply, we have the first order

conditions:
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ξβt (Ct − φcC̃t−1)−σ − Ptλt = 0

−ξβt κtξ
h,J
t (hJt )ϕ + µWJ

t W J
t λt = 0

−λt + βEtλt+1Rt = 0
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where J = {X,N} for the second and last two equations. The functional form for Γ(x) is:

Γ(x) = 1− φI
2

(x− a)2

where a is the steady-state value of the trend growth. From the optimality conditions of choosing

wages, we can write the first order conditions as:

εW − 1

εW
W J,∗
t Et

∞∑
τ=0

(θWJβ)τλt+τ

{
hJ,dt+τ

(W J
t+τ )−εW

(W J,∗
t )−εW

[
aτ

τ∏
s=1

πζWJ
t+s−1π̄

1−ζWJ
t+s

]1−εW }
=

Et
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τ=0

(θWJβ)τµWJ
t+τλt+τW

J
t+τ

{
hJ,dt+τ

(W J
t+τ )−εW

(W J,∗
t )−εW

[
aτ

τ∏
s=1

πζWJ
t+s−1π̄

1−ζWJ
t+s

]−εW }

where W J,∗
t is the optimal wage chosen and this equation holds for J = {X,N}.

In addition, the optimality conditions for the decision between tradable and non-tradable con-

sumption are:

CNt = γ

(
PNt
Pt

)−%
Ct

CTt = (1− γ)

(
P Tt
Pt

)−%
Ct

where it was used the fact that CNFEt = Ct.

And between the exportable and importable:

CXt = γT

(
P Tt C

T
t

PXt

)
CMt = (1− γT )

(
P Tt C

T
t

PMt

)
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A.3.2 Investment Good Production

The first order conditions between tradable and non-tradable investment can be written as:

ĨNt = γI

(
PNt
P It

)−%I
It

ĨTt = (1− γI)
(
P TIt
P It

)−%I
It

where P TIt is the price index defined for the tradable investment. The FOC between exportable and

importable investment is given by:

ĨXt = γTI

(
P TIt ĨTt
PXt

)

ĨMt = (1− γTI)

(
P TIt ĨTt
PMt

)

A.3.3 Firms

The first order conditions are the same for each firm i in each sector and so the subscript will be

omitted. First, given the marginal costs, the first order condition of the price setting can be written

as:

εJ − 1

εJ
(P J,∗t )−εJ

∞∑
τ=0

(βθJ)τΛt,t+τ
1

(P Jt+τ )−εJ
Y J
t+τ

[
τ∏
s=1

(
(πJt+s−1)%Jπ1−%J

t+s−1

)ζJ
π̄1−ζJ
t+s

]1−εJ

=

(P J,∗t )−εJ−1
∞∑
τ=1

(βθJ)τΛt,t+τMCJt+τ
1

(P Jt+τ )−εJ
Y J
t+τ

[
τ∏
s=1

(
(πJt+s−1)%Jπ1−%J

t+s−1

)ζJ
π̄1−ζJ
t+s

]−εJ

where P J,∗t is the optimal price chosen at t. To get the marginal cost of each sector, we distinguish

between the importable and the other sectors

• Sector M : Cost minimization implies that their marginal cost is the same for all firms and is

given by the price in local currency of the imported input:

MCMt = Pm,t

Note the difference between the price set by the M sector, PMt , and the price of its input, Pm,t.

• Sector X and N:

1. Optimal production of V J
t : The optimality conditions and the marginal cost are:
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hJ,dt =
V J
t

zJt (AJt )1−αJ

[
1− αJ
αJ

P Jt R
J
t

W J
t

]αJ
KJ
t−1 =

V J
t

zJt (AJt )1−αJ

[
αJ

1− αJ
W J
t

P Jt R
J
t

]1−αJ

MCV,Jt =
1

zJt (AJt )1−αJ
(P Jt R

J
t )αJ (W J

t )1−αJ
[

1

(1− αJ)1−αJααJJ

]

2. Optimal production Y J
t :

MJ
t = Y J

t (i)

[
1− γJ
γJ

MCV,Jt

PME
t

]γJ

V J
t = Y J

t (i)

[
γJ

1− γJ
PME
t

MCV,Jt

]1−γJ

MCJt = (MCV,Jt )γJ (PME
t )1−γJ

[
1

(1− γJ)1−γJγγJJ

]
where MCJt is the marginal cost of producing Y J

t .

A.3.4 Market Clearing

All markets clear:

Bt = BG
t

It = IXt + INt

hXt = ∆WX
t hX,dt

hNt = ∆WN
t hN,dt

Y X
t = ∆X

t

(
CXt + ĨXt + CX,∗t

)
YM
t = ∆M

t

(
CMt + ĨMt +MX

t +MN
t

)
Y N
t = ∆N

t

(
CNt + ĨNt +GNt

)

Which correspond to the local bonds market, the investment market, labor markets and goods

market. The ∆ variables are measures of dispersion in prices in the different markets, given by:

∆WJ
t =

∫ 1

0

(
W J
t (i)

W J
t

)−εW
dj

∆J
t =

∫ 1

0

(
P Jt (i)

P Jt

)−εJ
dj

the first equation for J = {X,N} and the second for J = {X,M,N}. The rest of the equations

correspond to the policy and foreign equations described in the previous section.
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A.4 Equilibrium Conditions

This sections describes the equilibrium conditions after the variables were redefined to make them sta-

tionary. The transformations made to the variables were: all lower case prices are the corresponding

capital price divided by the CPI Index with the exception of pCo,∗t and pM∗t which are divided by the

foreign CPI price index and pJ,∗t = P J,∗t /P Jt for J = {X,M,N}. All lower case real variables (consump-

tion, investment, capital, government expenditure, production, imports, productivity, output, foreign

demand) are the upper case divided by At−1 with the exception of yCot = Y Co
t /ACot−1. All inflation

definitions are the corresponding price index divided by the price index in the previous period. And

particular definitions are: ξ̃h,Jt = ξh,Jt /At−1, µ̃Jt = µJt /Pt, b
∗
t = B∗t /(At−1P

∗
t ), f̃Jt = f1,J

t /(At−1P
σ
t ),

f̃WJ
t = fWJ

t /A1−σ
t−1 , λ̃t = Ptλt/A

−σ
t−1, wJt = W J

t /(At−1Pt), w
J,∗
t = W J,∗

t /W J
t , mcJt = MCJt /P

J
t and

mcV,Jt = MCV,Jt /P Jt for J = {X,M,N} or J = {X,N} depending on the variable. In addition, new

variables were defined as the real exhange rate, the trade balance, the gdp deflactor among others.

There are 84 endogenous variables,

{ct, λ̃t, hXt , µWX
t , wXt , h

N
t , µ

WN
t , wNt , Rt, πt, R

∗
t , π

S
t , µ̃

X
t , p

X
t , R

X
t , µ̃

N
t , p

N
t , R

N
t , p

I
t , i

X
t , i

N
t , k

X
t , k

N
t , f̃

WX
t ,

wX,∗t , hX,dt , πXt , f̃
WN
t , wN,∗t , hN,dt , πNt , c

N
t , p

SAE
t , cTt , p

T
t , c

X
t , p

M
t , c

M
t , p

TI
t , ĩNt , ĩ

T
t , ĩ

X
t , ĩ

M
t , it,mc

M
t , y

M
t ,

mt, pm,t, v
X
t , a

X
t , v

N
t ,mc

V,X
t ,mcV,Nt , yXt , p

ME
t ,mX

t , y
N
t ,m

N
t ,mc

X
t ,mc

N
t , f̃

X
t , p

X,∗
t , f̃Mt , pM,∗

t , πMt , f̃
N
t ,

pN,∗t , gdpt, π
SAE
t , cX,∗t , rert,∆

WX
t ,∆WN

t ,∆N
t ,∆

X
t ,∆

M
t , tbt, a

Co
t , b∗t , p

Y
t , f

∗
t , p

Co,∗
t , pM∗t , π∗t }

and 21 shocks:

{ξβt , at, ξ̃
h,X
t , ξ̃h,Nt , pAt /p

T
t , p

E
t /p

T
t , ut, z

X
t , z

N
t , gt, e

m
t , y

∗
t , ξ

X,∗
t , RWt , ξ

R1
t , ξR2

t , yCot ,∆F ∗t , u
∗
t , u

Co∗
t , uM∗t }.

ξβt

(
ct − φC

ct−1

at−1

)−σ
= λ̃t (A.1)

ξ̃h,Xt (hXt )ϕ = µWX
t wXt (A.2)

ξ̃h,Nt (hNt )ϕ = µWN
t wNt (A.3)

λ̃t = βa−σt Et
λ̃t+1Rt
πt+1

(A.4)

λ̃t = βa−σt Et
λ̃t+1R

∗
tπ

S
t+1

πt+1
(A.5)

µ̃Xt λ̃t = βa−σt Et

{
λ̃t+1p

X
t+1R

X
t+1 + µ̃Xt+1λ̃t+1(1− δ)

}
(A.6)

µ̃Nt λ̃t = βa−σt Et

{
λ̃t+1p

N
t+1R

N
t+1 + µ̃Nt+1λ̃t+1(1− δ)

}
(A.7)
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λ̃tp
I
t = µ̃Xt λ̃t

1− φI
2

(
iXt
iXt−1

at−1 − a

)2

− φI

(
iXt
iXt−1

at−1 − a

)
iXt
iXt−1

at−1

ut+

βa−σt Etµ̃
X
t+1λ̃t+1φI

(
iXt+1

iXt
at − a

)(
iXt+1

iXt
at

)2

ut+1

(A.8)

λ̃tp
I
t = µ̃Nt λ̃t

1− φI
2

(
iNt
iNt−1

at−1 − a

)2

− φI

(
iNt
iNt−1

at−1 − a

)
iNt
iNt−1

at−1

ut+

βa−σt Etµ̃
N
t+1λ̃t+1φI

(
iNt+1

iNt
at − a

)(
iNt+1

iNt
at

)2

ut+1

(A.9)

kXt =

1− φI
2

(
iXt
iXt−1

at−1 − a

)2
utiXt + (1− δ)

kXt−1

at−1
(A.10)

kNt =

1− φI
2

(
iNt
iNt−1

at−1 − a

)2
utiNt + (1− δ)

kNt−1

at−1
(A.11)

f̃WX
t =

εW − 1

εW
(wX,∗t )1−εW λ̃th

X,d
t +

θWXa
1−σ
t βEt

(
wX,∗t

wX,∗t+1

wXt
wXt+1

)1−εW [
a

at

πζWX
t π̄1−ζWX

πt+1

]1−εW
wXt+1

wXt
f̃WX
t+1

(A.12)

f̃WN
t =

εW − 1

εW
(wN,∗t )1−εW λ̃th

N,d
t +

θWNa
1−σ
t βEt

(
wN,∗t

wN,∗t+1

wNt
wNt+1

)1−εW [
a

at

πζWN
t π̄1−ζWN

πt+1

]1−εW
wNt+1

wNt
f̃WN
t+1

(A.13)

f̃WX
t =

(
wX,∗t

)−εW
µWX
t λ̃th

X,d
t +

θWXa
1−σ
t βEt

(
wX,∗t

wX,∗t+1

wXt
wXt+1

)−εW [
a

at

πζWX
t π̄1−ζWX

πt+1

]−εW
wXt+1

wXt
f̃WX
t+1

(A.14)

f̃WN
t =

(
wN,∗t

)−εW
µWN
t λ̃th

N,d
t +

θWNa
1−σ
t βEt

(
wN,∗t

wN,∗t+1

wNt
wNt+1

)−εW [
a

at

πζWN
t π̄1−ζWN

πt+1

]−εW
wNt+1

wNt
f̃WN
t+1

(A.15)

1 = θWX

(
wXt−1

wXt

a

at−1

πζWX
t−1 π̄1−ζWX

πt

)1−εW

+ (1− θWX)
(
wX,∗t

)1−εW
(A.16)

1 = θWN

(
wNt−1

wNt

a

at−1

πζWN
t−1 π̄1−ζWN

πt

)1−εW

+ (1− θWN )
(
wN,∗t

)1−εW
(A.17)

cNt = γ

(
pNt
pSAEt

)−%
ct (A.18)
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cTt = (1− γ)

(
pTt
pSAEt

)−%
ct (A.19)

cXt = γT

(
pTt c

T
t

pXt

)
(A.20)

cMt = (1− γT )

(
pTt c

T
t

pMt

)
(A.21)

1 =
(
pSAEt

)1−γAC−γEC (
pAt
)γAC (

pEt
)γEC

(A.22)

1 = (1− γ)

(
pTt
pSAEt

)1−%

+ γ

(
pNt
pSAEt

)1−%

(A.23)

pTt = (pXt )γT (pMt )1−γT (A.24)

pIt =
(
γI(p

N
t )1−%I + (1− γI)(pTIt )1−%I

) 1
1−%I (A.25)

pTIt = (pXt )γTI (pMt )1−γTI (A.26)

ĩNt = γI

(
pNt
pIt

)−%I
it (A.27)

ĩTt = (1− γI)
(
pTIt
pIt

)−%I
it (A.28)

ĩXt = γTI

(
pTIt ĩTt
pXt

)
(A.29)

ĩMt = (1− γTI)
(
pTIt ĩTt
pMt

)
(A.30)

mcMt =
pm,t

pMt
(A.31)

yMt = mt (A.32)

hX,dt =
vXt

zXt (aXt )1−αX

[
1− αX
αX

pXt
wXt

RXt

]αX
(A.33)

kXt−1 = at−1
vXt

zXt (aXt )1−αX

[
αX

1− αX
wXt
pXt R

X
t

]1−αX
(A.34)

hN,dt =
vNt

zNt a
1−αN
t

[
1− αN
αN

pNt
wNt

RNt

]αN
(A.35)
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kNt−1 = at−1
vNt

zNt a
1−αN
t

[
αN

1− αN
wNt
pNt R

N
t

]1−αN
(A.36)

mcV,Xt =
1

zXt (aXt )1−αX
(pXt R

X
t )αX (wXt )1−αX

pXt

[
1

(1− αX)1−αXααXX

]
(A.37)

mcV,Nt =
1

zNt a
1−αN
t

(pNt R
N
t )αN (wNt )1−αN

pNt

[
1

(1− αN )1−αNααNN

]
(A.38)

vXt = yXt

[
γX

1− γX
pME
t

mcV,Xt

1

pXt

]1−γX

(A.39)

mX
t = yXt

[
1− γX
γX

mcV,Xt
pME
t

pXt

]γX
(A.40)

vNt = yNt

[
γN

1− γN
pME
t

mcV,Nt

1

pNt

]1−γN

(A.41)

mN
t = yNt

[
1− γN
γN

mcV,Nt
pME
t

pNt

]γN
(A.42)

mcXt = (mcV,Xt )γX
(
pME
t

pXt

)1−γX 1

(1− γX)1−γXγγXX
(A.43)

mcNt = (mcV,Nt )γN
(
pME
t

pNt

)1−γN 1

(1− γN )1−γNγγNN
(A.44)

aXt =

(
aXt−1

at−1

)1−ΓX

(at)
ΓX (A.45)

pME
t =

(
pMt
)1−γEF (

pEt
)γEF

(A.46)

f̃Xt =
εX − 1

εX

(
pX,∗t

)1−εX
yXt +

βa1−σ
t θXEt

(
pX,∗t

pX,∗t+1

pXt
pXt+1

)1−εX
λ̃t+1

λ̃t

[(
(πXt )%Xπ1−%X

t

)ζX
π̄1−ζX

]1−εX

π1−εX
t+1

πXt+1

πt+1
f̃Xt+1

(A.47)

f̃Mt =
εM − 1

εM

(
pM,∗
t

)1−εM
yMt +

βa1−σ
t θMEt

(
pM,∗
t

pM,∗
t+1

pMt
pMt+1

)1−εM
λ̃t+1

λ̃t

[(
(πMt )%Mπ1−%M

t

)ζM
π̄1−ζM

]1−εM

π1−εM
t+1

πMt+1

πt+1
f̃Mt+1

(A.48)
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f̃Nt =
εN − 1

εN

(
pN,∗t

)1−εN
yNt +

βa1−σ
t θNEt

(
pN,∗t

pN,∗t+1

pNt
pNt+1

)1−εN
λ̃t+1

λ̃t

[(
(πNt )%Nπ1−%N

t

)ζN
π̄1−ζN

]1−εN

π1−εN
t+1

πNt+1

πt+1
f̃Nt+1

(A.49)

f̃Xt =
(
pX,∗t

)−εX
mcXt y

X
t +

βa1−σ
t θXEt

(
pX,∗t

pX,∗t+1

pXt
pXt+1

)−εX
λ̃t+1

λ̃t

[(
(πXt )%Xπ1−%X

t

)ζX
π̄1−ζX

]−εX
π−εXt+1

πXt+1

πt+1
f̃Xt+1

(A.50)

f̃Mt =
(
pM,∗
t

)−εM
mcMt y

M
t +

βa1−σ
t θMEt

(
pM,∗
t

pM,∗
t+1

pMt
pMt+1

)−εM
λ̃t+1

λ̃t

[(
(πMt )%Mπ1−%M

t

)ζM
π̄1−ζM

]−εM
π−εMt+1

πMt+1

πt+1
f̃Mt+1

(A.51)

f̃Nt =
(
pN,∗t

)−εN
mcNt y

N
t +

βa1−σ
t θNEt

(
pN,∗t

pN,∗t+1

pNt
pNt+1

)−εN
λ̃t+1

λ̃t

[(
(πNt )%Nπ1−%N

t

)ζN
π̄1−ζN

]−εN
π−εNt+1

πNt+1

πt+1
f̃Nt+1

(A.52)

πXt =
pXt
pXt−1

πt (A.53)

πMt =
pMt
pMt−1

πt (A.54)

πNt =
pNt
pNt−1

πt (A.55)

πSAEt =
pSAEt

pSAEt−1

πt (A.56)

1 = (1− θX)
(
p∗,Xt

)1−εX
+ θX

[(
(πXt−1)%Xπ1−%X

t−1

)ζX
π̄1−ζX

]1−εX ( 1

πXt

)1−εX
(A.57)

1 = (1− θM )
(
p∗,Mt

)1−εM
+ θM

[(
(πMt−1)%Mπ1−%M

t−1

)ζM
π̄1−ζM

]1−εM ( 1

πMt

)1−εM
(A.58)

1 = (1− θN )
(
p∗,Nt

)1−εN
+ θN

[(
(πNt−1)%Nπ1−%N

t−1

)ζN
π̄1−ζN

]1−εN ( 1

πNt

)1−εN
(A.59)
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(
Rt
R

)
=

(
Rt−1

R

)%R [((πSAEt )α
SAE
π π

1−αSAEπ
t

π̄

)απ (
gdptat−1/gdpt−1

a

)αY ]1−%R

emt (A.60)

cX,∗t =

(
pXt
rert

)−ε∗
y∗t ξ

X,∗
t (A.61)

rert
rert−1

=
πSt π

∗
t

πt
(A.62)

pm,t = rertp
∗
m,t (A.63)

R∗t = RWt exp

{
φB

(
b̄− b∗t rert

pYt gdpt

)}
ξR1
t ξR2

t (A.64)

it = iXt + iNt (A.65)

hXt = ∆WX
t hX,dt (A.66)

hNt = ∆WN
t hN,dt (A.67)

yNt = ∆N
t (cNt + gt + ĩNt ) (A.68)

yXt = ∆X
t (cXt + ĩXt + cX,∗t ) (A.69)

yMt = ∆M
t (cMt + ĩMt +mX

t +mN
t ) (A.70)

∆WX
t = (1− θWX)

(
wX,∗t

)−εW
+ θWX

(
wXt−1

wXt

a

at−1

πζWX
t−1 π̄1−ζWX

πt

)−εW
∆WX
t−1 (A.71)

∆WN
t = (1− θWN )

(
wN,∗t

)−εW
+ θWN

(
wNt−1

wNt

a

at−1

πζWN
t−1 π̄1−ζWN

πt

)−εW
∆WX
t−1 (A.72)

∆X
t = (1− θX)

(
p∗,Xt

)−εX
+ θX


(

(πXt−1)%Xπ1−%X
t−1

)ζX
π̄1−ζX

πXt


−εX

∆X
t−1 (A.73)

∆M
t = (1− θM )

(
p∗,Mt

)−εM
+ θM


(

(πMt−1)%Mπ1−%M
t−1

)ζM
π̄1−ζM

πMt


−εM

∆M
t−1 (A.74)

∆N
t = (1− θN )

(
p∗,Nt

)−εN
+ θN


(

(πNt−1)%Nπ1−%N
t−1

)ζN
π̄1−ζN

πNt


−εN

∆N
t−1 (A.75)

tbt = rertp
Co,∗
t yCot

aCot−1

at−1
+ pXt c

X,∗
t − pm,tmt (A.76)
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aCot =

(
aCot−1

at−1

)1−ΓCo

aΓCo
t (A.77)

rertb
∗
t = tbt +

rert
π∗t at−1

R∗t−1b
∗
t−1 − (1− ϑ)rertp

Co,∗
t yCot

aCot−1

at−1
(A.78)

gdpt = ct + gt + it + cX,∗t + yCot
aCot−1

at−1
−mt (A.79)

pYt gdpt = ct + pGt gt + pIt it + tbt (A.80)

The equations for the external prices are:

pCo∗t =

(
π∗ssp

Co∗

π∗t

)ΓCo∗

(f∗t )1−ΓCo∗ uCo∗t (A.81)

pM∗t =

(
π∗ssp

M∗

π∗t

)ΓM∗

(f∗t )1−ΓM∗ uM∗t (A.82)

π∗t = (π∗ss)
Γ∗ (f∗t π

∗
t )

1−Γ∗ u∗t (A.83)

∆F ∗t =
f∗t π

∗
t

f∗t−1

(A.84)

A.4.1 Exogenous Processes

log(ξβt ) = ρξβ log(ξβt−1) + εξ
β

t (A.85)

log(ξh,Nt /ξh,Nss ) = ρξh,N log(ξh,Nt−1 /ξ
h,N
ss ) + εξ

h,N

t (A.86)

log(ξh,Xt /ξh,Xss ) = ρξh,X log(ξh,Xt−1 /ξ
h,X
ss ) + εξ

h,X

t (A.87)

log(zXt /z
X
ss) = ρzX log(zXt−1/z

X
ss) + εz

X

t (A.88)

log(zNt ) = ρzN log(zNt−1) + εz
N

t (A.89)

log(at/ass) = ρa log(at−1/ass) + εat (A.90)

log(yCot /yCoss ) = ρyCo log(yCot−1/y
Co
ss ) + εy

Co

t (A.91)

log(pEt /p
T
t ) = ρpE log(pEt−1/p

T
t−1) + εp

E

t (A.92)

log(pFt /p
T
t ) = ρpF log(pFt−1/p

T
t−1) + εp

F

t (A.93)

log(ut) = ρu log(ut−1) + εut (A.94)

log(gt/gss) = ρg log(gt−1/gss) + εgt (A.95)

log(RWt /R
W
ss ) = ρRW log(RWt−1/R

W
ss ) + εR

W

t (A.96)

log(ξR1
t /ξR1

ss ) = ρξR1 log(ξR1
t−1/ξ

R1
ss ) + εξ

R1

t (A.97)

log(ξR2
t ) = ρξR2 log(ξR2

t−1) + εξ
R2

t (A.98)

log(ξX∗t ) = ρξX∗ log(ξX∗t−1) + εξ
X∗

t (A.99)
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log(y∗t /y
∗
ss) = ρy∗ log(y∗t−1/y

∗
ss) + εy

∗

t (A.100)

log(∆F ∗t /π
∗
ss) = ρ∆F ∗ log(∆F ∗t−1/π

∗
ss) + ε∆F

∗
t (A.101)

log(u∗t ) = ρ∗ log(u∗t−1) + ε∗t (A.102)

log(uCo∗t ) = ρCo∗ log(uCo∗t−1 ) + εCo∗t (A.103)

log(uM∗t ) = ρM∗ log(uM∗t−1) + εM∗t (A.104)

All ε variables are i.i.d. with mean zero (including the monetary shock).

A.4.2 Steady State

The given endogenous are: {R, hX , hN , pX/pI , pM/pI , sCo = rer pCo,∗yCo/(pY gdp), sM = pmy
M/(pY gdp),

sg = pNg/(pY gdp)}8 and the exogenous variables or parameters that are calculated endogenously are:

{β, ξ̃h,N , zX , g, y∗, π∗, yCo, γ, b̄}. The rest of the steady state values of the exogenous variables, (not

endogenously determined nor listed in table A.1) are normalized to one as is implied in the previous

equations and ξ̃h,X is set equal to ξ̃h,N . By (A.64) (assuming that the part inside the bracket is zero):

R∗ = RW ξR1

By (A.45)

aX = a
2ΓX−1

ΓX

By (A.77)

aCo = a
2ΓCo−1

ΓCo

By (A.60) and (A.56) (assuming εm = 1):

πSAE = π = π̄

By (A.4):

β =
aσπ

R

By (A.5):

πS =
aσπ

R∗β

By (A.62):

π∗ =
π

πS

By (A.83):

f∗ = 1

By (A.81)-(A.82):

pCo∗ = pM∗ = f∗

By (A.84):

∆F ∗ = π∗

8The values for hX , hN , sM were set to get as close as possible to the targets for γ, tby, pNyN/pY gdp.
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By (A.63)-(A.65):

πX = πM = πN = π

By (A.57)-(A.59):

pX,∗ = pM,∗ = pN,∗ = 1

By (A.16)-(A.17):

wX,∗ = wN,∗ = 1

By (A.71)-(A.75):

∆WX = ∆WN = ∆X = ∆M = ∆N = 1

By (A.47)-(A.52)

mcX =
εX − 1

εX

mcM =
εM − 1

εM

mcN =
εN − 1

εN

By (A.12)-(A.15)

µWX = µWN =
εW − 1

εW

By (A.66)-(A.67):

hX,d = hX

hN,d = hN

From the relative prices pX/pI and pM/pI , we get using (A.24)-(A.26) the relative prices:

pTI

pI
=

(
pX

pI

)γTI (pM
pI

)(1−γTI)

pN

pI
=

(
1− (1− γI)

(
pTI/pI

)1−%I
γI

) 1
1−%I

pT

pI
=

(
pX

pI

)γT (pM
pI

)(1−γT )

From (A.8)-(A.9):
µ̃X

pI
=
µ̃N

pI
= 1/u

By (A.6)-(A.7):

RX =
(µ̃X/pI)(1− βa−σ(1− δ))

βa−σ(pX/pI)

RN =
(µ̃N/pI)(1− βa−σ(1− δ))

βa−σ(pN/pI)

By (A.31):
pm
pI

= mcM (pM/pI)
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By (A.63):
rer

pI
=
pm/p

I

p∗m

It is further assumed that pA = pE = pT , and so, we also have pA/pI and pE/pI . By (A.46):

pME

pI
=

(
pM

pI

)1−γEF (pT
pI

)γEF
By (A.43)-(A.44):

mcV,X =

(
mcX(pX/pI)1−γX (1− γX)1−γXγγXX

(pME/pI)1−γX

) 1
γX

mcV,N =

(
mcN (pN/pI)1−γN (1− γN )1−γNγγNN

(pME/pI)1−γN

) 1
γN

By (A.38):

wN

pI
=

(
mcV,NzNa1−αN (pN/pI)(1− αN )1−αNααNN

((pN/pI)RN )αN

) 1
1−αN

By (A.3):

ξ̃h,N

pI
=

µWN

(hN )ϕ
wN

pI

Assuming that ξ̃h,X = ξ̃h,N , we also have ξ̃h,X/pI and with (A.2):

wX

pI
=

(ξ̃h,X/pI)(hX)ϕ

µWX

By (A.37):

zX =
((pX/pI)RX)αX (wX/pI)1−αX

mcV,X(aX)1−αX (pX/pI)(1− αX)1−αXααXX

By (A.33) and (A.35):

vX = hX,dzX(aX)1−αX
[

αX
1− αX

wX/pI

(pX/pI)RX

]αX

vN = hN,dzNa1−αN
[

αN
1− αN

wN/pI

(pN/pI)RN

]αN
By (A.34) and (A.36):

kX = a
vX

zX(aX)1−αX

[
αX

1− αX
wX/pI

(pX/pI)RX

]1−αX

kN = a
vN

zNa1−αN

[
αN

1− αN
wN/pI

(pN/pI)RN

]1−αN
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By (A.39) and (A.41):

yX = vX
[

γX
1− γX

pME/pI

mcV,X
1

pX/pI

]−(1−γX)

yN = vN
[

γN
1− γN

pME/pI

mcV,N
1

pN/pI

]−(1−γN )

By (A.40) and (A.42):

mX = yX
[

1− γX
γX

mcV,X

pME/pI
pX/pI

]γX
mN = yN

[
1− γN
γN

mcV,N

pME/pI
pN/pI

]γN
By (A.47) and (A.49):

f̃X =
εX − 1

εX

yX

(1− βa1−σθX)

f̃N =
εN − 1

εN

yN

(1− βa1−σθN )

By (A.10)-(A.11):

iX =
kX

u

(
1− 1− δ

a

)

iN =
kN

u

(
1− 1− δ

a

)
By (A.65):

i = iX + iN

By (A.27)-(A.30):

ĩN = γI

(
pN

pI

)−%I
i

ĩT = (1− γI)
(
pTI

pI

)−%I
i

ĩX = γTI

(
pTI/pI

pX/pI

)
ĩT

ĩM = (1− γTI)
(
pTI/pI

pM/pI

)
ĩT

When replacing equations (A.68)-(A.70) into equation (A.80) (and using the identities of expen-

ditures), one gets an alternative sum for nominal gdp:

pY gdp = pXyX + rer pCo,∗yCo
aCo

a
+ pNyN + pMyM − pM (mX +mN )− pmm

which can also be written in terms of prices relative to investment:

pY

pI
gdp =

pX

pI
yX +

rer

pI
pCo,∗yCo

aCo

a
+
pN

pI
yN +

pM

pI
yM − pM

pI
(mX +mN )− pm

pI
m
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And using sCo, sM :

pY

pI
gdp =

pX

pI
yX + pN

pI
yN − pM

pI
(mX +mN )

1− sCo − sM ((pM−pm)/pI)
pm/pI

With this, we can get:

yCo =
sCo(pY /pI)gdp

(rer/pI)pCo,∗
a

aCo

yM =
sM (pY /pI)gdp

pm/pI

g =
sg(pY /pI)gdp

pN/pI

By (A.51):

f̃M =
εM − 1

εM

yM

(1− βa1−σθM )

By (A.32):

m = yM

By (A.68):

cN = yN − g − ĩN

By (A.70):

cM = yM − ĩM −mX −mN

By (A.21):

cT =
cM

1− γT

(
pM/pI

pT /pI

)
By (A.20):

cX = γT

(
pT /pI

pX/pI

)
cT

By (A.18)-(A.19):

γ =
(pN/pI)%cN

(pT /pI)%cT + (pN/pI)%cN

By (A.22)-(A.23):

pSAE

pI
=

[
(1− γ)

(
pT

pI

)1−%

+ γ

(
pN

pI

)1−%] 1
1−%

pI =

[(
pSAE

pI

)1−γAC−γEC (pT
pI

)γAC+γEC
]−1

Now, we get all prices by multiplying the price relative to investment by pI :

{pX , pM , pN , pT , pTI , pSAE , pME , rer, wX , wN , µ̃X , µ̃N , pm, ξ̃
h,N}

By (A.18):

c =
1

γ
(pN )%cN

(also check equation c = cT (pT )%/(1− γ))
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By (A.69):

cX,∗ = yX − ĩX − cX

By (A.61):

y∗ =
cX,∗

ξX,∗

(
pX

rer

)ε∗
By (A.79):

gdp = c+ g + i+ cX,∗ + yCo
aCo

a
−m

pY =
pY gdp

gdp

By (A.76):

tb = rer pCo,∗yCo
aCo

a
+ pXcX,∗ − pmm

By (A.78):

b∗ =
tb− (1− ϑ)rer pCo,∗yCo a

Co

a

rer
(
1− R∗

π∗a

)
By (A.64) (part that was assumed zero):

b̄ =
b∗rer

pY gdp

By (A.1):

λ̃ = ξβc−σ
(

1− φC
a

)−σ
By (A.14)-(A.15):

f̃WX =
µWX λ̃hX,d

1− θWXa1−σβ

f̃WN =
µWN λ̃hN,d

1− θWNa1−σβ

44



A
.4
.3

IR
F
s
o
f
se
le
c
te
d

sh
o
ck

s

F
ig

u
re

9:
IR

F
af

te
r

a
sh

o
ck

to
E

x
te

rn
al

P
ri

ce
s

5
10

15
20

-0
.6

-0
.4

-0
.20

5
10

15
20

-0
.6

-0
.4

-0
.20

5
10

15
20

-2-10

5
10

15
20

-0
.1

-0
.0

50

0.
05

5
10

15
20

-1

-0
.50

5
10

15
20

0

0.
050.

1

5
10

15
20

-0
.10

0.
1

0.
2

5
10

15
20

-0
.0

20

0.
02

0.
04

5
10

15
20

0

0.
02

0.
04

5
10

15
20

4.
354.

4

4.
45

5
10

15
20

0123

5
10

15
20

-0
.0

4

-0
.0

20

45



F
ig

u
re

10
:

IR
F

af
te

r
a

sh
o
ck

to
U
I
P

5
10

15
20

-0
.6

-0
.4

-0
.20

5
10

15
20

-0
.6

-0
.4

-0
.20

5
10

15
20

-3-2-10

5
10

15
20

-0
.2

-0
.10

0.
1

5
10

15
20

-1

-0
.50

5
10

15
20

0

0.
050.

1

5
10

15
20

-0
.10

0.
1

0.
2

5
10

15
20

0

0.
02

0.
04

0.
06

5
10

15
20

0

0.
050.

1

5
10

15
20

0123

5
10

15
20

0123

5
10

15
20

024
10

-3

46



Documentos de Trabajo 

Banco Central de Chile 

 

 

NÚMEROS ANTERIORES 

 
La serie de Documentos de Trabajo en versión PDF 

puede obtenerse gratis en la dirección electrónica: 

 

www.bcentral.cl/esp/estpub/estudios/dtbc. 

  

Existe la posibilidad de solicitar una copia impresa 

con un costo de Ch$500 si es dentro de Chile y 

US$12 si es fuera de Chile. Las solicitudes se 

pueden hacer por fax: +56 2 26702231 o a través del 

correo electrónico: bcch@bcentral.cl. 

Working Papers 

Central Bank of Chile 

 

 

PAST ISSUES 

 
Working Papers in PDF format can be downloaded 

free of charge from: 

 

www.bcentral.cl/eng/stdpub/studies/workingpaper. 

 

Printed versions can be ordered individually for 

US$12 per copy (for order inside Chile the charge 

is Ch$500.) Orders can be placed by fax: +56 2 

26702231 or by email: bcch@bcentral.cl. 

 

 

DTBC – 867 

The impact of macroprudential policies on industrial growth  

Carlos Madeira 

 

DTBC – 866 

Semi-Structural Forecasting Model 

Francisco Arroyo Marioli, Francisco Bullano, Jorge Fornero, Roberto Zúñiga 

 

DTBC – 865 

Speculation-Driven Business Cycles  

Saki Bigio, Eduardo Zilberman 

 

DTBC – 864 

Price Rigidity and the Granular Origins of Aggregate Fluctuations 

Ernesto Pasten, Raphael Schoenle, Michael Weber  

 

DTBC – 863 

Welfare Effects of Fiscal Procyclicality: Public Insurance with Heterogeneous Agents 

Alvaro Aguirre 

 

DTBC – 862 

Análisis de Sentimiento Basado en el Informe de Percepciones de Negocios del Banco 

Central de Chile 

María del Pilar Cruz, Hugo Peralta, Bruno Ávila 

 

 

http://www.bcentral.cl/esp/estpub/estudios/dtbc
mailto:bcch@bcentral.cl
http://www.bcentral.cl/eng/stdpub/studies/workingpaper
mailto:bcch@bcentral.cl


DTBC – 861 

Unequal Political Business Cycles: Inequality, Policy Uncertainty and the 

Macroeconomy  

Alvaro Aguirre 

 

DTBC – 860 

Proyección de Inflación en Chile con Métodos de Machine Learning  

Felipe Leal, Carlos Molina, Eduardo Zilberman 

 

DTBC – 859 

A note on currency-hedging  

Rodrigo Alfaro, Natan Goldberger 

 

DTBC – 858 

Multimarket Contact in Banking Competition in The United States  

David Coble 

 

DTBC – 857 

Immigration in Emerging Countries: A Macroeconomic Perspective  

Agustín Arias, Juan Guerra-Salas 

 

DTBC – 856 

Saving Rates in Latin America: A Neoclassical Perspective  

Andrés Fernández, Ayşe Imrohoroǧlu, Cesar Tamayo 

 

DTBC – 855 

Returns to Work Experience in Chile 

Rosario Aldunate 

 

DTBC – 854 

Hindsight vs. Real time measurement of the output gap: Implications for the Phillips 

curve in the Chilean Case 

Camila Figueroa, Jorge Fornero, Pablo García 

 

DTBC – 853 

Prudential Policies and Bailouts - A Delicate Interaction  

Ernesto Pasten 

 

 



DOCUMENTOS DE TRABAJO • Febrero 2020


	Front Matter
	1 Introduction
	2 The TNT DSGE Model
	2.1 Households
	2.1.1 Consumption Goods
	2.1.2 Capital and Investment Goods

	2.2 Firms
	2.2.1 Commodity
	2.2.2 Importable Sector
	2.2.3 Exportable and Non-Tradable Sectors

	2.3 Fiscal and Monetary Authorities
	2.4 External Sector
	2.5 Equilibrium Conditions
	2.6 Driving Forces

	3 Quantitative Analysis
	3.1 Calibration and Estimation
	3.2 Fit of the Model and Price Dynamics

	4 Inflationary Consequences of the Different External Shocks
	5 Application: Explaining Inflation after the Large Depreciation of 2013-2015
	5.1 Pseudo-Real Time vs Ex-Post Considerations

	6 Conclusions
	7 References
	A.1 Calibration
	A.2 Estimation
	A.3 Optimality Conditions
	A.3.1 Household
	A.3.2 Investment Good Production
	A.3.3 Firms
	A.3.4 Market Clearing

	A.4 Equilibrium Conditions
	A.4.1 Exogenous Processes
	A.4.2 Steady State
	A.4.3 IRFs of selected shocks





