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Abstract  
This paper outlines an approach to macroprudential policy for open emerging economies that 
emphasizes banking sector balance sheet management as the key driver of risk premiums, capital 
flows and vulnerabilities to sudden reversals in global liquidity conditions.  This paper argues for 
the usefulness of monitoring the “non-core liabilities” of the banking sector as a signal of lending 
standards and potential vulnerability of the financial system to shocks. The paper presents a 
taxonomy of macroprudential tools, ranging from orthodox tools for bank capital regulation to more 
novel “liabilities-side” tools, such as the levy on non-core liabilities recently introduced by South 
Korea. 
 
 
 
 
Resumen 
El presente documento esboza un enfoque de política macroprudencial para economías emergentes 
abiertas que enfatiza el manejo del balance contable del sector bancario como motor clave de los 
premios por riesgo, los flujos de capital, y la vulnerabilidad a cambios repentinos en las condiciones 
de liquidez globales. Este trabajo argumenta a favor del monitoreo de los "pasivos no esenciales" 
del sector bancario como una señal de las normas de crédito y la vulnerabilidad potencial del 
sistema financiero frente a un shock. En el documento se presenta una taxonomía de herramientas 
macroprudenciales, que van desde herramientas ortodoxas de la regulación del capital bancario al 
más reciente "lado de los pasivos", tales como la tasa sobre los pasivos no esenciales introducidos 
recientemente por Corea del Sur. 
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1. Introduction 
 

The global financial crisis that erupted in 2007 has had intellectual repercussions as well 
as large economic costs.  Recent events in the advanced economies, especially the capital 
flow reversals and the looming banking sector crises in Europe, have shaken the 
conviction that traditional yardsticks of financial development such as the ratio of 
commercial bank assets to GDP, or of financial integration such as cross-border claims 
and liabilities as a proportion of GDP.  And yet, those same measures of financial 
integration and financial development that were held up as the yardsticks of progress 
have turned out instead to be the engines of financial distress as capital flow reversals 
have gathered pace in Europe.  In contrast, it has been the emerging economies with what 
were presumed to be “weak institutions” that have managed to weather the storm best.    

For emerging economy policy makers, recent experience gives an opportunity to revisit 
some of the principles underpinning policies toward financial stability.   

 

The traditional approach to prudential regulation has been to focus on the solvency of 
individual financial institutions, with the primary tool being the minimum capital 
requirement imposed on banks.  The state of the art on prudential policy before the global 
financial crisis of 2007-9 could have been summarized in terms of the following set of 
propositions. 

 

 Minimum capital requirements serve as a buffer against loss on the assets of the bank, 
thereby protecting depositors from loss.  If deposits are insured by the government, 
then the bank capital requirement also serves as a buffer against loss by taxpayers.   

 

 Minimum capital requirements ensure that the bank’s owners have a stake in the 
value of the bank’s assets, thereby ensuring that owners have sufficient “skin in the 
game”, deterring moral hazard on their part toward excessive risk-taking. 

 

 Having ensured financial stability through bank capital requirements, and in the 
presence of well-functioning international capital markets, monetary policy can focus 
on the task of macroeconomic stabilization by setting interest rates to stabilize 
components of aggregate demand such as consumption and investment.    

 

Recent experience has raised questions on the adequacy of a policy framework based on 
these propositions alone, and has spurred a reassessment of the purpose and effectiveness 
of prudential regulations.  
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Consider, first, the traditional approach to banking regulation, and its focus on the 
soundness of individual institutions.  By setting requirements on minimum capital for 
banks as a proportion of the risk-weighted assets of the bank, the aim is to shield the 
creditors of the banks – especially the depositors – from the risk of loss on assets of the 
bank.   

The basic philosophy of setting buffers against loss has been central in the international 
standards for banking regulation as led by the Basel Committee on Banking Supervision, 
which has coordinated the international discussion on the harmonization of international 
standards on banking regulation.  The Basel III framework has continued the tradition of 
basing banking regulation on building buffers against loss.  The centerpiece of the 
framework agreed in 2010 was a strengthened common equity buffer of 7% together with 
newly introduced liquidity requirements and a leverage cap, to be phased in over an 
extended timetable running to 2019 (BCBS (2010)).   

Basel III also incorporates a countercyclical capital surcharge that can be introduced at 
the discretion of national regulators, and envisages additional requirements on global 
SIFIs (systemically important financial institutions, the “G-SIFIs”) in the form of capital 
surcharges.  However, the discussions surrounding G-SIFIs have revolved around the 
difficulties of cross-border resolution and the moral hazard of banks being “too-big-to-
fail”.  Issues of excessive asset growth or cross-border banking flows that are of most 
interest to emerging economy policy makers have received less attention.  In this respect, 
Basel III is micro-prudential in its focus, concerned with the solvency of individual 
banks, rather than being macro-prudential, concerned with the resilience of the financial 
system as a whole.  The language of Basel III is revealing in this regard, with repeated 
references to greater “loss absorbency” of bank capital.  However, achieving greater loss 
absorbency by itself is almost certainly inadequate in achieving a stable financial system, 
for two reasons. 

 Loss absorbency does not address directly the procyclicality of the financial system 
and the excessive asset growth during booms.   

 Preoccupation with loss absorbency diverts attention from the liabilities side of 
banks’ balance sheets and vulnerabilities from the reliance on unstable short-term 
funding and short-term foreign currency funding.    

These two shortcomings have special importance for developing and emerging 
economies given their susceptibility to the fluctuations in global liquidity conditions.  
Indeed, the Basel process has focused almost exclusively on the imperatives of advanced 
country financial systems, rather than the needs of emerging and developing economies.   

Consider first the issue of procyclicality and excessively rapid asset growth.  During a 
lending boom, temporarily depressed risk measures combined with high bank 
profitability tend to bolster bank capital ratios.  However, experience has shown 
repeatedly that rapid loan growth is achieved only at the cost of the build-up of 
vulnerabilities systemic vulnerabilities.  As the former BIS head Andrew Crockett (2000) 
has put it, 

“The received wisdom is that risk increases in recessions and falls in 
booms. In contrast, it may be more helpful to think of risk as 
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increasing during upswings, as financial imbalances build up, and 
materialising in recessions.” [Crockett (2000)] 

As an illustration, take the example of Allied Irish Banks (AIB), although we could have 
chosen one of many other examples from the recent global financial crisis.  

Figure 1.1 Loan Growth and Provisions for Allied Irish Banks 
(Source:  Shin (2011), data from AIB annual reports) 
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Figure 1.1 plots AIB’s loan growth and loan loss provisions from 2004 to 2009.  AIB’s 
loan book increased 43% in 2005 and 30% in 2006, but loan growth came to a sudden 
halt with the onset of the global financial crisis.  Loan loss provisions were low and 
falling throughout the lending boom, but the low measured risks were only masking the 
underlying vulnerability of the loan book, and provisions jumped above 4% by the end of 
2009.  AIB’s capital ratios were highest at the peak of the boom in 2006 and did not issue 
timely warnings, as seen in Table 1.2.  The severity of the subsequent bust calls into 
question the philosophy of relying on capital ratios while neglecting asset growth itself.   
The problem of excessive asset growth is not addressed easily within the framework of 
traditional banking regulation that focuses on capital as a buffer against loss, and point to 
the necessity of more active restraint on asset growth in order to curtail the build-up of 
vulnerabilities. 

 

Table 1.2 Capital Ratios for Allied Irish Banks 
(Source:  AIB annual reports) 

 2004 2005 2006 2007 2008 2009 

Tier 1 capital ratio (%) 7.9 7.2 8.2 7.5 7.4 7.2 

Total capital ratio (%) 10.7 10.7 11.1 10.1 10.5 10.2 

 
Procyclicality in asset growth is inherent to banking.  In textbook discussions of 
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corporate financing decisions, the set of positive net present value (NPV) projects is often 
taken as being exogenously given, with the implication that the size of the balance sheet 
is fixed.  Leverage increases by substituting equity for debt, such as through an equity 
buy-back financed by a debt issue, as depicted by the left hand panel in Figure 1.3. 
 

Figure 1.3 Two modes of leveraging up 
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However, the left hand panel in Figure 1.3 turns out not to be a good description of the 
way that the banking sector leverage varies over the financial cycle. The distinguishing 
feature of the banking sector leverage cycle is that leverage fluctuates through 
fluctuations in the total size of the balance sheet with equity being the pre-determined 
variable.  Hence, leverage and total assets tend to move in lock-step, as depicted in the 
right hand panel of Figure 1.3.  Part of the increase in bank assets in boom times may be 
due to new positive net present value (NPV) projects that become available with 
improvements in economic fundamentals.  However, the accumulated empirical evidence 
suggests that the procyclicality of the banking sector cannot be accounted for by the 
fundamentals alone, but instead points to shifting capacity to bear risk on the part of the 
banks themselves.3 

The aggregate consequences of bank balance sheet management can be gleaned from the 
banking statistics of the Bank for International Settlements (BIS).  Since we will be 
appealing to the BIS statistics in some detail in what follows, some preliminary remarks 
are in order on how to read the numbers.   

The BIS data come in two forms.  First is the locational banking statistics, which are 
based on the principle of residence, and which are consistent with the residency principle 
underlying balance of payments and national income statistics.  Under the locational 
statistics, the branches and subsidiaries of the global banks are classified together with 
the host country banks.  The second type of data from the BIS are the consolidated 
statistics, based on the nationality of the parent bank.  Within the consolidated banking 

                                                 
3  Adrian and Shin (2008, 2010) discuss the evidence from US investment banks, while Bruno and Shin 
(2011) find in their empirical investigation of capital flows to emerging economies that non-US global 
banks behave similarly. 
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statistics, foreign claims include the local claims of branches and subsidiaries, while the 
international claims exclude local claims in local (i.e. host country) currency.4   

Figure 1.4 is from the BIS locational banking statistics, plotting the cross-border assets 
and liabilities of eurozone banks in domestic currency.  Thus, after 1999, the series 
denotes the cross-border euro-denominated lending and borrowing by the eurozone 
banks.  Figure 1.4 shows that cross-border banking within the eurozone experienced 
explosive growth, especially after around 2003.  The consequences for Spain and Ireland 
were that they were borrowing in increasing amounts from other European banks, as 
shown in Figure 1.5. 

Figure 1.4 Cross-border domestic currency assets of Eurozone banks  
(Source:  BIS Locational banking statistics, Table 5A) 
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Figure 1.5 International claims of European BIS-reporting banks on counterparties in Spain  
(left panel) and Ireland (right panel)  (Source:  BIS consolidated banking statistics, Table 9D) 
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The banking flows were mirrored in the ballooning current account deficits of Spain and 
Ireland, as shown in Figure 1.6.   Spain and Ireland underwent residential property booms 
that were financed through the banking system by the credit supplied by banks in other 

                                                 
4 See BIS (2009) for details on the BIS banking statistics.  See McGuire and von Peter (2009) for an 
example of how the BIS statistics can be used in combination to reconstruct aggregate cross-border banking 
positions. 
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eurozone economies to the banking sectors of Spain and Ireland.  The current account 
deficits of Spain and Ireland were therefore closely aligned to the gross banking sector 
flows.  The “banking glut” in Europe represented by these charts sheds much light on 
current conjuncture and the European financial crisis of 2011.  The European crisis 
carries the hallmarks of a classic “twin crisis” that combines a banking crisis with an 
asset market decline that amplifies banking distress.  In the emerging market twin crises 
of the 1990s, the banking crisis was intertwined with a currency crisis.  In the European 
crisis of 2011, the twin crisis combines a banking crisis with a sovereign debt crisis, 
where the mark-to-market amplification of financial distress interacts to worsen the 
banking crisis. 
 

Figure 1.6 Current accounts of Ireland and Spain  
(Source:  IMF International Financial Statistics) 
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The vulnerability of the banking sector to runs by its wholesale creditors highlighted by 
the crisis in Europe is equally relevant for emerging and developing economy financial 
systems.  For open emerging economies, the wholesale funding obtained by the banking 
sector is often in foreign currency.  Deleveraging episodes that materialize as a twin crisis 
are particularly harmful due to the ballooning of bank liabilities in domestic currency 
terms as the value of the domestic currency fall relative to the US dollar, even while the 
asset value of the bank suffers collapse in a crisis.  In other words, during a twin crisis, 
bank equity gets squeezed from both directions – liabilities increase while asset values 
fall (Shin (2010, ch.1)). 

Both Ireland and Spain being members of the eurozone prevented them from having 
autonomous monetary policy in reining in domestic bank lending.  However, the loss of 
autonomy over monetary policy is a more general theme that affects many more countries 
than just the eurozone.  For emerging and developing economies with open capital 
accounts whose domestic financial system is heavily influenced by the external 
environment, the degree of autonomy in monetary policy can be severely curtailed due to 
capital inflows un-doing the effects of tighter monetary policy.  Faced with low interest 
rates in advanced economies and permissive funding conditions carried by the global 
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banks, raising domestic interest rates may backfire by inducing greater carry trade 
inflows resulting in looser domestic financial conditions.  For this reason, the policy 
maker may face a dilemma in meeting financial stability concerns through the use of 
monetary policy.    

When the effectiveness of monetary policy is curtailed by the external environment and 
funding conditions in global capital markets, additional policy tools may be required to 
lean against the build-up of financial vulnerabilities.  Macroprudential policies are one 
way to plug the gap in the policy toolkit under such circumstances, although as we will 
discuss below, they are rarely a panacea.  Macroprudential policies are aimed, in the first 
instance, at dampening the procyclicality of the financial system.  They lean against 
excessive growth of lending in booms.  At the same time, they are aimed at mitigating the 
emergence of vulnerabilities on the liabilities side that may result in sharp reversals in 
funding when global liquidity conditions deteriorate.   

In what follows, we will consider in more detail the rationale for macroprudential 
policies, and how such policies may be designed and implemented.  In particular, we will 
highlight the role played by the “non-core” liabilities of the banking sector as an indicator 
of the vulnerability of the financial system to shocks.  Non-core liabilities serve as a 
measure of the risk appetite of financial intermediaries, both for domestic institutions and 
their foreign creditors, and hence of the potential for a rapid curtailment of funding as 
global funding conditions deteriorate.  Moreover, non-core liabilities can serve as an 
indicator of the “supply push” factor of global liquidity resulting from expansive 
monetary policies pursued by advanced economy central banks. 

Figure 1.7 is a schematic illustration of the build-up of vulnerabilities associated with the 
growth of non-core liabilities.  The bottom panel is the banking sector before a credit 
boom, while the top panel illustrates the system after the boom.  As traditional deposit 
funding does not keep up with the credit growth, the banking sector's expansion is funded 
by non-core liabilities (in this case, from foreign creditors), building up vulnerabilities to 
deleveraging by foreign creditors. 

Figure 1.7 Lending Boom Financed by Non-Core Liabilities.   
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Figure 1.8 is a chart from the IMF’s Global Financial Stability Report of April 2010 
showing the capital inflows into a group of 41 countries, including many emerging 
economies.  The flows are disaggregated into the four main categories of capital flows.  
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We see that aggregate FDI flows are steady and portfolio equity flows are small in net 
terms.  However, banking sector flows display the signature procyclical pattern of 
surging during the boom, only to change sign abruptly and surge out with the 
deleveraging of the banking sector.  The downward facing red bar in 2008Q4 is 
particularly striking. 

Figure 1.8 Components of capital flows (billion dollars) 
(Source:  IMF Global Financial Stability Report, April 2010 p. 123) 
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Some macroprudential tools have close affinities with existing micro-prudential tools, 
except that the motivation is to ensure stability of the system as a whole, rather than 
individual bank solvency.  In addition, there are more specialized macroprudential tools.  
An example is the levy on the non-core liabilities of banks introduced by Korea at the end 
of 2010 that acts to counteract the distortions to global funding conditions and the 
“supply push” of funding by the global banks.  We return to this example below. 

Macroprudential policies have important interactions with monetary policy and with 
other macro stabilization policies, such as capital flow management (CFM) policies (i.e. 
capital controls).  A neat division between monetary policy and policies toward financial 
stability are difficult in theory and unlikely to be useful in practice.  Short term interest 
rates influence capital flows and the balance sheet composition of domestic and global 
banks, so that monetary policy has financial stability implications.  By the same token, 
curtailing loan growth will have an impact on real economic activity, and hence will have 
a direct impact on the stabilization of macroeconomic activity. 

The outline of the rest of the paper is as follows.  We begin by reviewing the importance 
of external financing conditions for influencing domestic financial conditions through 
banking sector capital flows.  We do so by drawing on the BIS cross-border banking 
statistics.  We then review the range of macroprudential tools at the disposal of policy 
makers and compare the respective advantages and disadvantages, depending on the 
policy environment. 

 

 

2. External Environment and Global Liquidity 
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The low interest rates maintained by advanced economy central banks in the aftermath of 
the 2007 - 9 financial crisis have ignited a lively debate about capital flows to emerging 
economies.  A recent policy document on capital flows from the IMF (2011) has drawn 
attention to changes in the composition of capital flows between the most recent post-
crisis episode and the credit boom that immediately preceding the global financial crisis.   

Figure 2.1 Components of Capital Inflows to Emerging Economies 
 ex China (Source:  IMF (2011, p.14)) 
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The IMF document (IMF (2011)) identifies three periods of rapid capital inflows in 
recent decades, the first being 1995Q4 – 1998Q2 associated with the subsequent Asian 
crisis, the period 2006Q4 – 2008Q2 associated with the 2008 financial crisis, and the 
most recent period in the aftermath of the crisis (2009Q3 – 2010Q2).  The distinguishing 
feature of the boom that preceded the 2008 financial crisis is the role played by banking 
sector flows.  Understanding the external environment and the role of cross-border 
banking is important in putting the recent crisis in context.  The U.S. dollar bank funding 
market has special significance in this debate.   

As well as being the world’s most important reserve currency and an invoicing currency 
for international trade, the US dollar is also the currency that underpins the global 
banking system.  It is the funding currency of choice for global banks.  One manifestation 
of the dollar’s role as the currency for the global banking system is through the role of 
foreign banks in the United States.  The U.S. hosts branches of around 160 foreign banks 
whose main function is to raise wholesale dollar funding in capital markets and then ship 
it to head office.  Some of the borrowed dollars will find its way back to the U.S. to 
finance purchases of mortgage backed securities (MBS) and other assets.5  But some of it 
will flow to Europe, Asia and Latin America where global banks are active local lenders.  
In this way, global banks become the carriers for the transmission of liquidity spillovers 
across borders.  At the margin, the shadow value of bank funding will be equalized across 
regions through the portfolio decisions of the global banks, so that global banks become 
carriers of dollar liquidity across borders.  In this way, permissive U.S. liquidity 
conditions will be transmitted globally, and U.S. monetary policy becomes, in some 
respects, global monetary policy. 

                                                 
5 See Shin (2011b) for discussion of the “global banking glut” associated with European banks. 
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Figure 2.2 Structure of cross-border banking and capital flows 
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Foreign bank branches in the United States collectively raise over one trillion dollars of 
funding, of which over 600 billion dollars is channeled to headquarters6.  A key quantity 
is the net interoffice assets of foreign bank branches in the U.S. – the lending by branches 
and subsdiaries to headquarters – as given in Figure 2.3.  Interoffice assets increased 
steeply in the last two decades, saw a sharp decline in 2008, but bounced back in 2009, 
only to turn negative again in 2011 as the European crisis gathered pace. 

Figure 2.3 Net interoffice assets of foreign-related institutions in the United States (Source:  Federal 
Reserve H8 series) 
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The large net positive interoffice accounts of foreign banks in the U.S. highlights the 
potential for cross-border spillovers in monetary policy.  Dollar funding that is shipped 
abroad to headquarters will be deployed globally according to portfolio allocation 
decisions that seek out the most profitable use of such funds.  Thus, permissive liquidity 
                                                 
6 BIS (2010) "Funding patterns and liquidity management of internationally active banks" CGFS paper 39, 

May 2010, Bank for International Settlements.  http://www.bis.org/publ/cgfs39.htm  
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conditions in the US dollar wholesale market will be transmitted via the global banking 
system to other parts of the world. 

We can pick up the trail once the dollars are on-lent to local borrowers in Europe, Asia 
and Latin America.  The BIS locational banking statistics7 can provide more detailed 
information through the external claims (loans and deposits) of the banks from the BIS 
reporting countries vis-à-vis many emerging economies, as plotted in Figures 2.8 to 2.10.   

Figure 2.4 plots the normalized series (with the values at March 2003 set to 100) of the 
cross-border claims against counterparties listed on the right of the Figure.  What is 
notable is the degree of synchronization of banking sector flows across disparate 
geographical regions of the recipient countries, especially in the period immediately 
leading up to 2008.  However, it is notable that economies in Latin America, notably 
Brazil and Chile, saw relatively late surges in banking sector inflows, and did not see the 
rapid banking sector inflows that most other emerging economies experienced in the 
period 2006 – 2008 prior to the recent global financial crisis.     
 

Figure 2.4 External claims (loans and deposits) of BIS Reporting Banks (March 2003 = 100) 
(Source:  BIS locational banking statistics, Table 7A) 
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Bruno and Shin (2011) build a theoretical model of global banking where the assets of 
the global banks are the liabilities of the emerging economy banks and derive empirical 
predictions on the size of capital flows as a function of the leverage cycle of the banking 
sector, and verify that the theoretical predictions are confirmed in the data.  In particular, 
the VIX index of the implied volatility of equity index options which is known to be a 
key explanatory variable for bank leverage (Adrian and Shin (2010)) is also highly 
significant in explaining both banking sector capital flows and domestic credit growth in 
the recipient economies.     

                                                 
7  http://www.bis.org/statistics/bankstats.htm 
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3.  Non-Core Liabilities as Macroprudential Indicators 

Banks are the most important financial intermediaries in emerging and developing 
economies.  To the extent that banking sector risks are mirrored in the size and 
composition of bank balance sheets, a useful set of signals may be those derived from the 
liabilities side of banking sector balance sheets. The liabilities side of the banking sector 
balance sheet will shed light on how much of the financing is being channeled through 
the banking system, and hence give insights on the risk attitude of the banking sector. 

Even in a closed economy, the relative size of the banking sector vis-à-vis the rest of the 
financial sector is likely to reveal useful information on risk attitudes.  When bank 
liabilities are increasing rapidly, this suggests that households are supplying more credit 
indirectly through the banking sector rather than directly through some other means (e.g. 
through the corporate bond market).  If the “as if” preferences of banks were identical to 
the household sector, then it would not make a difference to the projects being financed 
in the economy whether the funding is provided directly or indirectly.  However, as 
explained at the outset, the banking sector is characterized by procyclical behavior where 
the lending standards vary more over the cycle than would be justified by the economic 
fundamentals alone (see Shin (2011b) for a formal model).  Thus, an increase in the 
relative size of the banking sector during a boom is likely to entail lower lending 
standards and greater “risk appetite” in overall lending decisions. 

The shifts in effective risk aversion entailed by such fluctuations in the relative size of the 
banking sector is key to resolving the apparent paradox where larger bank liabilities 
(short-term “safe” claims of households) are associated with greater risk taking in the 
economy.  The paradox is only apparent, since the apparently “safe” claims against the 
banks are being recycled in the form of loans to ultimate borrowers in the economy.  
When short-term “safe” claims on the banks increase, this is the mirror image of the 
greater quantity of lending that is being channeled through the banking sector.  The 
model of the “Global Banking Glut” in Shin (2011b) has further details of the precise 
mechanism. 

Traditional monetary aggregates give a window on the size and composition of bank 
liabilities.  Monetary aggregates such as M2 track the size of the deposit base of the 
domestic banking system, and hence can serve as a proxy for the claim of the household 
sector on the banking sector.  However, traditional classifications of monetary aggregates 
focus on the transactions role of money as a medium of exchange.  As such, the criterion 
is based on how close to cash – how “money-like” – a particular financial claim is.  The 
classic study by Gurley and Shaw (1960) emphasized the distinction between “inside 
money” which is a liability of a private sector agent and “outside money” which is not 
(such as fiat currency).  The traditional focus of monetary analysis has been on money as 
a medium of exchange. 

Demand deposits are the archetypal money measure, since such liabilities of the banking 
sector can be quickly transferred from one person to another.  Savings deposits are less 
money-like, and hence figure in broader notions of money, such as M2, but even here 
they fall outside the M2 measure if the depositor faces restrictions on easy access to the 
funds.  In this way, the traditional hierarchy of monetary aggregates goes from cash to the 
very liquid claims such as demand deposits going out to more illiquid claims on the 
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banking sector such as term savings deposits.  The criterion is how easily such claims can 
be used to settle transactions.  

For financial stability purposes however, an alternative classification system for liability 
aggregates may be better suited that is conceptually a better fit for the vulnerability to 
financial shocks and their propagation.  The key task would be to draw on existing 
knowledge of the behavior of financial intermediaries and to find the counterparts in 
banking sector liability aggregates that have implications on the procyclicality of 
financial system. Traditional transactions-motivated monetary aggregates may not be the 
most useful measure in this respect.     

A distinction studied in Shin and Shin (2010) is between the core and non-core liabilities 
of the banking sector.  Core liabilities are the funding that the bank draws on during 
normal times.  What constitutes core funding will depend on the context and the economy 
in question, but retail deposits of the household sector would be a good instance of core 
liabilities.  When banking sector assets are growing rapidly, the core funding available to 
the banking sector is likely to be insufficient to finance the rapid growth in new lending.  
This is because retail deposits grow in line with the aggregate wealth of the household 
sector.  Other sources of funding must then be tapped to fund rapidly increasing bank 
lending.  The state of the financial cycle is thus reflected in the composition of bank 
liabilities. 

Consider the following accounting framework, taken from Shin and Shin (2010).  
Suppose there are n banks in the domestic banking system, indexed by {1, 2, … , n}.  The 
domestic household sector is given the index n +1.  The foreign creditor sector is given 
the index n +2.   

 

Bank i has two types of assets.  First, there are loans to end-users such as non-financial 
companies or households.  Denote the total loans by bank i to such end users of credit 
as iy .  Next, there are the claims against other financial intermediaries.  Call these the 

“interbank” assets, although the term covers all claims on other intermediaries.  The total 
interbank assets held by bank i are 

 




n

j
jijx

1


 

 

where jx  is the total debt of bank j and ji is the share of bank j’s debt held by bank i.   

 

Note that 1, ni is the proportion of the bank’s liabilities held by the domestic creditor 

sector (e.g. in the form of deposits), while 2, ni is the proportion of the bank’s liabilities 

held by foreign creditors (e.g. in the form of short-term foreign currency-denominated 
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debt).  Since sectors n+1 and n+2 are not leveraged, we have 021   nn xx .  The balance 

sheet identity of bank i is 

 

ii

n

j
jiji xexy 

1

  

 

The left-hand side is the total assets of the bank.  The right-hand side is the sum of equity 
and debt.  Letting  nxxx 1  and  nyyy 1 , we can write in vector notation 

the balance sheet identities of all banks as 

 

xexy   

 

where   is the matrix whose  ji, th entry is ij .  Solving for y,  

 

  Ixey  

 

Define leverage i  as the ratio of total assets to equity and let  be the diagonal matrix 

with i  along the diagonal.  Then, 

 

   IIeey  

 

where   is the matrix of interbank liabilities.  By post-multiplying the above equation by 
the unit column vector u, we can sum up the rows of the vector equation above, and we 
have the following balance sheet identity. 

 

 1  ii
i

i
i

i
i

i zeey   

 
where iz  is given by the i th row of  uI  .  Here, iz  has the interpretation of the 

proportion of the bank’s liabilities that come from outside the banking sector – i.e. the 
proportion of funding that comes either from the ultimate domestic creditors (e.g. 
deposits) or the foreign sector (e.g. foreign-currency denominated banking sector 
liabilities).  In this way, we can re-write the aggregate balance sheet identity in the 
following way. 
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Total Credit   =   Total Equity of Banking Sector 
    + Liabilities to Non-bank Domestic Creditors 
    + Liabilities to Foreign Creditors 

  

The accounting framework above helps us to understand the connection between (i) the 
procyclicality of the banking system, (ii) systemic risk spillovers, and (iii) the stock of 
non-core liabilities of the banking system.  Within this accounting framework, the core 
liabilities of a bank can be defined as its liabilities to the non-bank domestic creditors 
(such as through retail deposits).  Then, the non-core liabilities of a bank are either (i) a 
liability to another bank, or (ii) a liability to a foreign creditor. 

Table 3.1 Classification of Core versus Non-core Liabilities 
(Source: Shin and Shin (2010)) 
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Two features distinguish non-core liabilities.  First, non-core liabilities include claims 
held by intermediaries on other intermediaries.  Second, they include liabilities to foreign 
creditors, who are typically the global banks, and hence also intermediaries, albeit 
foreign ones.  Even for liabilities to domestic creditors, if the creditor is another 
intermediary, the claim tends to be short-term.  The distinction between core and non-
core liabilities becomes meaningful once there are differences in the empirical properties 
of the two types of liabilities.   

Table 3.1 is a two-way classification of banking sector liabilities that distinguishes the 
traditional concern with the liquidity of monetary aggregates for transactions purposes 
together with the question of whether the liabilities are core or non-core. 

Hahm, Mishkin, Shin and Shin (2010) examine the components of Korean banks’ 
liabilities, sub-divided into the two-dimensional categorization illustrated in Table 3.1, 
that is, by classifying liabilities into how liquid they are and who holds them.  They 
exhibit evidence of a clear hierarchy within each liquidity category of the relative 
“stickiness” of the liability, depending on whether the liability is due to the household 
sector, non-financial corporate sector or financial corporate sector.  In this way, core 
liabilities are more stable (or “sticky”) than non-core liabilities.  For instance, retail 
deposits of household savers would be more stable than corporate deposits, which in turn 
could be sub-divided into non-financial company deposits and financial institution 
deposits.   

In an open emerging economy where the banking system is open to funding from global 
banks, rapid increases in the non-core liabilities of the banking system would show up as 
capital inflows through increased foreign exchange-denominated liabilities of the banking 
system.   For this reason, foreign exchange denominated liabilities of the banking sector 
can be expected to play a key role in diagnosing the potential for financial instability. 

For the case of Korea, Shin and Shin (2010) proposed a definition of non-core liabilities 
as the sum of (i) foreign exchange denominated bank liabilities (ii) bank debt securities, 
(iii) promissory notes (iv) repos and (v) certificates of deposit.8    Note that this measure 
of non-core liabilities is an approximation of “true” non-core liabilities defined in our 
accounting framework above, as the classification is still based upon financial 
instruments rather than actual claim holders.  For instance, bank debt securities such as 
debentures and CDs can be held by households, and those must be excluded from the 
non-core liabilities.   

                                                 
8 The peaks in the series occur some weeks after the start of the crisis, as the non-core series are measured 
in Korean Won and the Won depreciated sharply during the 1997 and 2008 crises, increasing the Won 
value of foreign exchange-denominated liabilities. 
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Figure 3.2 Non-core banking sector liabilities of Korea 
(Source:  Shin and Shin (2010), data from Bank of Korea) 
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The right hand panel in Figure 3.2 charts the non-core liabilities of the Korean banking 
sector, taken from Shin and Shin (2010) with the FX liabilities shown in red.  It is 
noticeable how the first peak in non-core liabilities coincides with the 1997 crisis.  After 
a lull in the early 2000s, non-core liabilities increase rapidly in the run-up to the 2008 
crisis.  

Note also that the peak in these series occurs some weeks after the outbreak of the crisis.  
This is because the total amounts are measured in Korean won, and the outbreak of the 
crisis coincides with a rapid depreciation of the won, which implies an increase in the 
won value of the foreign currency denominated bank liabilities.   

The left hand panel of Figure 3.2 is the plot of the non-core liabilities as a fraction of M2.  
We see that the relative size of non-core liabilities to M2 is highly procyclical.  There is 
substantial variation in the ratio of non-core liabilities to M2, ranging from around 15% 
of M2 to a peak of 50% at the height of the 2008 crisis following the bankruptcy of 
Lehman Brothers.  The pronounced procyclicality of the non-core liability series for 
Korea should not come as a surprise given our earlier discussion of the balance sheet 
management practices of banks and the perverse nature of the demand and supply 
responses to asset price changes and shifts to measured risks.  During a credit boom when 
measured risks are low and funding from global banks are easy to come by, we would 
expect to see strong credit growth fuelled by capital inflows into the banking sector, often 
in foreign exchange. 
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Figure 3.3 Net Capital Flows of Equity and Banking Sector 
(Source:  Shin and Shin (2010), data from Bank of Korea) 
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Figure 3.3, taken from Shin and Shin (2010), shows how capital flows associated with 
foreign currency liabilities of the banking sector played a key role in the foreign 
exchange liquidity crisis of 2008 in Korea.  Figure 3.3 plots and compares the capital 
inflows and outflows for two sectors – the equity sector and the banking sector.   

The equity sector (in light bars) actually saw net inflows during the crisis in the autumn of 
2008.  Contrary to the common misperception (perpetuated by television broadcasts from 
the stock exchange after turbulent trading) that the exit of foreign investors from the 
Korean stock market is the main reason for capital outflows, we can see that the flows in 
the equity sector was net positive immediately after the crisis.   

There are good reasons for why the equity sector should see net positive flows during a 
crisis.  Equity outflows have two mitigating factors.  During a crisis, not only do stock 
prices fall sharply but there is a steep depreciation of the local currency relative to dollar 
terms.  For both reasons, foreign investors suffer a “double whammy” if they withdraw 
from the local stock market.  Provided that the exchange rate is allowed to adjust, equity 
outflows will not be the main culprit in draining foreign currency reserves.   When 
Korean investors have equity investments abroad, the repatriation flows back to Korea 
will outweigh the outflows from foreign investors.   

However, the banking sector is different for three reasons.  First, foreign currency 
liabilities of the banks have a face value that must be met in full.  Second, the face value 
is in foreign currency.  Third, the dynamics of deleveraging sets off amplifying effects 
through price changes and shifts in measured risks.   

For all three reasons, the deleveraging of the banking sector is associated with precipitous 
capital outflows.  Unlike long-term investors, such as pension funds, mutual funds and 
life insurance companies, leveraged institutions are vulnerable to erosion of their capital, 
and hence engage in substantial adjustments of their assets even to small shocks.  The 
feedback loop generated by such reactions to price changes amplifies shocks. 

As seen in Figure 3.3, the banking sector in Korea saw very substantial capital outflows 
in the aftermath of the Lehman crisis.  In the three months following the Lehman 
bankruptcy, the outflow from the banking sector was 49 billion dollars, which more than 
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accounts for the decrease in Korea’s foreign exchange reserves from over 240 billion 
dollars before the Lehman crisis to 200 billion at the end of 2008.  Deleveraging by banks 
and the associated amplification effects have figured prominently in emerging economy 
financial crises. 

As a practical matter, the classification into core and non-core is not so clear-cut.  For a 
small and medium sized enterprise with an owner-manager, the bank deposits of that firm 
could be seen as household deposits.  However, the firm could be a major firm with 
access to market finance, who can issue bonds and then deposit the proceeds of the bond 
sale in the banking system.  Nevertheless, the distinction between core and non-core bank 
liabilities provide a better window on the actual exposure of the banking sector to 
financial risk and their willingness to increase exposures.  As such, the relative size of 
non-core liabilities can be used as a monitoring tool to reflect the stage of the financial 
cycle and the degree of vulnerability to potential setbacks. 

Hahm, Shin and Shin (2011) test the hypothesis that the greater incidence of non-core 
liabilities is associated with greater vulnerability to crises by conducting a cross-country 
panel probit study of financial crises.  The study is conducted using the IMF’s 
International Financial Statistics (IFS) where the liability of the banking sector to foreign 
creditors is used a one of several non-core liability measures.  They find that, non-core 
liabilities indeed figure prominently in explaining financial crises, even in the presence of 
other predictive variables such as the credit to GDP ratio that has received much attention 
in the policy community.   

 

4. Macroprudential Tools  

Macroprudential policy aims to secure financial stability by leaning against the 
excessively rapid loan growth in the banking sector.  One useful taxonomy is to 
distinguish between asset side tools that limit bank loan growth directly, liabilities side 
tools that limit vulnerability to liquidity and currency mismatches, and bank capital-
oriented tools that limit loan growth through altering incentives of banks.  Table 4.1 
summarizes the macroprudential tools and their main advantages and drawbacks.  The 
rest of this section will be devoted to a more detailed examination of their properties. 
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Table 4.1 Taxonomy of Macroprudential Tools 

 Policy Tool Advantages Drawbacks 

Asset 
Side 

Tools 

Loan-to-Value 
(LTV) cap 

Low administrative 
burden 

Ineffective during rapid 
housing boom 

Debt service-to-
Income (DTI) cap 

Ties loan growth to 
wage growth 

High administrative 
capacity needed for 

data on income 

Loan-to-Deposit 
Caps 

Low administrative 
burden 

Distorts bank funding  

Not applicable to 
foreign banks 

Reserve 
Requirement 

Low administrative 
burden 

Ineffective with low 
interest rates, burdens 

central bank 

Liabilities 
Side 
Tools 

Levy on wholesale 
bank liabilities 

Price based measure. 

Acts on broad liability 
aggregates  

Needs legislation. 

Cannot narrowly target 
FX vulnerability 

Levy on FX-
denominated bank 

liabilities 

Price-based measure 

Enhances monetary 
policy Counters FX risk

Needs legislation  

Narrow base of levy   

Bank 
Capital-
Oriented 

Tools 

Countercyclical 
capital 

requirements 
Conforms to Basel III  

Difficulty in calibration 
Level playing field 

issues 

Forward-looking 
provisioning 

Modifies bank 
incentives 

Objections from 
accounting standard 

setters 

Leverage cap 
Modifies bank 

incentives 

Not price based 

Open to circumvention 

Vulnerable to bank FDI
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4.1. Bank Capital-Oriented Tools   

Capital Requirements that Adjust Over the Cycle 

The balance sheet management of banks is inherently procyclical.  The rise in asset 
values that accompanies a boom results in higher capital buffers at financial institutions, 
supporting further lending in the context of an unchanging benchmark for capital 
adequacy.  In the bust, the value of this capital can drop precipitously, possibly even 
necessitating a cut in lending.9   

Capital requirements that lean against the credit or business cycle can mitigate the 
lending cycle.  The framework for countercyclical capital buffers as envisaged in the 
Basel III framework has focused on the ratio of credit to GDP.  This ratio has been shown 
to be useful as an indicator of the stage of the financial cycle, as demonstrated by the 
work of BIS economists, notably by Borio and Lowe (2002, 2004).  Under the Basel III 
framework, the ratio of credit to GDP has been given a central role.  The initial 
consultation document (BCBS (2009)) issued by the Basel Committee first proposed a 
countercyclical capital surcharge.  The idea that the required capital buffer should vary 
over the financial cycle had been discussed for some time, and had been argued in the 
Geneva Report on bank regulation (Brunnermeier, Crockett, Goodhart, Persaud and Shin 
(2009)).  The Basel Committee’s approach can be seen as the concrete implementation of 
the concept by selecting the credit to GDP ratio as the appropriate cyclical indicator.   

Conceptually, it is natural that credit growth should be scaled by normalizing it relative to 
some underlying fundamental measure.  Normalizing credit growth by GDP has many 
advantages.  GDP is an aggregate flow measure of economic activity that reflects current 
economic conditions, and one which is readily available under the basic national income 
calculations.  Moreover, it is a measure that has a high degree of standardization across 
countries, which helps in competition and level playing field disputes in the consistent 
implementation of international banking regulation rules. 

However, there are measurement challenges, even for the concept of credit growth.  To 
serve as a signal of procyclicality, credit growth should mirror the risk taking attitudes or 
market risk premiums, where they are relevant.  The need for judgment is important in 
emerging and developing economies where long-term structural change through financial 
development may render credit growth statistics less useful as a gauge of risk appetite.   

For instance, if the ratio of private credit to GDP shows rapid increases due to informal 
credit arrangements moving on to the formalized banking sector, then such a 
development has benign consequences for financial stability.  In contrast, if the ratio of 
private credit to GDP increases due to a housing boom that is fed by cheap credit and the 
recycling of funding by non-financial companies, then the financial stability implications 
are more worrying.  

The simple credit to GDP ratio may suffer from the fact that the aggregate measures of 
credit growth may mask some subtleties that cannot be summarized in one simple 
aggregate.  It is also conceivable that there may be endogenous changes in the economic 
relationships between variables if the reduced-form economic relationships that underpin 
credit and GDP are used for policy purposes. 
                                                 
9 For example, see Kashyap and Stein (2004) and Adrian and Shin (2010).  
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One possible counterargument to the accusation that the credit to GDP ratio may be too 
blunt could be that any policy maker will be exercising judgment when interpreting the 
figures.  Also, it could be argued that there is an asymmetry between the upswing part of 
the financial cycle and the down-swing part, and that most of the asynchronicity of 
financial cycles show up during the downswing.  During the upswing, it may be argued 
that the policy of “leaning against the wind” can utilize the information contained in the 
rapid growth of the credit to GDP ratio. 

Assenmacher-Wesche and Gerlach (2010) present an opposing viewpoint to the emphasis 
placed by Borio and Lowe (2002, 2004) on the credit to GDP ratio as an informative 
signal of the build-up of vulnerabilities in the economy.  Assenmacher-Wesche and 
Gerlach (2010) take a skeptical line on the link between credit growth and property price 
increases.  Although they find that credit shocks are associated with increases in real 
GDP and equity prices, the authors do not find evidence that credit growth has a large 
impact on property prices. The authors take this result as evidence that the bulk of the 
variation in credit growth is related to expected future changes in real economic activity, 
and they conclude that the widely accepted view that fluctuations in credit growth have 
been a major driver of property price shocks seems not to be supported by the data. 

Assenmacher-Wesche and Gerlach’s (2010) study uses data from the OECD countries 
covering the period 1986 – 2008.  Hence, their study applies to advanced economies 
rather than for developing and emerging economies.  However, the difficulty of finding 
conclusive evidence for the link between credit and property prices may be more widely 
applicable.   The fundamental difficulty is that a simple credit to GDP ratio does not have 
a conceptual framework that can easily link the measurement to measures of financial 
vulnerability.  The skeptic could always argue that a surge in credit could either be due to 
a structural change in the economy, the increase in positive net present value projects, 
and hence the demand for credit that is fully justified by the fundamentals, or simply the 
migration of lending relationships to the formal banking sector that were previously 
taking place in the informal sector. 

Further research will be necessary to determine to what extent the simple credit to GDP 
ratio can serve as a finely calibrated signal that can support the use of automatic 
tightening of bank capital standards, as envisaged in the Basel III framework.   

It would be uncontroversial to say that the less unanimity there is on the interpretation of 
the signal, the greater will be the political economy challenges faces by policy makers in 
acting decisively and in a timely fashion in heading off financial booms that build up 
vulnerabilities.   

If the triggering of the countercyclical capital requirements is predicated on the exercise 
of discretion and judgement by the authorities, the political economy problems associated 
with the exercise of such discretion put the authorities under pressure from powerful 
interest groups.  The political economy problem is similar to that of central banks that 
tighten monetary policy to head off property booms.  Since there are private sector 
participants (such as construction companies or property developers) who are the 
beneficiaries of the short-term boom, they can be expected to exert pressure on policy 
makers or engage in general lobbying.  The political economy problems will be more 
acute if there are controversies on the exact stage of the financial cycle or the degree of 
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conclusiveness of the empirical evidence invoked by the policy authorities.  A potential 
disadvantages of the countercyclical capital buffer is that it relies on the triggering of 
additional capital requirements in response to quantitative signals.  Although such 
quantitative measures are relatively straightforward in simple theoretical models, there 
may be considerable challenges in the smooth and decisive implementation in practice. 
 

Forward-Looking Provisioning 

Forward-looking provisioning requires the build-up of loss absorbing buffer in the form 
of provisions at the time of making the loan, and shares similarities with the 
countercyclical capital buffer.  However, there is a key difference between provisioning 
and equity in its accounting treatment.  In the case of forward-looking provisioning, the 
provision is not counted as bank capital, and hence is less likely to influence bank 
management that target a specific return on equity (ROE) level.  To the extent that the 
bank uses its capital as the base on which to build its total balance sheet, the larger size of 
the equity base will result in a larger balance sheet, and hence the greater use of debt to 
finance the assets.  During the credit boom, the build-up of greater assets using debt 
financing will contribute to build-up of vulnerabilities.   

The accounting treatment of the loss buffer as a provision rather than as equity thus has a 
potentially crucial effect on bank behavior.  By insisting on forward-looking provisioning, 
the bank’s equity is reduced by the amount of the provision.  During a boom, such a 
reduction of bank capital can play an important role in “letting off steam” in the pressure 
to build up the bank’s balance sheet by removing some of the capital base of the bank.   
An early reference to the specific rules and procedures as well as the empirical studies 
that underpin the specific quantitative features of the scheme is given in Fernandez, Pages 
and Saurina (2000).  A more recent update is provided by Saurina (2009) in a World 
Bank note. 

Although forward-looking provisioning has been important in cushioning the Spanish 
banking system from the initial stages of the global financial crisis, there is a question 
mark on whether building up loss absorbing buffers, by itself, can be sufficient to cushion 
the economy from the bursting of a major property bubble, as Spain has discovered in the 
recent financial crisis in Europe.  

 
Leverage caps 

Caps on bank leverage may be used as a way to limit asset growth by tying total assets to 
bank equity (Morris and Shin (2008)).  The rationale for a leverage cap rests on the role 
of bank capital as a constraint on new lending rather than the Basel approach of bank 
capital as a buffer against loss.   

The main mechanism is the cost of bank equity, which is regarded by the bank as being a 
more expensive funding source than short-term debt.  By requiring a larger equity base to 
fund the total size of the balance sheet, the regulator can slow down asset growth. 

The experience of Korea holds some lessons in the use of leverage caps.  In June 2010, 
the Korean regulatory authorities introduced a new set of macroprudential regulations to 
mitigate excessive volatility of foreign capital flows.  Specific policy measures included 
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explicit ceilings on foreign exchange derivatives positions of banks, regulations on 
foreign currency bank loans, and prudential regulations for improving foreign exchange 
risk management of financial institutions.  These policy measures were intended to limit 
short term foreign currency denominated borrowings of banks, and did so by requiring 
banks to put up more equity capital if they chose to increase volatile debt.  Korea’s 
leverage cap on bank FX derivative positions introduced in June 2010 saw some success 
in limiting the practice of banks hedging forward dollar positions with carry trade 
positions in Korean Won funded with short-term US dollar debt. 

 
4.2 Asset Side Tools 

Asset side tools act as brakes on bank asset growth directly, counteracting the superficial 
and temporary strength of individual bank capital ratios that are inflated due to 
temporarily depressed measures of risk or to higher profitability during booms.  
Inevitably, there are tools that straddle alternative categories.  For instance, the reserve 
requirement imposed by central banks is an asset side tool, but is more naturally 
discussed in connection with the non-core liabilities levy below.  Here, we begin with 
LTV and DTI. 

Loan-To-Value and Debt- Service-To-Income Caps  

When monetary policy is constrained, administrative rules that limit bank lending such as 
caps on loan-to-value (LTV) ratios and debt-service-to-income (DTI) ratios may be a 
useful complement to traditional tools in banking supervision.  LTV regulation restricts 
the amount of the loan not to exceed some percentage of the value of the collateral asset.  
DTI caps operate by limiting the debt service costs of the borrower not to exceed some 
fixed percentage of verified income.  

Conceptually, it is useful to distinguish two motivations for the use of LTV and DTI rules.  
The first is the consumer protection motive, where the intention is to protect household 
borrowers who may take on excessively burdensome debt relative to the reasonable 
means to repay from wage income.  Under this motivation, LTV and DTI rules would be 
similar to the rules against predatory lending to uninformed households.  Although this is 
an important topic in consumer protection policy, this is not the motivation that is 
relevant for macroprudential policy, and is not discussed in this report. 

Instead, the macroprudential rationale for imposing LTV and DTI caps is to limit bank 
lending so as to prevent both the build-up of non-core liabilities to fund such loans, and 
also to lean against the erosion of lending standards that are associated with rapid asset 
growth. 

It is important to reiterate why conventional microprudential tools such as minimum 
capital requirements are insufficient to stem excessive asset growth.  As illustrated by the 
example of Allied Irish Banks (AIB) in the earlier analytical background section, 
minimum capital requirements rarely bite during a lending boom when bank profitability 
is high, and when measured risks are low.  Recall that AIB’s capital ratios were at their 
highest immediately before the onset of the global financial crisis.   

Although LTV ratio caps are familiar tools, the use of DTI caps is less widespread.  For 
Korea and some Asian economies such as Hong Kong, the use of DTI ratios has been an 
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important supplementary tool for macroprudential purposes.  DTI rules have the 
advantage that bank loan growth can be tied (at least loosely) to wage growth in the 
economy.  Without this fundamental anchor, an LTV rule by itself will be susceptible to 
the amplifying dynamics of a credit boom which interacts with an increase in the value of 
collateral assets during a housing boom.  Even though the LTV rule is in place, if house 
prices are rising sufficiently fast, the collateral value will rise simultaneously, making the 
constraint bind less hard. 

In the case of Hong Kong, the use of DTI rules takes on added significance due to the 
fact that Hong Kong has a currency board based on the US Dollar, and hence does not 
have an autonomous monetary policy.  As such, monetary policy shocks are transmitted 
directly to Hong Kong. 

Loan-to-Deposit caps   

A cap on the loan to deposit ratio limits credit growth by tying it to the growth in deposits.  
The Korean supervisory authority announced in December 2009 that it will reintroduce 
the loan-to-deposit ratio regulation which had been scrapped in November 1998 as a part 
of the government deregulation efforts.  According to the regulation, the ratio of Korean 
won denominated loans to won-denominated deposits should fall to below 100% by 2013.  
The rationale for this policy was to restrict loan growth, by tying the growth of lending to 
the deposit base.  

Since the deposit base constitutes the baseline, the definition of what qualifies as deposits 
has strict guidelines.  For instance, negotiable certificates of deposit (CDs) are not 
included in the measure of deposits in the denominator in computing the ratio.  Although 
the requirement to meet the 100% ceiling was set for the end of 2013, but the banks 
anticipated the eventual cap and began reducing their loan-to-value ratios in anticipation 
of the implementation of the cap. 

However, one potential weakness of the regulation is that the rule does not apply to the 
Korean branches of foreign banks.  Since foreign bank branches supply a substantial 
amount of foreign exchange denominated lending to Korean banks and firms, the 
exemption of foreign bank branches leaves a gap in the regulation.  However, this gap 
would not have been easily plugged within the framework of a loan-to-deposit cap, since 
foreign bank branches, by their nature, rely mostly on funding from headquarters or from 
wholesale funding, rather than local deposit funding.   

For domestic banks, the loan to deposit ratio cap has two effects.  First, it restrains 
excessive asset growth by tying loan growth to the growth in deposit funding.  Second, 
there is also the direct effect on the growth of non-core liabilities, and hence on the build-
up of vulnerabilities that come from the liabilities side of the balance sheet.  In this 
respect, there are similarities between the loan to deposit cap and the levy on non-core 
liabilities, to be discussed below.   

Indeed, at the theoretical level, the loan-to-deposit cap can be seen as a special case of a 
non-core liabilities levy (to be discussed below) where the tax rate is kinked, changing 
from zero to infinity at the threshold point.  However, the comparison with the non-core 
liabilities levy is less easy due to the fact that the loan to deposit cap applies only to loans, 
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not total assets or total exposures (including off balance sheet exposures). 
  

4.3 Liabilities Side Tools 

Liabilities side tools address the build-up of vulnerabilities to liquidity and currency 
mismatches and the underpricing of risk on global capital markets.  A levy on the non-
core liabilities of banks acts to mitigate the build-up of systemic risks through currency or 
maturity mismatches.  The levy works by counteracting the distortions to global funding 
conditions and the “supply push” of funding by the global banks. 
 

Levy on Non-Core Liabilities.   

As already discussed in earlier sections of this report, the stock of non-core liabilities 
reflects the stage of the financial cycle and the extent of the under-pricing of risk in the 
financial system.  A levy or tax on the non-core liabilities can serve to mitigate pricing 
distortions that lead to excessive asset growth.  The Financial Stability Contribution 
(FSC) recommended by the IMF in its report (IMF (2010b)) on the bank levy to the G20 
leaders in June 2010 is an example of such a corrective tax.     

The levy on non-core liabilities has several features that impact overall financial stability.  
First, the base of the levy itself varies over the financial cycle.  The levy bites hardest 
during the boom when non-core liabilities are large, so that the levy has the properties of 
an automatic stabilizer even if the tax rate itself remains constant over time.  Given the 
well-known political economy challenges to the exercise of discretion by regulators, the 
automatic stabilizer feature of the levy may have important advantages. 

Second, the levy on non-core liabilities addresses financial vulnerability while leaving 
unaffected the essential functioning of the financial system in channeling core funding 
from savers to borrowers.  By targeting non-core liabilities only, the levy addresses 
externalities associated with excessive asset growth and systemic risk arising from 
interconnectedness of banks.  In other words, the levy addresses the “bubbly” element of 
banking sector liabilities, rather than the core liabilities of the banking system. 

Third, the targeting of non-core liabilities can be expected to address the vulnerability of 
emerging economies with open capital accounts to sudden reversals in capital flows due 
to deleveraging by banks.  Indeed, for many emerging economies, the levy on non-core 
liabilities could be aimed more narrowly at the foreign currency denominated liabilities 
only.  Shin (2011a) discusses some of the potential advantages of a levy on non-core 
liabilities of this sort.   

The revenue raised by the levy is a secondary issue.  The main purpose of the levy is to 
align incentives.  A good analogy is with the Congestion Charge used to control car 
traffic into central London.  Under this charge, car drivers pay a daily fee of 8 pounds to 
drive into central London.  The main purpose of the charge is to discourage drivers from 
bringing their cars into central London, thereby alleviating the externalities associated 
with traffic congestion.  In the same way, the non-core liabilities bank levy should be 
seen primarily as a tool for aligning the incentives of banks closer to the social optimum.  
The revenue raised by the levy would also be of benefit (perhaps for a market 
stabilization fund) but the revenue is a secondary issue. 
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In December 2010, Korea announced that it will introduce a Macroprudential Levy aimed 
at the foreign exchange-denominated liabilities of banks – both domestic banks and the 
branches of foreign banks.  The proposal passed the legislative process in April 2011, and 
came into effect in August 2011.    

The rate for the Korean levy has been set at 20 basis points for short-term FX 
denominated liabilities of up to one year, falling to 5 basis points for long-term liabilities 
exceeding five years.  The proceeds from the levy will be held in a special account of the 
pre-existing Exchange Stabilization Account, managed by the finance ministry.  The 
proceeds may be used as part of the official foreign exchange reserves.   

There is a key difference between Korea’s macroprudential levy and the outwardly 
similar levy introduced by the UK.  In the UK’s case, the revenue is goes into the general 
fiscal account of the government, and hence can be regarded as a revenue raising measure.  
In contrast, the Korean levy has its revenue ring-fenced for specific use in financial 
stabilization. 
  

Unremunerated Reserve Requirements.   

Perhaps the best known traditional form of capital control has been unremunerated 
reserve requirements (URR), where the central bank requires importers of capital to 
deposit a certain fraction at the central bank.  The prevalence of the URR owes in large 
part to the fact that the central bank has been in charge both of prudential policy and also 
of macroeconomic management, and the central bank normally has had discretion to use 
URR policies without going through the legislative procedures associated with other 
forms of capital controls, such as levies and taxes. 

The recent IMF staff discussion note (Ostry et al. (2011)) has a comprehensive discussion 
of the experience of countries in their use of URRs.  Most central banks impose some 
type of reserve requirement for deposits, especially when the deposits are under 
government sponsored deposit insurance.  The rationale in such cases for the reserve 
requirement is as an implicit insurance premium to be paid by the bank in return for the 
deposit insurance.   

The macroprudential motivation for URR is to impose an implicit tax on those 
components of financial intermediary liabilities other than insured deposits that are likely 
to impose negative spillover effects.  The introduction of a reserve requirement for the 
non-deposit liabilities of banks would raise the cost of non-deposit funding for banks, and 
thereby restrain the rapid growth of such liabilities during booms.  In this respect, the 
reserve requirement on non-deposit liabilities would have a similar effect to a tax or levy 
on such liabilities, to be discussed below.   

Some recent examples of the use of URR are discussed in Ostry et al. (2011, p. 28).  
Chile set up a URR in 1991 at a 20% rate, with varying length depending on the maturity 
of the balance sheet item.  The rate was subsequently increased to 30% and the deposit 
was set at one year, regardless of the maturity.  However, the URR rate was reduced to 
zero in 1998. 

Colombia set up a 40% URR in 2007, where withdrawals within six months were met 
with a heavy penalty.  The rate was increased to 50% in May 2008.  Also, to prevent 



 28

circumvention via the classification of some flows as FDI, a two-year minimum stay 
requirement was implemented for inward FDI. 

Although the URR is an implicit tax on a balance sheet item, the implied tax rate itself 
will vary with the opportunity cost of funds, and hence on the prevailing interest rate.  
The variability of the implicit tax rate necessitates some adjustment of the reserve rates, 
and the requirements will need to be raised to a high level when interest rates are low.  
This is potentially one disadvantage of the URR relative to other measures. 

Another issue is the challenges to managing the central bank’s balance sheet as a 
consequence of URRs.  The reserves would have to be held on the central bank’s balance 
sheet as a liability, with implications for the fluctuations in the money supply in line with 
the private sector’s use of non-deposit liabilities, and the selection of counterpart assets 
on the central bank’s balance sheet. 

Although not central, there are also differences in the revenue implications between the 
reserve requirement and a levy or tax.  The reserve requirement would raise revenue to 
the extent that the net income on the assets held by the central bank that is funded by the 
reserves would be positive.  Hence, the bigger the interest spread between the asset and 
liability, the larger would be the income. 

There is one advantage of the reserve requirement that is not shared by the levy, which is 
that the banks would have access to a liquid asset in case there is a liquidity shortage or 
run in the financial market.  In this respect, the reserve requirement would have some of 
the features of the Basel III liquidity requirement on banks (BCBS (2010)). 

However, a disadvantage of the reserve requirement is that it applies only banks, rather 
than the wider group of financial institutions that use non-core liabilities.  When faced 
with the possibility of arbitrage, or with structural changes that shift intermediation 
activity from banks to the market-based financial intermediaries, the reserve requirement 
would be less effective. 
   

Relative Merits of URR versus Levies/Taxes  

The long preparation period needed for the macroprudential levy in Korea offers useful 
lessons on the relative merits of unremunerated reserve requirements and levies or taxes.  
The legislative process required to implement a levy can entail considerable delays in the 
introduction and effectiveness of the policy.  In the case of Korea, the initial discussions 
concerning the levy began in February 2010, but the eventual announcement of the 
implementation followed in December 2010.  The legislative hurdles were cleared in 
April 2011, for implementation in August 2011.  The whole process took 18 months, 
illustrating the challenges in setting up a new system. 

When the external environment is changing rapidly, such long delays make the new 
introduction of a levy cumbersome and impractical as the first line of defense.  
Nevertheless, as in Korea’s case, alternative measures that rely on existing legislation or 
other temporary measures can be used in the interim until the longer term policy 
measures come into force.   

In practice, the choice between URR and levies or taxes is driven by practical or reasons 
for administrative expediency, rather than on matters of principle.  Typically, the central 
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bank is the best established policy institution that has direct contact with the financial 
markets and institutions.  The long established status of the central banks in most 
countries explains why URRs have been more prevalent than levys or taxes. 

There are, however, exceptions to this rule.  In the case of Brazil, the inflow tax (IOF) 
was introduced some time ago (in 1993), and the legislation has been in effect since.  
Although the tax rate has been set a zero during times when the tax was not implemented, 
the infrastructure has been available for “dusting off” as circumstances have demanded.   

Unlike a tax, a URR can usually be removed (or set to zero) more easily because the 
budget is not directly reliant on its revenues.  For a similar reason, the macroprudential 
levy set by Korea has been designed so that the revenue does not have any budgetary 
implications, precisely in order to forestall potential political economy concerns. 
   

4.4. Capital Controls 

We conclude the paper by examining the relationship between macroprudential policies 
and other macro stabilization policies, including capital controls.   

To the extent that the external environment in the global banking system is a key 
determinant of the vulnerability of the economy to financial excesses, considerations of 
macroprudential policies cannot easily be separated from the currently active debate on 
the merits of capital controls.  The IMF has recently suggested the more neutral term 
“capital flow management” (CFM) policies (IMF (2011)), rather than the more emotive 
term “capital controls”, reflecting the more receptive attitude by the IMF to the 
imposition of capital controls. 

Indeed, some macroprudential tools have many similar attributes to the tools used in 
capital controls.  For this reason, the IMF has suggested a classification of policies along 
the capital flow management (IMF (2011, p. 41).  The suggested three-part taxonomy is 
as follows.   

 Prudential tools.  These encompass existing or new tools of prudential regulation 
that have primarily a domestic focus and are not aimed primarily at correcting capital 
flow distortions.  Examples include LTV rules, caps on the loan to deposit ratio, 
leverage caps, etc. 

 Currency-based tools.  These tools are prudential measures that address 
vulnerabilities that originate from distortions in the external environment such as 
global liquidity conditions, but which restrict activity or impose costs based on 
currency distinctions rather than on the residency of the investor.  Examples include 
the levy on short-term foreign exchange denominated liabilities of the banking sector 
implemented by Korea (the “macroprudential levy”).   

 Residency-based tools.  These are the traditional capital control (or “CFM”) tools  
that restrict activity or impose costs based on the residence of the investor.  Examples 
include administrative restrictions on ownership, taxes on portfolio inflows (IOF) 
currently being imposed by Brazil. 

Capital controls raise a complex set of issues concerning their ultimate objectives – i.e. 
whether the objective is to hold down the exchange rate, or to limit the total volume of 



 30

inflows in order to slow down the appreciation of the exchange rate.  These issues merit a 
separate discussion, and will not concern us here.  In this report, we will focus 
exclusively on the financial stability impact of macroprudential policies. 

Capital controls have two broad rationales.  The first is as a macroeconomic policy tool 
aimed at leaning against the appreciation of the exchange rate.  The second is as a 
prudential tool, used for financial stability objectives.  This report will not have much to 
say about the first objective.  The IMF’s paper from its Strategy, Policy and Review 
Department discusses the variety of capital control tools and their rationale (IMF (2011)).  

The distinguishing feature of capital control tools is that they discriminate on the basis of 
residence of the investor – i.e. whether the investor is domestic or foreign.  The tools 
include inflow taxes such as Brazil’s IOF, as well as administrative measures that restrict 
on ban certain activities or investments that foreign investors can hold. 

Although capital controls have been employed in order to affect the pace of exchange rate 
appreciation, the evidence on their effectiveness remains controversial.  However, there is 
much better evidence on the financial stability implications of capital controls. 

Regarding the financial stability objective, Ostry et al. (2011) note that there is a strong 
empirical association between capital controls on the one hand and less severe forms of 
credit booms and FX borrowing (Ostry et al. 2011, p. 21).  In reference to the recent 
global financial crisis, the authors regard it as a natural experiment for the effectiveness 
of capital controls, and note that the evidence is “suggestive of greater growth resilience 
in countries that had either capital controls (especially on debt liabilities) or prudential 
measures in place in the years prior to the crisis” (p.23).  There are also important 
implications for monetary policy autonomy.  De Gregorio et al. (2002) find that capital 
controls allowed Chile’s central bank to target a higher domestic interest rate over a 
period of 6 to 12 months.   

The likely channel through which capital controls have their financial stability effects is 
through their effect on the composition of capital flows, rather than the total amount.  De 
Gregorio et al. (2002) and Cardenas and Barrera (1997) show that capital controls are 
likely to have titled the composition of inflows away from short term claims and debt 
claims toward longer term claims that have more benign financial stability implications. 
The survey paper by Magud, Reinhart and Rogoff (2010) conducts a “meta analysis” of 
the existing survey literature on the effects of capital controls.  Their results are based on 
a meta-analysis of 37 empirical studies, and the main findings are four-fold concerning 
the effectiveness of capital controls on inflows.  They (i) make monetary policy more 
independent, (ii) alter the composition of capital flows, and (iii) reduce real exchange rate 
pressures (although the evidence on the latter is more controversial).  However, they (iv) 
do not reduce the volume of net flows (and hence the current-account balance). 

To the extent that capital controls have an effect on the composition of capital flows and 
the likely pace of currency appreciation that give some additional autonomy to monetary 
policy, both features appear to point to some role of capital controls within the broader 
macroprudential policy framework. 
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5. Concluding Remarks 

In this paper, we have given an overview of the policy options that can complement 
traditional tools of bank regulation and monetary policy in reining in the excesses in the 
financial system.  Macroprudential policies aim to lean against excessive asset growth 
during booms, and thereby achieve more sustainable long-term loan growth.  The mirror 
image of moderating asset growth is the mitigation of vulnerabilities on the liabilities 
side.  

The policy debate on macroprudential policies in the Financial Stability Board (FSB) and 
the Basel Committee on Banking Supervision (BCBS) has taken place with the focus 
largely on the developed financial systems that were at the eye of the storm in the recent 
financial crisis of 2007-9.  To the extent that the current global conjuncture with 
permissive global liquidity conditions is driven by expansive monetary policies pursued 
by advanced economy central banks, macroprudential policies that are aimed at achieving 
financial stability have many points of contact with capital control tools, or to use the 
more neutral terminology currently in fashion, the capital flow management (CFM) tools.   

 

Capital flow management tools often have broader macro objectives, such as leaning 
against the overly-rapid appreciation of the domestic currency, the exact dividing line 
between tools for financial stability and tools for macroeconomic management can be 
somewhat fuzzy.  Although the study of macroprudential policy frameworks is in its 
infancy there is a quickly accumulating body of work on the subject.  Based on the 
existing literature and recent insights, the paper has provided an analytical framework 
regarding the motivations for and effects of macro-prudential rules on financial 
institutions to consider a range of policy proposals as to their applicability in general.  
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