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Resumen

Seguin la literatura de areas monetarias Optimas, los paises deben formar una unidn monetaria si tienen
estrechos vinculos comerciales 0 si sus ciclos econdmicos estdn més sincronizados. Sin embargo, dichos
criterios son enddgenos. Siguiendo el trabajo de Frankel y Rose (1998) para paises industriales, nuestro
objetivo es analizar si sus resultados se extienden a paises desarrollados, en la medida que los diferentes
patrones de comercio internacional puedan llevar a asimetrias ciclicas entre los paises desarrollados y en
desarrollo. Utilizando informacién anual para 147 paises en €l periodo 1960-99, hallamos: (i) paises con
mayor comercio bilateral exhiben una mayor sincronizacion de sus ciclos econdmicos, (ii) dicho impacto es
mayor para los paises industriales que para los paises en desarrollo, (ii) un incremento en e comercio
bilateral de una desviacion estédndar eleva la correlacion de los productos de 0.25 a 0.39 para paises
industriales, de 0.08to 0.10 para parejas de paises industrial y en desarrollo, y de 0.03 a 0.06 para paises en
desarrollo, (iv) el impacto del comercio bilateral sobre la correlacién de ciclos econémicos es menor a
medida que las diferencias en | as estructuras de produccién entre paises sean mayores

Abstract

Some key criteriain the optimal currency area literature are that countries should join a currency union if they
have closer international trade links and more symmetric business cycles. However, both criteria are
endogenous. Frankel and Rose (1998) find that trade intensity increases cycle correlation among industrial
countries. We study whether the same result holds true for the case of developing countries, as their different
patterns of international trade and specialization may lead to cyclical asymmetries among them and between
industrial and developing countries. We gather annual information for 147 countries for 1960-99 (33676
country pairs) and find: (i) countries with higher bilateral trade exhibit higher business cycle synchronization,
with an increase of one standard deviation in bilateral trade intensity raising the output correlation from 0.05
to 0.09 for all country pairs; (ii) countries with more asymmetric structures of production exhibit a smaller
business cycle correlation; (iii) the impact of trade integration on business cycles is higher for industrial
countries than both developing and the industrial-developing country pairs; (iv) a one standard deviation
increase in bilateral trade intensity leads to surges in output correlation from 0.25 to 0.39 among industrial
countries, from 0.08 to 0.10 for our sample of industrial-developing country pairs, and from 0.03 to 0.06
among developing countries; (v) the impact of trade intensity on cycle correlation is smaller the greater the
production structure asymmetries between the countries.
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1. Introduction

The recent creation of the European Monetary Union (EMU) and the recent debate on
dollarization in several developing countries have renewed the interest in the economics of
currency unions. Countries forming a currency union typicaly benefit from the reduction in
transaction costs associated to trade and investment flows and thus may benefit from economic
specidization (Rose, 2000). However, these microeconomic efficiency benefits may be offset by
the loss of macroeconomic flexibility associated with a common currency. In particular, countries
joining a currency union may lose their ability to stabilize cyclical fluctuations through
independent counter-cyclical monetary policy. Both the benefits and the costs of currency unions
depend on the characteristics of the countries involved.

Traditional literature on optimal currency areas (OCA) -- which began during the early
1960s with the work of Mundel (1961) and McKinnon (1963) -- ams a establishing the
conditions under which the benefits of joining a currency union would outweigh its costs. Among
the key criteria considered in the OCA literature is the degree of trade integration between the
potential members, as well as the degree of symmetry of their business cycles® The degree of
integration matters because the reduction in transaction costs associated with the use of a
common currency will have alarger impact the larger the size of the trade and investment flows
among the member countries. The symmetry of the business cycle, in turn, plays a key role in
determining the cost of sacrificing an independent monetary policy. In summary, countries with
close international trade links are more likely to be members of an OCA, whereas countries with
asymmetric business cycles are less likely to be members of an OCA.

While the traditional OCA literature treats these criteria as exogenous, recent literature
argues that both trade integration and cycle synchronization are in fact endogenous (Frankel and
Rose, 1997, 1998). Firgt, currency unions can affect trade intensity. In fact, recent empirica
literature stresses the large positive effects of currency unions on trade (Rose, 2000; Glick and
Rose, 2001).2 Trade intensity, in turn, may affect cycle correlation. Empirical studies for the case
of industrial countries (Frankel and Rose, 1997, 1998; Fatas, 1997; Clark and van Wincoop,
2001) provide evidence that countries with closer trade linkages exhibit highly correlated

! Additional OCA criteria, such as the degree of labor mobility, wage flexibility, or the existence of fiscal
transfers among the members, relate to the cost of processing the necessary adjustments in the case of
asymmetric shocks among the member countries when independent monetary policy has been forgone.

2 New evidence suggests that Rose and associates might be over-estimating the impact of currency unions
on trade due to: (a) problems of sample selection and non-linearities Persson, 2001), and (b) not
adequately taking into account the possibility that joining a currency union could be an endogenous
decision (Tenreyro, 2001). A recent paper by Micco, Stein and Ordofiez (2002) finds the impact of EMU
on trade to be of the order of 15 percent.



business cycles. This finding motivated Frankel and Rose to state that countries that are ex ante
poor candidates to enter a monetary union could satisfy the criteria ex post because entry to the
currency union per se may provide an additional impulse for trade expansion that may result, in
turn, in higher business cycle correlation.

As is obvious from the discussion above, the link between trade intensity and business
cycle correlation plays a crucia role when considering the merits of a currency union among
countries that a priori do not seem to comply with the OCA criteria. But are the lessons derived
from the experience of industria countries useful to help guide policy decisions in developing
countries? Theory suggests that, in the case of developing countries, the lessons derived from the
experience of industrial countries should be handled with a great deal of caution.

According to the theoretical literature, the impact of trade integration on business cycle
corrdation could go either way. On the one hand, if the demand channel is the dominant force
driving business cycles, we expect trade integration to increase cycle correlation. For instance,
positive output shocks in a country might increase its demand for foreign goods. The impact of
this shock on the cycle of the country’s trading partners should depend on the depth of the trade
links with each of the partners. On the other hand, if industry-specific shocks are the dominant
force in explaining cyclical output, the relationship would be negative if increasing specialization
in production leads to inter-industry trade (as usually observed in developing countries). In this
case, trade integration leads to specidization in different industries, which in turn leads to
asymmetric effects of industry-specific shocks. In contrast, if intra-industry trade prevails (as
observed in industrial countries), specialization does not necessarily lead to asymmetric effects of
industry-specific shocks, since the pattern of specialization occurs mainly within industries. In
summary, the total effect of trade intensity on cycle correlation is theoretically ambiguous and
poses a question that could only be solved empiricaly. However, the important differences in the
pattern of trade and specidization among country pairs of different type suggest that the impact
of trade integration on cycle correlation in developing countries may differ substantially from that
among industrial countries.

Our paper extends the study of Frankel and Rose (1998) in order to analyze the impact of
trade integration on business cycle correlation not only among industrial countries but also among
developing countries, as well as among “mixed” (industrial — developing) country pairs. By
working with a sample of 147 industrial and developing countries, we are able to test whether the
links between trade intensity and business cycle correlation are different depending on the nature
of the countries involved. We expect the impact to differ across groups of countries, due to their

different patterns of trade and specialization (i.e. inter- vs. intra-industry trade patterns). Our prior



is that trade intensity should have a positive effect on cyclical output correlation among industrial

countries, and a smaller (and ambiguous) effect among other country pairs.

In studying the effects of trade intensity on cycle correlation, we follow the recent OCA
literature by taking into account the fact that trade intensity itself may be endogenous (Frankel
and Rose, 1998), through at least two different channels. First, cycle correlation could lead to
currency unions, which in turn could lead to increased trade intensity. Second, by joining a
currency union, countries reduce transaction costs, and a the same time link their monetary
policies to that of their partners. While lower transaction costs increase trade links, convergence
in macroeconomic policies (i.e. countries sharing a common monetary policy stance) might lead
to higher output correlation. Therefore, a positive relationship between trade intensity and cycle
correlation could potentially be due to both variables being explained by a third factor, namely
the formation of a currency union. Among our main findings, we have that:

(1) On average, higher trade integration leads to higher business cycle synchronization. This
result is robust to changes in the measure of bilateral trade intensity, to the de-trending
techniques used to compute cyclica output, or the estimation method (OLS or 1V).

(2) Our coefficient estimates suggest that the correlation between cyclica output increases from
a starting mean of 0.05 to 0.09 when the bilatera trade intensity increases by one standard
deviation.

(3) The impact of trade intensity on business cycle correlation for industrial countries is
significantly higher than the one for the sample of developing countries and the sample of
“mixed” country pairs. In particular, a one standard deviation increase in our coefficient of
bilateral trade leads to a surge in our business cycle correlation from a starting mean of: (a)
0.25 to 0.399 for industrial countries, (b) 0.075 to 0.104 for our sample of mixed country
pairs, and (c) 0.031 to 0.059 for our sample of developing countries. Note that result in (a) is
similar to the one found by Frankel and Rose (1998) although we are working with a larger
sample and different time period.

(4) We find robust evidence of a negative interaction effect between trade integration and an
index of asymmetries in the structure of production (which we use as a proxy for the extent of
inter-industry trade). As expected, the impact of trade intensity on cycle correlation is larger
when countries have similar production structures.

The rest of the paper is organized as follows. Section 2 provides some theoretical insights

regarding the relationship between trade integration and the synchronization of business cycles.

Section 3 discusses the data and presents the econometric methodology used in our empirical



evauation. Section 4 discusses the main empirical results and relevant extensions. Finally,
Section 5 concludes.
2. Some Theoretical Insights

In order to understand the different channels through which trade intensity can impact
business cycle synchronization, we follow Frankel and Rose (1998) in using Stockman’s (1988)
decomposition of the growth rate of the economy at timet, diny;, as the weighted average of the
growth rates in every sector of the economy d Inyy; (with k=1,...,n), with the weights (w;) being
approximated by the share of sector k's output in total output (with Sy w; = 1), thet is:

diny, = é. wdIny, @
K

If we express the growth rate in sector k at time t as deviations from the country’ s average growth

rate of output at timet, d Iny.;;, we can express (1) as.

diny, = é. WX +hy @
K

where the growth rate of real output for the domestic country at timet (d Iny;;) consists of the
weighted average of sector-specific deviations of the growth rate of output in sector k at time t
(Xkit=d Iny,ii- d In'y;,) and the average growth rate of total output of the country at time t (h;,).
Andogoudy, we define the growth rate of the foreign country (country j) as:

diny, =4 w,'x, +h, (2*)
k

Following Stockman (1988) we assume that: (i) {X} is distributed independently of each other
across both sector and time, with sectoral variance s,%; (i) Xt = Xir, that is industry shocks are
similar across countries, and have the same variance s,”; (iii) {hi} is distributed independently
over time; (iv) {x«} and {h;} are independent from each other. Given these assumptions, we can
compute the covariance between the growth rates of the domestic and foreign countries, i.e. s(y;
Y= cov(d Inyy, d Iny;):

S (¥:.Y;) =s @ wuwy +s (h.h)) ®

where s(h;,h;) is the covariance between country-specific aggregate shocks. In terms of

correlation coefficients, we can reformulate (3) as:

[e] o~ —~ *
r(yi’yj):awkiwkjSk2+Wh,yrhh* )
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where r (y;y;) represents the output correlation, r (h;h;) is the correlation between country-
specific aggregate shocks, W = Wi/s(y;) and Wy = [s(hi)/s(W)]/ s(h)/s(y;)] represent the
weights for the variance of industry shocks 6,%) and for the corrdation of country-specific
aggregate shocks r (h;,h;), respectively. The former set of weights, W, and W ;, are a direct
function of the shares in total output of the different industries in Home and Foreign countries
(countries i and j), respectively; whereas the latter set of weights, w,,, depend directly on the
relative volatility of the aggregate shock (with respect to output) in both countries.

According to the literature, the impact of greater trade integration on business cycle
synchronization is theoretically ambiguous. Standard trade theory (Heckscher-Ohlin paradigm)
predicts that openness to trade would lead to an increasing specialization in production along
industry lines, and inter-industry patterns of international trade (as typically observed among
developing countries). If business cycles are dominated by industry-specific shocks, X, we
would expect that higher trade integration, by bringing about deeper specialization, would lead to
decreasing business cycle correlations (i.e. given that s, is dways positive, we expect a negative
correlation between W ; and W ;). Kalemli-Ozcan, Sorensen and Yosha (2001) find another
mechanism that will render a negative correlation between trade integration and business cycle
correlations. With higher integration in both internationa financial markets and goods markets,
countries should be able to insure against asymmetric shocks through diversification of ownership
and can afford to have a specialized production structure. In this case, better opportunities for
income diversification induce higher speciaization in production, which are associated with more
asymmetric business cycles.

On the other hand, if patterns of specidization in production and internationa trade are
dominated by intra-industry trade (as frequently observed among industria countries), deeper
trade links will not necessarily result in deeper specialization along industry lines, as predicted by
standard trade theory. In this case, then, industry specific shocks will not necessarily affect
different countries more asymmetrically as they become more integrated (see Krugman, 1993). In
terms of the model, deeper trade integration does not necessarily lead to a negative correlation
betweenw ; and W ;. Consistent with the intra-industry perspective, it has been shown that an
increasing amount of trade is vertical or fragmented (Hummels et al. 2001), that is, countries are
increasingly speciadizing in particular stages of a good's production sequence, instead of
producing the entire good.® Kose and Yi (2001) argue that alowing for more of this “ back-and-

% Yi (2001) shows that models of international trade with vertical specialization can explain about 70
percent of growth in world trade.



forth” trade might lead to a greater response of the business cycle correlaions to higher trade
integration.

Findly, theoretical advances and empirical evidence supports the existence of different
channels through which higher integration might have an impact on the correlation between
country-specific aggregate shocks, r (h;,h;). First, spillover effects from aggregate demand shocks
might increaser (h;,h;). In this case, surges in income in one country might lead to higher demand
for both foreign and domestic goods. This effect might be even stronger if trade integration leads
to more coordinated policy shocks (Frankel and Rose, 1998).* Second, higher trade integration
might lead to a more rapid spread of productivity shocks through a more rapid diffusion of
knowledge and technology (Coe and Helpman, 1995) or via inward FDI and technology sourcing
(Lichtenberg et al. 1998). Table 1 provides a summary of the effects discussed before.

As we can observe from the table above, the relationship between trade integration and
business-cycle-synchrony is theoretically ambiguous. While the impact is positive if country-
specific aggregate shocks dominate business cycles, the effect of trade integration is not clear if
industry-specific shocks are the main source of business cycle. In the latter case, the nature of the
relationship between trade integration and cyclical output correlations depend on the patterns of
specidization in production once the economy is open to international markets. Given the
observed patterns of specidization in the world economy, we expect a positive correlation
between trade integration and business cycle correlations among industrial countries, and a more
ambiguous relationship (i.e. positive and smaler than among industria countries, and in some
cases negative) among industrial-devel oping country pairs and among developing countries.

3. Data and M ethodology
3.1 The Data

The core of our empirical analysis lies on the measurement of both bilateral trade
intensity and the bilateral correlations of real economic activity. First, the bilateral intensity of
international trade between countries i and | a time t is approximated with the following

measures.
. 14 fi
xm(i, j)f ==q J (5a)
t t t=1 Fit + th
. 14 f.
xm(i, j)? = = Ut 5b
(i, j); " ‘?}1 Y Y, (5b)

“ In the presence of fiscal consolidation or more coordinated monetary policies, the impact of spillovers
from aggregate demand is even larger.



In equations (5a)-(5b), fi;; denotes total bilateral trade flows of (exports to and imports from)
countries i and j, whereas F; represents tota trade flows (aggregate exports and imports) of
country k (with k=i,j). Our two measures of bilateral trade intensity follow Frankel and Rose
(1997, 1998). In equation (5a), we compute xm(i,j)* as the ratio of bilateral trade flows between
countriesi and j divided by the sum of countries i and j's tota trade flows. Our second measure,
xm(i,j) in equation (5b), is the ratio of bilatera trade flows between countries i and j to output
in both countries (Y;; and Y, respectively).”

The bilateral trade data are taken from the International Monetary Fund's Direction of
Trade data set, whereas nomina and rea GDP data are taken from the World Bank's World
Development Indicators. We have annual data for the 1960-99 period on bilateral trade flows for
the 147 countries in our sample (see appendix Il for our list of countries), and we used exports
FOB and imports CIF in order to construct the measures specified in equations (5a)-(5b).° A
problem which istypical of bilateral trade data is export flows from country i to country j are not
necessarily equa to import flows of country j from country i. In this case, we have aways relied
on the data reported by the country with higher income in the country-pair. Since it is not clear
whether it is more appropriate to build the measures of trade intensity normalizing by trade or
total output, we conduct our econometric tests using both. The other key variable in our study is

the degree of business cycle synchronization between countriesi and j a time t. To measure this
variable, we follow Frankel and Rose (1997, 1998) and compute the correlation between the
cyclical components of output for countriesi and j,

cov(y:,y}) (6a)
\/var(yf)var( y$)
where y* is the cyclical component of output (y). Our measure of output (y) isthe (log of the) real

corr(ys,yj)=

GDP in loca currency at constant prices, taken from the World Bank’s World Development
Indicators.” The cyclical component of output (y°) is obtained using different de-trending

® In addition to these two measures of trade intensity, we also used a theoretical measure of bilateral trade
intensity derived by Deardorff (1998), in which the bilateral trade is divided by the product of the GDPs,
and multiplied by the world GDP. For reasons of space, we have not included these results in the present
version. They are qualitatively similar to the results using our other measures, and are available upon
request.

® Although there was data for imports FOB on the IMF’s Direction of Trade Statistics, the data availability
was more limited. That is, it represents at most 20 percent of the coverage with imports CIF.

" In addition to output, Frankel and Rose (1997, 1998) use alternative measures of economic activity, such
as industrial production, employment, and unemployment. Since these measures are not widely available
for the much larger sample of countries included in our study, all of our results are based on measures of
output correlation. In any case, it is reassuring that the results in Frankel and Rose (1997, 1998) do not
seem to be sensitive to the measure of economic activity used.



techniques, as discussed below. Once we obtain the cyclica component of output for al
countries, we compute bilateral correlations of rea activity. Higher correlations imply a higher
degree of synchronization. Bayoumi and Eichengreen (1997, 1998) have developed an dternative
measure of business cycle coherence. They compute an indicator of business cycle asymmetries
for countriesi and j, as follows

asymm(y,y;) =s g% %g (6b)
jt 1 g

where y represents output (in logs), and s (3 represents the standard deviation computed over t
periods, hence, asymm(y;, y;) is the standard deviation of changes in the log of relative output
between countriesi and j. The lower the value of asymm(y;, y;), the higher the degree of business
cycle synchronization.®
3.2 Empirical Strategy

We have collected annual data for 147 countries over the 1960-99 period on both real
GDP and bilateral trade. After transforming our output data, we compute our measures of
business cycle synchronization between countriesi and j over a given span of timet. We split our
sample into four equally sized parts. 1960-69, 1970-79, 1980-89, and 1990-99. In addition, we
compute averages of our annual bilateral trade intensities over each decade.
3.2.1 The Regression Framework

In order to test the impact of trade integration (approximated by coefficients of bilateral

trade intensity) on business cycle synchronization (measured by the correlation between cyclical
outputs), we run the following regression:

corr(yie, Yir) = mr+ g In (14xm(i,j)); +u(i): ©

where corr(yi, ¥;:) denotes the business cycle correlation between country i and country j over
time period t, and xm(i,j)} represents the average bilateral trade intensity between country i and
country j over the time period t.°Our main interest lies on the sign and the magnitude of the Sope
coefficient g If industry shocks are the dominant source of business cycles and openness to trade
leads to complete speciaization (as Heckscher-Ohlin would predict), we would expect g to be
negative. On the other hand, if industry shocks lead to vertical specidization (and, therefore,

& 1f asymm(y;, y;) =0, if both countries have anal ogous cycles.

The trade intensity enters the equation in logs, following Frankel and Rose (1997, 1998). In our large
sample of 147 countries, there are many observations in which trade intensity is zero. Obviously, we would
not want to drop these observations, since they provide relevant information for the problem at hand. For
this reason, we use In (1+f(i,j)) rather than ; In (f(i,j)), a transformation that would be unnecessary in a
sample of industrial countries, in which all country pairs have positive trade.



more intra-industry trade), or if globa shocks dominate economic fluctuations then we would
expect gto be postive.

A problem with equation (6) is that, as discussed earlier, trade intensity itself may be
endogenous. Higher output correlation could encourage countries to become members of a
currency union, which in turn could lead to increased trade intensity (Frankel and Rose, 1998,
2002; Rose and Engel, 2002). Alternatively, both of our variables of interest, namely output
correlation and trade intensity, could be explained by a third one, such as currency union, which
at the same time reduces transactions costs in trade flows, and links the macroeconomic policies
of their members. Hence, countries joining a currency union might exhibit a positive correlation
between trade integration and business cycle synchronization. In this context, running an OLS
regression for equation (6) would yield biased and inconsistent estimates for g Given the
problems mentioned above, we need instruments for the bilatera trade intensity in order to
estimate g consistently. We use the gravity model of bilateral trade to motivate our choice of
instrumental variables. Following Wel (1996) and Deardorff (1998), the regression for bilatera
tradewe useis

In (1+xmy) »xm(i,j) = b + by Iny, + bz Iny +bsIndj

+ b, InBj + bs INn REM; + bs INREM; + Z gt g; (7)
wheref;; is our measures of bilateral trade flows country i to country j, y; and y; represent initial
output (real GDP) in countriesi and j, dj; is the distance between countriesi and j (in logs), and B;;
is a dummy variable equal to one for countries that share a common border. We expect that
bilateral trade between countriesi and j will increase if their outputs increase, if they are closer in
distance, and if they share a common border. Furthermore, we include an indicator of
geographical remoteness for countries i and j that measures how far each country lies from
dternative trading partners.'

Finally, the matrix Z comprises other variables that are used in the empirical literature of
the gravity equation model of trade. Here, we additionaly control for initial population and area

10 presumably, trade intensity would increase the farther the countries in the pair are to alternative markets.
Following Wei (1996) and Deardorff (1998), we construct a formula for the remoteness of country i as the
weighted average of that country’s distances to all of its trading partners (except for the country j involved
in a determined country pair), using as weights the share of the partner’s output in world GDP. That is, for

o &Y,

W
mtj y
and Weinhold (1998) argue that this measure complies with several desirable properties for a measure of
remoteness.

5
a determined (i,j)-country-pair, the remoteness of country i is defined as REM, = od,,. Stein
4]



in countriesi and j, number of idands and landlocked countriesin the (i,j) country pair, a dummy
variable for countries with regional free trade agreements, and dummies for common
geographical region, common language, common colonia origin, and common main trading
partner ™

3.2.2 Robustness Checks

In order to check the robustness of g, we first evaluate the sensitivity of our parameter of
interest to changes in the de-trending technique used to compute business cycles and, second, we
anayze the sengtivity of gto the inclusion of additional controls.

Different business cycle filters. Our first step to check for the robustness of our results
will be to check the sensitivity of gto changes in the cyclical component used in order to compute
the business cycle correlations. For that reason and given the lack of consensus about optimal de-
trending techniques, we use four different procedures to decompose output into trend and cycle:
(&) quadratic trend model, (b) first-differences, (c) the Hodrick-Prescott (HP) filter, and (d) the
Band-Pass filter (Baxter and King, 1999). In addition, we use the index of business cycle
asymmetries used by Bayoumi and Eichengreen (1997, 1998) which we discussed above. Our
preferred de-trending technique for the discussion of our results is the band-pass filter proposed
by Baxter and King (1999). Unlike other trend-cycle decomposition techniques, this filter takes
into account the statistical features of the business cycle!® In accordance with these statistical
properties, Baxter and King showed that the desired filter is a band-passfilter, that is, a filter that
passes through components of the time series with periodic fluctuations between 6 and 32
quarters, while removing components at higher and lower frequencies™ While much of the
discussion will be based on the results using this de-trending technique, the results that we will
present in sections 4 and 5 are robust to any of the four trend-cycle decomposition techniques
used in this paper.

Additional Controls. We aso test the robustness of g to the inclusion of possible omitted
variables that could help explain business cycle synchronization. Similarities in the structure of

production imply that industry-specific shocks tend to have similar effects on aggregate

1 The specification of our gravity equation model follows Rose and Engel (2001).

12 The NBER chronology lists 30 complete cycles since 1858. The shortest full cycle (peak to peak) was 6
quarters, and the longest 39 quarters, with 90 percent of these cycles being no longer than 32 quarters
gStock and Watson, 1999).

3 Baxter and King (1999) argue that the ideal band-pass filter is a moving average process with infinite
order. Due to practical reasons, we must approximate this filter with finite moving averages. They
specifically recommend the use of a 7-year centered moving average when working with both quarterly and
annual time series data. Finally, note that although we used the band-pass filter as our preferred de-
trending technique, the results that we will present in sections 4 and 5 are robust to any of the four trend-
cycle decomposition techniques used in this paper.
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fluctuations across national borders. Evidence shows that these shocks will generate higher
degree of business cycle synchronization among regions with similar production structures rather
than among regions with asymmetric structures (Imbs, 1999; Loayza, Lopez, and Ubide, 1999).
Similarities in the structure of production are approximated using the absolute value index
suggested by Krugman (1991). Letting s; and s; denote the GDP shares for industry K in

countriesi and j (k=1, 2, ...,N), the smilarity of country j's and country k's production structures

N
is measured as é |ski - Sy | Note that the higher is the value of this index, the greater is the
k=1

difference in industry shares across countriesi and j and, therefore, the greater are the differences
in economic dructure. Given that industry specidization may affect business cycle
synchronization through different mechanisms, we measure speciaization using the 9-sector
classification from the 1-digit level 1SIC code™. Data for the construction of these indices was
obtained from the World Bank and UNIDO."®
4. Empirical Assessment

In this section, we present our empirical assessment on the relationship between trade
integration and business cycle synchronization for the sample of al country pairs. As we stated in
section 3, we have annual data on output and bilateral trade for 147 countries over the 1960-99
period. In order to measure our dependent variable (business cycle correlation), we compute the
business cycle of real GDP over our sample period using different de-trending techniques (i.e.
log-linear, first differences, Hodrick-Prescott, and band-pass filter). Then, we compute the
business cycle correlation between countries i and j over a given span of time. In this case, we
split the 1960-99 period into four equally-sized sub-periods, and we are able to compute a total of
33676 bilateral output correlations 6232 for the 1960s, 7753 for the 1970s, 10127 for the 1980s,
and 9564 for the 1990s). Likewise, our annua data on bilateral trade intensity is averaged over

each decade to be compatible with our regression framework.*®

4 In the 1-digit level 1SIC code we find the following sectors: () Agriculture, Hunting, Forestry, and
Fishing; (ii) Mining and Quarrying; (iii) Manufacturing; (iv) Electricity, Gas, and Water; (v) Construction;
(vi) Wholesale and Retail Trade; (vii) Transport, Storage and Communication; (viii) Finance, Insurance,
Real Estate, and Business Services, (ix) Community, Social, and Personal Services.

15 Alternatively, we also used a 3-sector version of this index, discriminating between agriculture, industry
and services. While it is a much more rough indicator of production asymmetries, it is available for a
somewhat larger sample (25632 vs. 20131 observations). The results using this alternative index are
basically unchanged, and for this reason we do not report them.

8 addition to our pooled data analysis, we also conducted our regression analysis in a purely cross-
sectional dimension. That is, we compute the business cycle correlations for countries i and j over the
whole sample period, and we averaged the annual bilateral trade data over the 1960-99 period. That is, we
have one observation per country pair (instead of four). The results are qualitatively and quantitatively
similar to the results presented here, and are available from the authors upon request.
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4.1 Descriptive Statistics

In Table 2 we present some descriptive statistics on cyclical output correlation as well as
the index of business cycle asymmetries for all country pairs, and the evolution of these average
correlations over time. Before stating our results, we should observe that the degree of association
between output correlations obtained with the quadratic trend and the correlations obtained with
other filters is smaller than the degree of association among the latter ones.” On the other hand,
business cycle correlations obtained with first-difference, Hodrick-Prescott, and band-pass filters
are highly correlated among them, with their degree of association fluctuating between 0.77 and
0.94. Findly, we find that our index of business cycle asymmetries is negatively associated with
our different measures of cyclical output correlation (as expected), with the correlation coefficient
fluctuating between —0.13 (quadratic trend) and —0.25 (first differences).

On average, the measure of business cycle synchronization for al country pairs over the
1960-99 period (‘ pooled” correlation) fluctuates between 0.0372 (using first differences) and
0.065 (using the quadratic trend filter), with this correlation measure being weaker in the 1960s
(around 0.0084 and 0.0234) and stronger in the 1990s (around 0.039 and 0.102).

In Table 3, we present the average business cycle synchronization across different groups
of country pairs. We find that the highest cyclical output correlation is exhibited by the pairs of
industrial countries, (IND,IND), with an average that fluctuates around 0.2255 (using first
differences) and 0.2604 (using the quadratic trend filter). On the other hand, output correlations
for country pairs of developing countries, (DEV,DEV), are quite small and they fluctuate around
0.0203 (using first differences) and 0.0547 (using the quadratic trend filter). Furthermore, we find
that the output correlation among mixed industria-developing country pairs, (IND,DEV), are
larger than the correlations for (DEV,DEV) pairs. These correlations fluctuate around 0.0581
(using first differences) and 0.0862 (using HP filter). From these observations, we can see that
both North-North and North-South cycles are more synchronized than South-South cycles
regardless of the de-trending technique used (see Table 3).*®

Finaly, we find that (IND,IND)-country-pairs have higher bilateral trade intensity (0.35)
than the one exhibited by (IND,DEV) and (DEV,DEV) country pairs (0.04 for both groups of

country pairs) if we use the bilateral trade intensity as a percentage of the country-pair’'s real

" The degree of between the quadratic trend correlations and the other filters fluctuates between 0.37 and
0.41.

18 These results are corroborated by our index of cycle asymmetries, with the group of industrial countries
showing a more symmetric behavior than developing countries, while mixed country-pairs are somewhere
in between.
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GDP. Findly, we find that (IND,IND) country pairs have the lowest value for the index of
economic structure asymmetries.*
4.2 Correlation Analysis

Before conducting our regression analysis, we present the correlation analysis between
output correlation and bilatera trade intensity for the sample of al country pairs and different
sub-samples of country pairs. This provides a rough first look at the link between our main
variables of interest (see Table 4). In the first panel of Table 4, we show the smple correlation
between trade intensity and cyclical output correlation. For the whole sample of country pairs, we
find a positive and significant relationship between our two variables of interest. This positive
relationship is robust to changes in the measures of bilateral trade intensity and to changes in the
de-trending procedure to compute cyclical components. Whether we normalize by output or total
trade, we find that this correlation fluctuates between 0.047 and 0.089 across the different de-
trending techniques. As expected, we aso find that our index of cycle asymmetries is inversely
related to bilatera trade intensity, with their correlation fluctuating from —0.063 to —0.097.

In the second panel of Table 4, we compute the correlation between bilatera trade
intensity and business cycle synchronization conditional on geographical factors and income
measures (i.e. nationa borders, distance and remoteness, number of idands and landlocked
countries, common geographical region, common language, common main trading partner,
colony, dummy for regional free trade agreements, output, area, and population).”® We find that
the conditiona correlations are not only positive and significant but also higher than the simple
correlations. The correlation between output correlation and bilateral trade intensity (as a
percentage of either total trade or GDP) fluctuates around 0.11, whereas the correlation between
the index of cyclica asymmetries and trade intensity fluctuates from —0.1598 and —0.2063.

In Table 4, we also present the correlation analysis between cycle synchronization and
trade intensity for different groups of country pairs. We generaly find that (IND, IND) country
pairs display the highest correlation between trade intensity and cycle synchronization among the
different groups of country pairs, with a conditional correlation that fluctuates between 0.191 and
0.268. The co-movement between our two variables of interest for (DEV, DEV) country pairsis
also positive and significant (with the conditiona correlation fluctuating from 0.067 and 0.085),
while that for (IND, DEV) fluctuates within the range (-0.0045, 0.0657). This first look at the
evidence provides support to the hypothesis that the link between trade intensity and cycle

19 These sampl e statistics are not reported but available from the authors upon request.

20 This implies the calculation of a partial correlation between trade integration and business cycle
synchronization, after taking into account geographical features and output levels that could affect both
bilateral trade and output correlation.
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corrdation is stronger among industrial countries. We do find, however, that such link is positive
and significant for every country pair grouping we have considered.
4.3 Regresson Analysis

We begin by presenting the estimates for our parameter of interest g in equation (6) for
our sample of al country pairs (tables 6. We then check whether the results are different for
different country pair groups (table 7 and 8), as well as across time (table 9). In the discussion of
the results, we will focus mostly on the estimates using the band-pass filter, athough our main
results are robust to the use of other de-trending techniques.

4.3.1 All Country-Pairs

We run our regression equation (6) for different measures of our dependent variable (i.e.
cyclical output correlation and index of cyclica asymmetries) and measures of bilateral trade
normalized by total trade and output for all country pairs.”* Our OLS estimates of the coefficient g
in equation (6) are biased and inconsistent due to the endogeneity of bilateral trade. Hence, we
need to find instruments for bilateral trade in order to estimate our coefficient of interest more
efficiently. We take advantage of the vast literature on the gravity equation of internationa trade
in order to choose our set of instruments for the bilateral trade intensity (Frankd and Romer,
1999; Rose, 2000)

According to the literature, bilateral trade intensity between countries i and j is
instrumented with the following variables: distance between countries i and j, remoteness of
countries i and j, output, population, and area of both countries, dummy variables for common
border, common geographical region, common language, colony, common main trading partner,
dummy for regional free trade agreement, number of idands in the (i,j) country pair, and number
of landlocked countriesin the (i,j) country pair. Except for the dummy variables, the determinants
are expressed in logs.

Our results for the gravity equation model of trade (i.e. first stage regressions) are
presented in Table 5 In general, we find that countries that share a common border, that are closer
in distance and have trading partners that are farther away from the rest of the world, are
members of the same region, speak the same language, have the same colonia origin and the
same common main trading partner, higher GDP, smaller population, and engage in regional free

trade agreements, trade more intensively.

2L Our regressions include time dummies for the 1970-79, 1980-89 and 1990-99 periods, with the constant
representing the 1960-69 period (base category). Although the estimates for the time dummies are not
reported, they are jointly significant in the majority of cases.
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In table 6 we present our OLS and 1V estimates of equation (6) for the sample of al country pairs.
There we present our basic bivariate model (i.e. model M0), and the model M1, which isthe basic
model that includes the asymmetries in economic structures as an additional explanatory variable.
Our OLS estimates show a positive and significant association between bilatera trade intensity
and output correlation, which is robust to changes in the measure of the trade integration and the
de-trending technique used to compute the cyclical fluctuations of output (see pandl | of Table
6).>* Regarding the magnitude of the effect, using our estimates for the band-pass filtered output
correlations and the augmented model M1, we obtain that a surge in bilatera trade of one
standard deviation starting from the mean would be associated with a increase in the output
correlation from an average of 0.05 to 0.0884 (if bilatera trade is normalized by tota trade) and
0.0777 (if normalized by output).*

In pand Il of Tables 6, we present our 1V estimates for the impact of trade integration on
output correlation. Our coefficient of interest is also positive and significant, thus, suggesting that
higher bilateral trade intensity generates more synchronized business cycles. However, unlike the
OLS results, the impact of trade intensity appears somewhat larger in magnitude. An increase in
the bilateral trade intensity of one standard deviation starting from the sample mean would
increase the (band-pass filtered) bilateral output correlation from 0.05 to 0.086 (if normalized by
total trade) and to 0.088 (if normalized by output).”* Meanwhile, asymmetries in economic
structure across countries have the expected negative sign with cyclical output correlation (and
positive with cyclical asymmetries) although it is significant in some specifications. This implies
that countries tend to respond similarly to productivity shocks or shocks to the composition of
import demand from other countries if they have similar structures of production, and therefore,
they tend to exhibit higher cyclica output correlation.

While our results suggest that the impact of trade intendity is positive and significant, it is
much smaller than in Frankel and Rose (1998), who find that a one standard deviation increase in
bilateral trade intensity raises cycle correlation from 0.22 to 0.35. This suggests that the impact

may be smaller in the case of developing or mixed country pairs, which were absent in the

22 ps expected, when we use the business cycle asymmetry index, the sign is reversed

2 The final correlation reported is equal to the mean of the band-pass filtered output correlation (0.0501)
plus the coefficient estimated multiplied by the standard deviation of the bilateral trade intensity measure.
That is, 0.0501+10.1942* 0.0038=0.0884 (when normalized by trade) and 0.0501+12.1055* 0.0023=0.0777.
Note that 10.1942 and 12.1055 represent the estimated OL S coefficients from model M1 in Table 5, when
using band-pass filtered output correlations. In addition, 0.0038 and 0.0023 are the standard deviations of
bilateral trade intensity when normalized by trade and output, respectively.

24 Using the 1V estimated coefficient from the model M1 when the dependent variable is the (band-pass
filtered) output correlations, cyclical synchrony jumps from 0.0501 on average to
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Frankel and Rose paper. Next, we investigate whether the effects are different for different types
of country pairs.
4.3.2 Industrial Countries (IND) vs. Developing Countries (DEV)

In Table 7 and 8, we present a set of regressions in which the bilatera trade intengity is
interacted with slope dummies corresponding to country pairs of industrial countries, (IND,IND),
country pairs of developing countries (DEV,DEV), and mixed pairs of industrial and developing
countries (IND,DEV). Therefore, we can obtain separate coefficients for trade intensity for each
one of the country-pair groupings. Results for our basic model are presented in Table 7, whereas
OLS and IV estimates for the augmented model (which includes asymmetries in economic
structures) are reported in Table 8.

Based on the estimates reported in Tables 7 and 8, we find that the impact of trade
intensity on output correlation is larger among industrial country-pairs (North-North) than among
any other group of country pairs. Also, the impact is smaler among developing country-pairs
(South-South), than among the other groups in most cases. Using our |V estimates of model M1
(which includes the 9-sector index of asymmetric economic structures) with the dependent
variable being the (band-pass filtered) output correlations, we find that one standard deviation
increase in the measure of bilateral trade intensity from the mean will generate an increase in
output correlation:

From 0.25 to 0.373 (0.359) when normalized by output (trade) among industrial countries
using the basic model (MO0), and to 0.399 (0.381) when normalized by output (trade) among
industrial countries using the augmented model (M1).
From 0.075 to 0.104 (0.097) when normalized by output (trade) among mixed industria-
developing country pairs using the basc mode (MQ), and to 0.1043 (0.0957) when
normalized by output (trade) among industrial countries using the augmented model (M 1).
From 0.031 to 0.0523 (0.053) when normalized by output (trade) among industrial countries
using the basic model (M0), and to 0.0588 (0.0579) when normalized by output (trade)
among industrial countries using the augmented model (M1).
From these results there are two important implications relative to previous studies. First, our
finding for industrial countries is very similar to the results in Frankel and Rose (1998). Using a
more restricted sample (21 industrial countries), with different frequency of information
(quarterly data for the 1959-1993 period), they find that a one standard deviation increase in
bilateral trade intensity would rise the bilateral correlation of cross-country GDP (de-trended by

0.0501+14.7555*0.0024=0.086 (when normalized by trade) and to 0.0501+29.6755* 0.0013=0.088 (when
normalized by output).
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differencing) from 0.22 to 0.35, a result that is amost identical to ours. Second, our regression
results confirm our priors. The impact of trade integration among developing countries is still
positive and significant, and significantly smaler than the impact of trade intensity on the output
correlation among industria countries. Finaly, using the HP and BP filters, the impact of trade
intensity on output correlation is larger in mixed industrial-developing country pairs than among
devel oping countries, which suggest that North-South free trade agreements may enhance cyclical
output correlation in a better way than South-South agreements.

4.3.4 The Impact of Trade Integration over time

The magnitude of the impact of trade integration on business cycle synchronization may
have varied over time, depending on the nature, size and type of disturbances that have affected
the world economy.?® In this section, we assess whether the impact of trade on business cycle
synchronization has varied over the decades spanning the 1960-99 period. From the results
reported in Tables 9 and 10, we might argue that the impact of trade is negligible during the
1960s in the mgjority of cases, wheress it is statistically significant for the other decades. Based
on our estimates with HP- and band-pass-filtered output correlations, we find that the higher
impact of trade is carried out in the 1970s and in the 1990s, when the world economy faced
severa global/regional shocks. Using the 1V coefficients for trade integration (normalized by
output) in the model M1 (that includes the 9-sector index of asymmetries in economic structures),
we have that the impact of trade integration is negative and not significant for the 1960s, whereas
the impact seems to be positive and significant for the other decades (see pandl 11 in Table 10).

An economic interpretation of these results will imply that following a one standard
deviation increase in bilateral trade (normalized by output) during the decade, cyclical output
correlation during the 1960s (from 0.0234 vs. 0.0368), and that it will significantly increase for
the rest of the decades from 0.0522 to 0.0992 in the 1970s, from 0.0588 to 0.0885 in the 1980s,
and from 0.0567 to 0.1309 in the 1990s. One potential explanation for this may be the increased
importance of intra-industry trade over time.

4.3.5. Trade Integration and Production Structure Asymmetries

In table 11, we include the index of production asymmetries as a control variable.
However, smilarities in the production structure may affect the nature of the impact of trade
integration on cycle correlation, since similar economies are more prone to show a pattern of

% Cyclical output comovement among industrial countries and between industrial and developing countries
has varied over time as a product of idiosyncratic shocks in countries belonging to these regions.
Specificaly, declining comovement in the 1990s has been attributed to asymmetric shocks in the major
advanced economies (e.g. German reunification and Japan’s long recession), and a series of emerging
market crises, especially in Asiaand Latin America (IMF, 2001).
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intracindustry  specidlization. These considerations suggest the convenience of adding an
interactive term, in order to look at complementarities between production asymmetries and trade
intensity. We expect this interaction term to be negative and significant, suggesting that the
impact of trade integration should be weaker among dissimilar countries.

We find evidence consistent with our prior, that is, we find a negative and dtatistically
significant interaction effect between trade intensity and asymmetries in production. Moreover,
this negative coefficient is robust to the bilateral trade measure, the de-trending technique and the
estimation method (OLS or 1V). See Table 11 for more detailed information. In figure 1 we
observe the change in output correlation following a one standard deviation increase in bilateral
trade intengity. In this case, note that the impact of trade will be influenced by the asymmetries in
production structure existent between a specific pair of countries. We find that the highest the
extent of the asymmetries, the lower the change in output correlation following the positive trade
shock. For example, the mixed industria-developing country pairs exhibit asymmetries in
production structures that are larger than the one for all country pairs (0.4456 vs. 0.3994) and the
response of cyclical output correlation is lower than the world average (1.7 vs. 3.0). Furthermore,
on average, industrial countries exhibit the most ssimilar production structures (with a value for
our index equal to 0.1331) and, hence, the largest change in output correlation (8.1).

5. Summary and Conclusions

One of the key criteria on the optimal currency area (OCA) literature is that countries
should join a currency union if they have closer international trade links and more symmetric
business cycle. However, both criteria (trade intensity and cycle correlation) are endogenous.
After controlling for endogeneity, we want to know whether trade intensity increases cycle
correlation in a more expanded set of countries. Although Frankel and Rose (1998) find that trade
intensity increases cycle correlation among industria, there are reasons to believe that this could
be different among developing countries and among industrial-developing country pairs. Patterns
of international trade among industrial countries (i.e. intra-industry trade) are quite different than
the patterns followed among developing countries and among industrial-developing country pairs
(i.e. inter-industry trade) suggesting that, in these cases, the impact of trade intensity on cycle
correlation should be weaker, and of ambiguous sign.

In this paper we have attempted to provide an exhaustive analysis of the impact of trade
integration on business cycle synchronization. Not only we provide an efficient estimate for this
effect (thanks to the use of the gravity equation for internationa trade), but also we conduct a
sengitivity analysis to changes in the sample of countries, changes in the time period of the
estimation, and the inclusion of interaction effects between trade intensity and direct sectoral
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linkages. Our prior is that trade intensity should have a postive effect on cyclical output
correlation among industrial countries, and a smaller effect among other country pairs. After
performing our regression analysis, we find the following:

First, countries that have close trade linkages would exhibit higher output comovement.
This result is robust to changes in our measures of bilatera trade and cyclical output, as well as
the estimation method chosen. An economic interpretation of this result yields an increase in
business cycle correlations from 0.05 to 0.09 if the bilateral trade intensity increases in one
standard deviation. Second, the impact of trade integration on output fluctuations among
industrial countries is higher than the impact among developing countries and the impact for
industrial-devel oping country pairs. Also, we find that the impact of trade integration on business
cycle synchronization is potentialy higher in North-South cycles than in South-South cycles. An
analogous result holds when we compare Industrial and Latin American countries. Third, a one
standard deviation increase in bilateral trade intensity would raise cyclica output correlation from
0.25 to 0.381 (when normalized by trade) and 0.3985 (when normalized by output) among
industrial countries. Note that although we use a different sample of countries, a dightly different
time period and a different frequency of information, we obtain qualitatively similar results to
Frankel and Rose (1998). On the other hand, the same increase in bilatera trade (when
normalized by output) would lead to a surge in output correlation from 0.075 to 0.1043 for the
industrial-developing country pairs, and from 0.031 to 0.0588 among developing countries.
Fourth, we find that the impact of trade integration on business cycle has markedly changed over
time. After being not significant in the 1960s, it became positive and large in the 1970s and
1990s. The greater impact of trade in these decades could be attributed to the occurrence of
severa globa / regiona shocks to the world economy. Findly, we find robust evidence of
interaction effects between trade intensity and asymmetries in the economic structures across
countries. After we take into account for these asymmetries, we find that a one standard deviation
increase in bilatera trade (normalized by output) would raise output correlations from 0.05 to
0.08. A similar shock would increase the output correlation from 0.25 to 0.33 among industrial
countries and from 0.03 to 0.06 among developing countries.
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Tablel

Type of Shocks

Impact onr, .

References

Industry Shocks

(-): specialization in  production
through removal of tariff barriers.

(-): specialization in  production
through better opportunities for
income diversification.

Frankel and Rose (1998).

Kalemli-Ozcan, Sorensen,
and Yosha (2001).

(-/+): Intra-industry Trade as main
mechanism.
(-/+): Vertical Specialization.

Krugman (1993)

Kose and Yi (2001)

Aggregate Shocks

(+): Spillover effects from aggregate
demand shocks.

(+): Transmission of knowledge and
technology diffusion.

Frankel and Rose (1998).

Coe and Helpman (1995).
Lichtengerg et al. (1998).
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Table?2

Sample Statistics, 1960-99: Cycle Correlation over time
Sample of ALL country pairs
Note: Numbers in parenthesis represent the standard deviation of the cycle correlation.

Filter 1960-99 1960-69 1970-79 1980-89 1990-99
Quadratic Trend (QT) 0.0648 0.0084 0.0349 0.0872 0.1022
(0.56) (0.57) (0.54) (0.54) (0.58)
First Differences (1D) 0.0372 0.0170 0.0465 0.0406 0.0391
(0.37) (0.37) (0.37) (0.37) (0.38)
Hodrick-Prescott (HP) 0.0590 0.0191 0.0608 0.0713 0.0704
(0.39) (0.37) (0.39) (0.39) (0.40)
Band-Pass (BP) 0.0501 0.0234 0.0522 0.0588 0.0567
(0.38) (0.38) (0.38) (0.38) (0.38)
Index of Asymmetries 0.0671 0.0625 0.0751 0.0683 0.0620
(1A) (0.04) (0.04) (0.05) (0.04) (0.05)
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Table3
Sample Statistics, 1960-99: Cycle Correlation over time
Sub-samples of Country Pairs
Note: Numbers in parenthesis represent the standard deviation of the cycle correlation.

Filter All (IND,IND) (IND,DEV) (DEV,DEV)
Quadratic Trend (QT) 0.0648 0.2604 0.0689 0.0547
(0.56) (0.56) (0.56) (0.56)
First Differences (1D) 0.0372 0.2255 0.0581 0.0203
(0.37) (0.39) (0.37) (0.37)
Hodrick-Prescott (HP) 0.0590 0.2522 0.0862 0.0393
(0.39) (0.39) (0.39) (0.38)
Band-Pass (BP) 0.0501 0.2538 0.0750 0.0310
(0.38) (0.37) (0.38) (0.37)
Index of Asymmetries 0.0671 0.0288 0.0549 0.0737
(1A) (0.04) (0.01) (0.04) (0.04)

(IND,IND) represent country pairs of industrial countries, (DEV,DEV) are country pairs
of developing countries, whereas (IND,DEV) represent mixed country pairs of industrial
and developing countries.
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Table4

Correlation Analysis: Cycle Correlation (CC) and Bilateral Trade Intensity (BTI)
Sub-samples of Country Pairs, 1960-99

Tradelntensity

All Country Pairs

(IND,IND) Country Pairs

(IND,DEV) Country Pairs

(DEV,DEV) Country Pairs

Eilter Normalized by: Coeff (p-value) Coeff (p-value) Coeff (p-value) Coeff (p-value)
I. Unconditional Panel Correlations
Quadratic Trend (QT) Total Trade: 0.0500 (0.000) 0.0484 (0.178) -0.0129 (0.254) 0.0576 (0.000)
Output: 0.0472 (0.000) 0.0985 (0.005) -0.0144 (0.184) 0.0435 (0.000)
First Differences (1D)  Total Trade: 0.0838 (0.000) 0.1351 (0.000) 0.0301 (0.008) 0.0743 (0.000)
Output: 0.0870 (0.000) 0.2018 (0.000) 0.0199 (0.067) 0.0762 (0.000)
Hodrick-Prescott (HP) Total Trade: 0.0829 (0.000) 0.1222 (0.001) 0.0293 (0.010) 0.0702 (0.000)
Output: 0.0841 (0.000) 0.1748 (0.000) 0.0364 (0.001) 0.0702 (0.000)
Band-Pass (BP) Total Trade: 0.0885 (0.000) 0.1374 (0.000) 0.0357 (0.002) 0.0717 (0.000)
Output: 0.0885 (0.000) 0.1841 (0.000) 0.0381 (0.000) 0.0736 (0.000)
Index of Asymmetries Total Trade: -0.0973 (0.000) -0.0508 (0.157) -0.0371 (0.001) -0.0468 (0.000)
(1A) Output: -0.0634 (0.000) -0.0802 (0.022) -0.0146 (0.178) -0.0304 (0.000)
Il. Conditional Panel Correlations 1/
Quadratic Trend (QT)  Total Trade: 0.0949 (0.000) 0.1909 (0.000) -0.0045 (0.738) 0.0851 (0.000)
Output: 0.0889 (0.000) 0.2115 (0.000) 0.0103 (0.429) 0.0733 (0.000)
First Differences (1D) Total Trade: 0.1091 (0.000) 0.2549 (0.000) 0.0073 (0.588) 0.0778 (0.000)
Output: 0.1092 (0.000) 0.2680 (0.000) 0.0299 (0.022) 0.0762 (0.000)
Hodrick-Prescott (HP) Total Trade: 0.1098 (0.000) 0.2085 (0.000) 0.0347 (0.010) 0.0672 (0.000)
Output: 0.1126 (0.000) 0.2154 (0.000) 0.0656 (0.000) 0.0703 (0.000)
Band-Pass (BP) Total Trade: 0.1170 (0.000) 0.2051 (0.000) 0.0390 (0.004) 0.0734 (0.000)
Output: 0.1173 (0.000) 0.2111 (0.000) 0.0657 (0.000) 0.0742 (0.000)
Index of Asymmetries Total Trade: -0.2063 (0.000) -0.1174 (0.003) -0.1501 (0.000) -0.1223 (0.000)
(1A) Output: -0.1598 (0.000) -0.1354 (0.000) -0.1073 (0.000) -0.0935 (0.000)

1/ Among the instruments we have the distance between the countries i and j, common border, remoteness of countriesi and j in the
pair, output, population, and area in both countries, number of islands and landlocked countries in the pair, dummies for countries
with common geographica region, common language, common colonia origin, and common "main trading partner.”
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Tableb

Determinants of Bilateral Trade Intensity: First Stage Regressions
Dependent Variable: Bilateral Trade Intensity between countriesi andj

Normalized by trade or output and expressed aslog (1+ ratio)

Bilateral Trade Bilateral Trade

Variable Normalized by Trade Normalized by Output

Coefficient Std. Error Coefficient Std. Error
Congtant -0.0856 (0.0044) ** -0.0495 (0.0044) **
Distance (in logs) -0.0007 (0.0001) ** -0.0008 (0.0001) **
Border Dummy 0.0059 (0.0007) ** 0.0020 (0.0003) **
Remoteness Country i 0.0004 (0.0002) * 0.0006 (0.0002) **
Remoteness Country j 0.0001 (0.0002) 0.0009 (0.0002) **
GDP Country i (logs) 0.0173 (0.0008) ** 0.0101 (0.0006) **
GDP Country j (logs) 0.0160 (0.0007) ** 0.0085 (0.0005) **
Population Country i (logs) -0.0030 (0.0005) ** -0.0015 (0.0003) **
Population Country j (logs) -0.0030 (0.0006) ** -0.0018 (0.0003) **
Area Country i (logs) -0.0004 (0.0003) -0.0017 (0.0003) **
Area Country j (logs) 0.0002 (0.0002) -0.0007 (0.0002) **
Free Trade Agreement Dummy 0.0047 (0.0005) ** 0.0027 (0.0003) **
#Islands (i,j) 0.0006 (0.0001) ** 0.0000 (0.0000)
# Landlocked Countries (i.j) -0.0001 (0.0000) ** 0.0000 (0.0000)
Common Region 0.0007 (0.0001) ** 0.0001 (0.0001)
Common Language 0.0004 (0.0001) ** 0.0002 (0.0001) **
Common Colonial Origin 0.0002 (0.0001) * -0.0001 (0.0001) *
Common Trading Partner 0.0003 (0.0003) 0.0001 (0.0002)
Observations 15725 17027
R**2 0.2964 0.2082

Note: * (**) implies that the variable is significant at the 10 (5) percent level.
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Table6
Regression Analysis. Cycle Correlation (CC) and Bilateral Trade Intensity (BTI)
Sample of All Country Pairs, 1960-99

Basic Model (M0) Augmented Model (M1)
Bilateral Trade Normalized Bilateral Trade Normalized
Filter by Trade by Output by Trade by Output
|. Ordinary Least Squares
Quadratic Trend (QT) 7.4428 ** 10.9157 ** 8.6083 ** 9.5249 **
(1.30) (1.57) (1.51) (1.71)
First Differences (1D) 8.1436 ** 13.7523 ** 9.9164 ** 12.2181 **
(0.90) (1.45) (1.16) (1.58)
Hodrick-Prescott (HP) 8.4923 ** 13.8045 ** 10.0101 ** 11.7272 **
(0.93) (1.51) (1.22) (1.56)
Band-Pass (BP) 8.8118 ** 14.2272 ** 10.1942 ** 12.1055 **
(0.94) (1.54) (1.21) (1.60)
Index of Asymmetries -0.9587 ** -1.0999 ** -0.8159 ** -0.7529 **
(1A) (0.08) (0.15) (0.09) (0.12)
I1. Instrumental Variables
Quadratic Trend (QT) 19.2248 ** 32.9861 ** 18.0929 ** 32.7439 **
(1.79) (3.36) (2.44) (4.63)
First Differences (1D) 16.1849 ** 30.6538 ** 13.5473 ** 27.7425 **
(1.26) (2.37) (1.68) (3.20)
Hodrick-Prescott (HP) 16.5784 ** 31.8238 ** 14.1747 ** 29.5442 **
(1.33) (2.48) (1.79) (3.38)
Band-Pass (BP) 175990 ** 33.3613 ** 14.7544 ** 29.6755 **
(1.31) (2.45) (1.75) (3.32)
Index of Asymmetries -3.0618 ** -4.7125 ** -2.1143 ** -3.3359 **
(1A) (0.112) 0.22) (0.16) (0.30)

Notes: The numbersin parenthesis are the standard errors of the estimated coefficients.
* (**) Implies that the variable is significant at the 10 (5) percent level.
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Table7

Regression Analysis: Cycle Correlation (CC) and Bilateral Trade Intensity (BTI)
Different Sub-Samples of Country Pairs, 1960-99

Basic Model (MO)

Trade Intensity (IND,IND) Country Pairs

(IND,DEV) Country Pairs

(DEV,DEV) Country Pairs

Filter Normalized by: Coeff. Std. Dev. Coeff. Std. Dev. Coeff. Std. Dev.
I.Ordinary Least Squares
Quadratic Trend (QT) Total Trade: 7.5665 (2.114) ** 11.8804 (2.768) ** 6.4435 (2.220) **
Output: 18.7573 (3.292) ** 34.5847 (6.316) ** 8.3603 (1.884) **
First Differences (1D) Total Trade: 8.2827 (1.441) ** 6.3717 (1.517) ** 8.8664 (1.320) **
Output: 22.4093 (2.859) ** 14.2492 (3.935) ** 10.5755 (1.323) **
Hodrick-Prescott (HP) Total Trade: 8.8427 (1.493) ** 7.7693 (1.628) ** 8.2792 (1.333) **
Output: 22.7710 (2.938) ** 22.7888 (3.988) ** 9.7841 (1.279) **
Band-Pass (BP) Total Trade: 9.3066 (1.540) ** 7.9594 (1.554) ** 8.4188 (1.350) **
Output: 23.5032 (3.050) ** 21.9179 (3.869) ** 10.2064 (1.315) **
Index of Asymmetries Total Trade: -1.1881 (0.168) ** -1.6417 (0.172) ** -0.1924 (0.084) **
(1A) Output: -2.9894 (0.419) ** -4.2186 (0.389) ** -0.1490 (0.103)
Il. Instrumental Variables
Quadratic Trend (QT) Total Trade: 31.7612 (2.906) ** 13.5892 (4.638) ** 13.2930 (2.682) **
Output: 59.3682 (5.583) ** 45.6975 (8.711) ** 29.0123 (4.871) **
First Differences (1D) Total Trade: 26.7157 (1.945) ** 8.2716 (2.996) ** 10.1369 (1.653) **
Output: 51.8705 (3.752) ** 22.3010 (5.566) ** 17.9882 (3.060) **
Hodrick-Prescott (HP) Total Trade: 28.4345 (2.017) ** 13.9700 (3.147) ** 8.1570 (1.758) **
Output: 54.0954 (3.890) ** 36.2188 (5.864) ** 15.4333 (3.207) **
Band-Pass (BP) Total Trade: 29.1540 (2.006) ** 14.2814 (3.031) ** 9.5898 (1.733) **
Output: 55.2017 (3.892) ** 36.1712 (5.647) ** 17.6408 (3.173) **
Index of Asymmetries Total Trade: -4.3880 (0.154) ** -6.1239 (0.278) ** -1.2872 (0.152) =**
(1A) Output: -8.0522 (0.278) ** -10.0059 (0.518) ** -1.2668 (0.308) **

Note: * (**) impliesthat the variable is significant at the 10 (5) percent level.
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Different Sub-Samples of Country Pairs, 1960-99

Table8
Regression Analysis. Cycle Correlation (CC) and Bilateral Trade Intensity (BT1)

Augmented Model (M1)

Trade Intensity

(IND,IND) Country Pairs

(IND,DEV) Country Pairs

(DEV,DEV) Country Pairs

Asymmetries in Production

Filter Normalized by: Coeff. Std. Dev. Coeff. Std. Dev. Coeff. Std. Dev. Coeff. Std. Dev.
I. Ordinary Least Squares
Quadratic Trend (QT) Total Trade: 6.7384 (3.902) * 12.8568 (3.988) ** 8.0795 (2.517) ** -0.1467 (0.023) **
Output: 11.7005 (3.577) ** 36.1732 (9.062) ** 9.4587 (2.153) ** -0.1523 (0.023) **
First Differences (1D) Total Trade: 10.3704 (2.889) ** 8.9507 (2.100) ** 10.1606 (1.526) ** -0.0171 (0.014)
Output: 16.0044 (4.112) ** 18.1198 (5.631) ** 11.4696 (1.631) ** -0.0190 (0.014)
Hodrick-Prescott (HP) Total Trade: 13.6512 (3.100) ** 9.5244 (2.367) = 9.4347 (1.516) ** 0.0106 (0.015)
Output: 18.5367 (5.061) ** 24.5612 (5.584) ** 10.2633 (1.478) ** 0.0088 (0.015)
Band-Pass (BP) Total Trade: 13.8959 (3.011) ** 9.8139 (2.229) ** 9.5695 (1.531) ** -0.0152 (0.015)
Output: 18.7126 (5.311) ** 24.1659 (5.403) *=* 10.7058 (1.529) ** -0.0183 (0.014)
Index of Asymmetries Total Trade: -0.9697 (0.340) ** -1.6720 (0.168) ** -0.4862 (0.088) ** 0.0241 (0.002) **
(1A) Output: -1.1405 (0.443) ** -4.4830 (0.475) ** -0.5106 (0.091) ** 0.0248 (0.001) **
Il. Instrumental Variables
Quadratic Trend (QT) Total Trade: 26.5024 (6.389) ** 25.1898 (7.400) ** 13.4319 (3.013) ** -0.1380 (0.029) **
Output: 49.3309 (11.436) ** 66.2679 (13.606) ** 28.6739 (5.634) ** -0.1475 (0.029) **
First Differences (1D) Total Trade: 27.3236 (4.262) ** 8.4744 (4.733) * 12.0838 (1.829) ** 0.0038 (0.018)
Output: 54.7655 (7.513) ** 24.6038 (8.767) ** 23.8845 (3.512) ** 0.0007 (0.018)
Hodrick-Prescott (HP) Total Trade: 34.4035 (4.370) ** 13.7144 (4.990) ** 11.0935 (1.955) ** 0.0315 (0.019) *
Output: 66.0169 (7.722) ** 38.7101 (9.255) ** 22.7004 (3.701) ** 0.0313 (0.019) *
Band-Pass (BP) Total Trade: 35.1521 (4.176) ** 13.7439 (4.802) ** 11.7204 (1.925) ** 0.0074 (0.018)
Output: 66.8851 (7.364) ** 36.5847 (8.906) ** 22.9917 (3.651) ** 0.0053 (0.018)
Index of Asymmetries Total Trade: -3.3772 (0.482) ** -5.9970 (0.433) *=* -1.4103 (0.170) ** 0.0167 (0.002) **
(1A) Output: -5.9726 (0.836) ** -10.4117 (0.814) ** -2.0996 (0.325) ** 0.0177 (0.002) **

Note: * (**) implies that the variable is significant at the 10 (5) percent level.
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Table9

Regression Analysis. Cycle Correlation (CC) and Bilateral Trade Intensity (BT1)
Different Sub-Samples of Country Pairs, 1960-99

Basic Model (MO)

Trade Intensity 1960-1969 1970-1979 1980-1989 1990-1999
Filter Normalized by: Coeff. Std. Dev. Coeff. Std. Dev. Coeff. Std. Dev. Coeff. Std. Dev.
I. Ordinary Least Squares
Quadratic Trend (QT) Total Trade: 3.2283 (3.511) 5.1781 (2.183) ** 8.6838 (1.978) ** 10.1318 (2.368) **
Output: 2.6128 (4.473) 7.1674 (3.828) * 12.0848 (2.527) ** 13.2342 (2.729) **
First Differences (1D) Total Trade: 3.6393 (1.387) ** 10.3275 (2.753) ** 6.7504 (1.601) ** 10.0801 (1.576) **
Output: 6.9201 (3.097) ** 18.6639 (3.998) ** 11.7618 (1.625) ** 14.4354 (2.484) **
Hodrick-Prescott (HP) Total Trade: 4.6640 (1.509) ** 10.5692 (3.206) ** 7.4160 (1.527) ** 9.9156 (1.482) **
Output: 8.9171 (3.412) ** 19.5376 (3.773) ** 11.4716 (1.855) ** 13.9978 (2.525) **
Band-Pass (BP) Total Trade: 5.7939 (1.317) ** 10.5881 (3.047) ** 7.5856 (1.402) ** 10.1258 (1.641) **
Output: 10.1778 (3.876) ** 19.3459 (3.683) ** 11.9409 (1.834) ** 14.4396 (2.615) **
Index of Asymmetries Total Trade: -1.1662 (0.260) ** -1.1570 (0.238) ** -0.7818 (0.134) ** -0.8560 (0.113) **
(1A) Output: -1.8326 (0.746) ** -1.5186 (0.347) ** -0.8035 (0.190) ** -0.9615 (0.219) **
II. Instrumental Variables
Quadratic Trend (QT) Total Trade: 8.7825 (4.493) ** 17.6294 (3.701) ** 17.3242 (3.309) ** 26.5403 (3.172) **
Output: 15.7422 (8.129) * 30.5264 (7.045) ** 35.7887 (6.217) ** 40.9276 (5.938) **
First Differences (1D) Total Trade: 8.4553 (2.912) ** 20.4096 (2.625) ** 12.1038 (2.321) ** 20.3492 (2.255) **
Output: 17.7975 (5.310) ** 39.3636 (4.942) ** 26.0417 (4.404) ** 35.2738 (4.282) **
Hodrick-Prescott (HP) Total Trade: 9.6701 (3.070) ** 22.3622 (2.723) ** 13.1324 (2.499) ** 18.9495 (2.369) **
Output: 18.9593 (5.546) ** 44.7085 (5.020) ** 23.9252 (4.754) ** 36.3989 (4.415) **
Band-Pass (BP) Total Trade: 12.4491 (3.217) ** 22.9224 (2.665) ** 12.9314 (2.443) ** 20.3172 (2.290) **
Output: 24.3664 (5.922) ** 44.7405 (4.934) ** 23.8822 (4.639) ** 38.0715 (4.297) **
Index of Asymmetries Total Trade: -3.7321 (0.253) ** -3.6278 (0.273) ** -2.1629 (0.196) ** -3.0499 (0.203) **
(1A) Output: -6.0977 (0.471) ** -5.7236 (0.553) ** -2.6211 (0.457) ** -4.9137 (0.339) **

Note: * (**) implies that the variable is significant at the 10 (5) percent level.
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Different Sub-Samples of Country Pairs, 1960-99
Augmented Model (M1)

Table10
Regression Analysis. Cycle Correlation (CC) and Bilateral Trade Intensity (BT1)

Trade Intensity 1960-1969 1970-1979 1980-1989 1990-1999
Filter Normalized by: Coeff. Std. Dev. Coeff. Std. Dev. Coeff. Std. Dev. Coeff. Std. Dev.
I. Ordinary Least Squares
Quadratic Trend (QT) Total Trade: -1.9523 (3.768) 3.8100 (3.705) 10.7826 (2.813) ** 12.1501 (2.460) **
Output: -2.6418 (3.886) 4.1741 (4.671) 11.4573 (2.751) ** 12.0138 (2.938) **
First Differences (1D) Total Trade: 1.5741 (2.649) 12.5286 (2.120) ** 7.2716 (2.119) ** 13.0013 (1.912) **
Output: 2.0182 (1.806) 16.4613 (5.511) ** 10.4317 (1.634) ** 13.8281 (2.938) **
Hodrick-Prescott (HP) Total Trade: 1.8865 (2.511) 14.3999 (2.274) ** 8.1693 (2.480) ** 11.6228 (1.851) **
Output: 2.9691 (1.813) * 16.8733 (4.929) ** 10.0439 (1.873) ** 12.7641 (2.812) **
Band-Pass (BP) Total Trade: -0.0661 (3.016) 13.8212 (2.149) ** 8.2517 (2.334) ** 12.8312 (1.958) **
Output: 1.1990 (2.788) 16.6408 (4.762) ** 10.6946 (1.815) ** 13.5265 (3.037) **
Index of Asymmetries Total Trade: -1.0067 (0.228) ** -1.1997 (0.219) ** -0.5668 (0.143) ** -0.7529 (0.131) **
(1A) Output: -0.8161 (0.373) ** -1.1657 (0.336) ** -0.5438 (0.139) ** -0.7442 (0.195) **
Il. Instrumental Variables
Quadratic Trend (QT) Total Trade: 1.2121 (8.075) 12.8566 (5.071) ** 21.1082 (4.325) ** 20.4876 (4.022) **
Output: 3.7124 (14.729) 25.7245 (9.768) ** 41.1617 (8.357) ** 32.0668 (7.613) **
First Differences (1D) Total Trade: 6.1366 (5.154) 13.2783 (3.425) ** 10.3631 (3.039) ** 17.5662 (2.746) **
Output: 15.1636 (9.785) * 31.4713 (6.581) ** 23.7773 (5.817) ** 31.5028 (5.192) **
Hodrick-Prescott (HP) Total Trade: 7.3675 (5.103) 16.6669 (3.821) ** 11.8337 (3.321) ** 16.0512 (2.891) **
Output: 16.6514 (9.757) * 39.3401 (7.344) ** 22.5149 (6.289) ** 32.5930 (5.342) **
Band-Pass (BP) Total Trade: 3.8551 (5.493) 16.9013 (3.711) ** 12.0964 (3.222) ** 18.0056 (2.780) **
Output: 11.2492 (10.401) 38.9636 (7.126) ** 22.5063 (6.091) ** 34.2963 (5.175) **
Index of Asymmetries Total Trade: -2.2795 (0.472) ** -2.4943 (0.420) ** -1.2276 (0.270) ** -2.4728 (0.254) **
(1A) Output: -3.3778 (0.920) ** -4.3176 (0.846) ** -1.6672 (0.500) ** -3.9507 (0.440) **

Note: * (**) implies that the variable is significant at the 10 (5) percent level.
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Regression Analysis. Cycle Correlation (CC) and Bilateral Trade Intensity (BTI)

Tablel1l

Different Sub-Samples of Country Pairs, 1960-99

Basic Model (MO)

TradelIntensity Trade Intensity (BTI) BTI*Asym. Production Turning % Above

Filter Normalized by: Coeff. Std. Dev. Coeff. Std. Dev. Point Threshold

|. Ordinary Least Squares

Quadratic Trend (QT) Total Trade: 14.1531 (2.748) ** -14.8629 (5.631) ** 0.4761 32%
Output: 15.9053 (3.660) ** -16.0190 (7.676) ** 0.4965 29%

First Differences (1D) Total Trade: 13.4657 (1.819) ** -9.5140 (3.663) ** 0.7077 9%
Output: 17.4772 (2.855) ** -13.2035 (5.217) ** 0.6618 12%

Hodrick-Prescott (HP) Total Trade: 13.0620 (2.086) ** -8.1808 (4.128) ** 0.7983 5%
Output: 16.3725 (2.871) ** -11.6627 (4.992) ** 0.7019 9%

Band-Pass (BP) Total Trade: 14.2175 (1.995) ** -10.7847 (3.594) ** 0.6591 12%
Output: 17.9102 (3.002) ** -14.5734 (4.970) ** 0.6145 16%

Index of Asymmetries Total Trade: -0.7019 (0.168) ** -0.30558 (0.407) n/d nd

(1A) Output: -0.5578 (0.200) ** -0.48975 (0.377) nd nd

I1. Instrumental Variables

Quadratic Trend (QT) Total Trade: 29.6675 (4.359) ** -44.4529 (12.986) ** 0.3337 57%
Output: 55.6680 (8.257) ** -89.7193 (24.718) ** 0.3102 61%

First Differences (1D) Total Trade: 21.0451 (2.942) ** -26.7136 (8.717) ** 0.3939 46%
Output: 39.9461 (5.596) ** -43.5974 (16.732) ** 0.4581 35%

Hodrick-Prescott (HP) Total Trade: 22.7382 (3.133) ** -30.5105 (9.178) ** 0.3726 50%
Output: 42.7353 (5.944) ** -47.1256 (17.603) ** 0.4534 35%

Band-Pass (BP) Total Trade: 23.8062 (3.050) ** -32.2501 (8.803) ** 0.3691 50%
Output: 44.1518 (5.788) ** -51.7167 (16.943) ** 0.4269 40%

Index of Asymmetries Total Trade: -0.8811 (0.289) ** -4.3705 (0.854) ** n/d nd

(1A) Output: -1.7349 (0.542) ** -5.6741 (1.653) ** n/d n/d

Note: * (**) implies that the variable is significant at the 10 (5) percent level.
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Figurel

Impact of Trade Intensity on Output Correlation
Interaction between Trade Intensity and Production Asymmetries
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