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Resumen

En este trabajo se derivan las funciones de densidad y probabilidad acumulada de los pardmetros de
sesgo estocastico de tres conocidos estimadores de Regresién “Ridge’ operacionales. El
comportamiento de estos parametros afecta las propiedades del estimador de Regresiéon “Ridge’
resultante, por 1o que un conocimiento de este tipo puede ser Util en la seleccidn de la regla de
encogimiento. También se presentan algunos calculos numéricos parailustrar € comportamiento de
estas distribuciones. Estos resultados pueden a su vez ayudar a explicar e comportamiento de los
estimadores.

Abstract

In this article we derive the density and distribution functions of the stochastic shrinkage parameters
of three well-known operational Ridge Regression estimators by assuming normality. The
stochastic behavior of these parameters is likely to affect the properties of the resulting Ridge
Regression estimator, therefore such knowledge can useful in the selection of the shrinkage rule.
Some numerical calculations are carried out to illustrate the behavior of these distributions,
throwing light on the performance of the different Ridge Regression estimators.
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1 Introduction
Let us consider the Classical Linear Regression Model (CLRM)
y=XB+e¢, (1.1)

where y is an n x 1 vector of observations of the dependent variable; X is
an n X p full rank matrix of non-stochastic observations of the explanatory
variables; 3 is a p x 1 vector of unknown coefficients and € is an n x 1 vector
of unobserved random disturbances, such that

e~ N(0,0°1). (1.2)
In this model the Ordinary Least Squares (OLS) estimator,
B=(X'X)"'X"y, (1.3)

has well known optimal properties. Nevertheless, OLS can badly be affected
by collinearity, a common condition in non-experimental time series data.
With multicollinear data some coefficients may be statistically insignificant
and may have the wrong signs. Working in the field of Engineering, Hoerl
and Kennard (2000, 1970) found this to be a common occurrence, and led

them to propose an alternative estimator which, although biased, may have
a smaller Mean Square Error (MSE) than OLS.

Let A and @ be the matrices of eigenvalues and eigenvectors of X'X,
then

Q'X'XQ =A=diag(A\i,Xa, ..., Np) and QQ=0QQ =1. (1.4)
The orthogonal version of the CLRM (1.1) is
y=XQQ'B+e=Za+e, (1.5)

where

Z=XQ and a=Q'J. (1.6)

The Generalized Ridge Regression (GRR) estimator proposed by Hoerl
and Kennard (2000) is defined by

a=(A+K)'Z'y=(A+K)"Ad, (1.7)

where

K = diag(kl, k?g, cery ]Cp) , ki >0 (18)



and
a=A"7y, (1.9)
(

is the Ordinary Least Squares (OLS) estimator of «. Thus, according to
(1.6) the GRR estimator of 3 is

B=Qa. (1.10)

Hoerl and Kennard (2000) have shown that the values of k; that minimize
the MSE of ( are given by

ki = — | (1.11)

where «; is the ith element of a. To yield an operational estimator, Ho-
erl and Kennard (2000, 1970) propose replacing o? and «a; by their OLS
estimates:
2
~ 0
b= 2 1.12
A simpler version of the estimator has also been discussed by Hoerl
and Kennard (2000). The so called Ordinary Ridge Regression (ORR)

estimator, which is obtained by setting K = k1I:

B, =(X'X+kI)"'X'y. (1.13)

No explicit optimum value can be found for k. Yet, several stochastic
choices have been proposed for this shrinkage parameter. Hoerl, Kennard
and Baldwin (1975) propose taking the harmonic mean of the k; in (1.12),
yielding the following stochastic value of k:

)
< o
kukp = ]?, = . (1.14)
6B
From a Bayesian perspective, Lawless and Wang (1976) propose
)
~ o
[ r—— (1.15)
pX'XpP

as the estimator of k. Another Bayesian interpretation of the ORR estima-
tor is provided by Frank and Friedman (1993), who also give an interesting
discussion and comparison of Ridge Regression (RR) with other regression
tools commonly used in chemometrics. For the new developments in RR
techniques the reader is referred to Aldrin (1997), Elston and Proe (1995),
Foucart (1999), Jang and Yoon (1997), Kibria (1996), Saleh and Kibria
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(1993) and recently Shi and Wang (1999) among others. RR is also re-
viewed in a recent book by Gruber (1998).

A notorious fact about RR is that the original, 1970, article by Hoerl
and Kennard has been republished in the Special 40th Anniversary Issue
of Technometrics, being regarded by Gunst (2000) as a classical study that
revolutionized the practice of regression analysis. But also, according to
Gunst (2000): “Although ridge regression is widely used in the application
of regression methods today, it remains as controversial as when it was first
introduced”. Indeed, Gunst (2000) points out that RR methods have been
criticized on two grounds: “Existence theorems do not apply to the usual
setting where ridge parameters must be estimated from the data” and “as-
sumptions needed for the ridge estimator to be optimal in a well-defined
theoretical sense are unrealistic in practice, yet simulations often inadver-
tently impose these very assumptions”. From the outset, in this article
we make no claim of universal validity of RR estimators, but remain con-
vinced that if collinearity is present, particularly if the signal to noise ratio
is not large, (it is not only the [ coefficient that matters), RR is a useful
alternative to OLS. We moreover take the view that the properties of RR
estimators are strongly dependent on the stochastic shrinkage parameters
and an effort should be made in studying their properties. Take for instance
the case of k;, which according to (1.2), has no finite moments of any order,
yielding values that are, on average, too large. Consequently, the resulting
GRR estimator will shrink too much the estimates of a and (3 towards zero
introducing much more bias than necessary to produce RR estimators with
good MSE properties. Ultimately the selection of one among the many
alternative operational RR estimators requires the knowledge of the prop-
erties of the estimators. Thus, Hemmerle and Carey (1984) derive some
exact finite sample properties of GRR estimators, (see also Inoue (1999)),
and Kozumi and Othani (1994) have obtained general expressions for the
moments of the ORR estimator proposed by Lawless and Wang (1976).
A perhaps more interesting paper from the practitioner’s point of view is
that of Crivelli, Firinguetti, Montano and Munoz (1995), which, apart from
showing consistency, provides asymptotic confidence intervals based on the
ORR due to Lawless and Wang. Unfortunately no general conclusions can
be reached from these studies, but as argued earlier on the performance of
all operational Ridge Regression estimators will crucially depend upon the
distribution of the stochastic shrinkage parameters. The aim of this pa-
per is to determine the probability density and the probability distribution
function of the shrinkage parameters. In sections 2, 3 and 4 we set about
to derive the distribution and density of l%i, krw and kpxp respectively;



in section 5 some numerical results are presented to compare the densities
of these stochastic shrinkage parameters; finally a concluding remarks has
been presented in section 6.

2 Distribution of the Hoerl and Kennard
Stochastic Shrinkage Parameter

We want to determine the distribution of I%Z-, 1 = 1,2,--- ,p, as
defined by (1.12). This result is presented in the following theorem

Theorem 2.1. Under the conditions stated in equations (1.1) and (1.2) the
density function of k; = 62 /42 is given by

e~0i/2 (n — p)(n=P/2 (1)) (P /(1 k)32

M) = B G—272) (=)t ks
= [ 0,/2k, r D((n—p+1)/2+j)T(1/2)
= (n=pXi+1/k) | TG+ DT((n—p+1)/2)T( +1/2)’
ki >0, i=1,2,p; (2.1)
where )
L) 22)

. A
oy = y 2.3
pa— (2.3)
where
u=(n—p)a*/o® ~ X(ap) (2.4)
and

u= (- /“ﬁ) ~ (6. (25

a non-central Chi-square distribution with one degree of freedom and non-
central parameter 6#;. This last result follows since the normality of the
disturbances implies

&; ~ N(ag,a® N\ ), (2.6)

)
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and 6° and ¢; are independent. Then

(5 dZ

- Y, N = z_ZNF n— isY)y 2.
y u/(n —p) )‘&2 (1,n—p) (65, 0) (2.7)

that is y is a non-central F with 1 and n —p degrees of freedom and with
6; and 0 as first and second non-central parameters respectively. From
Johnson and Kotz (1970, page 191):

1 = G @ e

i (o yJ] SRS V(e rm T (Vem KA
where

F(a):/0+oot“1 e’'dt and B(a,b) = % (2.8)

But since k; = 62/42 = \;/y, from a change of variables we find

e 2 (n—p)m P2 NSk TN /R

f (k) B(1/2,(n —p)/2) (n—p)+ A/ ko) (n—p+D)/2 X

5|82 Nk ] T(=p+1)/2+45)T01/2)

S (n=p) +N/k)| TG+DI((n=p+1)/2)T( +1/2)’
which proofs the theorem. n

Theorem 2.2. Under the conditions stated in equations (1.1) and (1.2) the
distribution function of k; = 6%/a? is given by

> 12} e—0i/2
Plo) = 1= Y o BG4 1/2. (=), (29
where
B.(a,b) = /T t 11— t) e (Incomplete Beta) (2.10)
and
n= _A;) oy (2.11)



Proof. According to (2.7)

F(z;) = Pk <)
= P(\i/y <)
= 1-P(y < \i/zi), (2.12)

where Yy~ F(l,n—p) (Q’L ) O) = (n - p)G(l,n—p) (01 ) O) and G(l,n—p) (02 ’ 0) =
X%)(ez‘)/X%nfp) (see Johnson and Kotz (1970), page 191). Hence

Py < X/x;)) = P((n—p)G<\/x;)
P(G < X\i/zi(n—p))

; /Oxi/xi(n—m {i ((91. /2?;!6_0"/2) y

J=0

g d
B(1/2+j,(n = p)/2)(1 4 g)r-ptD/2H } ’
N (0:/2)7e=%/2
= (j!B(l/Q -2

=0

Ai/zi(n=p) g2
/0 (14 g)n—p+D)/2+) dg) : (2.13)

To evaluate the integral we make the following change of variables:

g z dz
z Trg ence g=y— dg L an
Ai/zi(n—p) gj—1/2
- dg
/0 (1 + g)(n—rt1)/2+i
JECIES R T
. 2
o (I+2/(1—2))ptD2H (1 = 2)?
_ / CLRDSL( _eenet gy
0
= Bm(] + 1/27 (TL - p)/2)7
(2.14)
replacing this in (2.13) and the result in (2.12) we obtain (2.9) O



3 Distribution of the Hoerl, Kennard and
Baldwin Stochastic Shrinkage Parameter

We now consider the density and distribution function of I%H kB, which
according to (1.14) may be written as

. U
T (3.1)
n—puw
where u is defined in (2.4) and
NN
BB yMy
w = —2 = 0_2 s (32)
and also
M = X(X'X)"2X". (3.3)

The density function is presented in the following theorem.

Theorem 3.1. Under the conditions stated in equations (1.1) and (1.2),
N NN
the density function of kgxp = p&Q/ﬁﬁ is given by

- T(j + n/2)a;[(n — p)/p|—p/ 2 2/
kHKB = ] |
e JZ:: L((n =p)/2)V(p/2 + ) AP (0 = p)kuip/p + 1/ AP

kuxs >0, (3.4)

where A 1s a number such that
lei|=|1—=A/hi|<1, i=1,2,..,p, (3.5)
and h; is the ith eigenvalue of M = X(X'X)72X".

Proof. It has been shown,(see Firinguetti and Rubio (2000)), that under
the stated conditions, the density function of w = é/é /o? is given by

p/2+jflefw/2A

Z I'(p/2 +] 2A)p/2+y ; w >0, (3.6)

j=
with

P

j—
ag = e_d/2 H (A/hz)l/Q and a; = (2])_1 ij_iai s j > 0, (37)

i=1



p

p
by =JAY (6 /h)d T+ > >0, (3.8)
i=1 i=1

p

d=> ¢, (3.9)
=1

Also, according to (2.4) u = (n —p)6?/c? ~ X%n_p), and since u and w are
independent, their joint distribution is:

w(=9)/2-1) ) (B/245—1) o~ (u/2Hw/20)

=\ aj
. ,u,w > 0. (3.10)
]—Zo L((n—p)/2)T(p/2 + 7)(2A)r/2+i2(n—p)/2

But from (3.1), kyxp = (p/(n — p))ujw.Henceu = ((n — p)/p) kuxs
x = w, and the jacobian is |J| = ((n — p)/p)x. Therefore

20 a;((n — p)/p) P2 D)2 i (n/2)-

k
i o) ;o N{(n — p)/DTG/2 + ) QAT
e—m((n—p)ffHKB/2p+1/2A) , x, ]%HKB > (. (3]_]_)

Now integrating out x we obtain

R 00 R
f(kHKB):/ f(l’, /{ZHKB)d.’L’
0
—Z a;(n — p)/p) PRI (/2 4 )

((n = p)/2)T(p/2 + j) AP/*+3](n = p)kprcs/p + 1/ AP+/2

[ e sy
0 ['(j+n/2)
xj+("/2)*16*[(”*P)EHKB/ZP+1/2A]$dI )

X

(3.12)

Noting that the integral is a Gamma distribution with parameters (j-+n/2)
and [(n —p)kpkp/p + 1/A]/2, the theorem is proven. O

We now turn to the distribution function of /%H KB



Theorem 3.2. Under the conditions stated in equations (1.1) and (1.2) the
~ NN
distribution function of kyxp = p&Q/éé s given by

> ajrg+n/2 ((n—p)/2.5+p/2)
D=2 ~D)/AT/2+ ) B
where
A= AV ((p/(n— p))A)" P2 (3.14)

r=[(n—p)/p]Az, (3.15)
and B,(a,b) is the incomplete Beta function defined in (2.10).

Proof.
F(x) = /I f(l%HKB) dknxs
0

a;((n —p)/p) " P/2T(j +n/2)
L((n—p)/2)L(p/2 + j)Ar/2+

I
Mg

J

Il
8 O

A~

I{:J;TZK%/2 1[( )kHKB/p + 1/A] (G+n/2) d]%HKB- (316)

S—

Now let

I = / Firn " = p)kmwcs/p+ 1/ AV dlycp
0

= (1/A)7 0 / ke (0= p) Akrcs /p + 170 Ddkg .
0

Taking u = (n — k)Akyxp/p, we have du = [(n — p)A/pldknkp and

(jtn/2) Az(n—p)/p pu (n—p)/2-1 Gn/2) P
I =AV™ / (—) u+ 1)V ————du
0 (n—p)A (wt1) (n—p)A

Az(n—p)/p ,
= A*/ u(n*p)/Z(u + 1)*(J+n/2)du’
0

where A, is given in (3.14). Let z = u/(1+u), 0 < z <1, then u =
2/(1—2), du=dz/(1—2)? Letting r = [(n —p)/p|Az, we have:

9



r (n—p)/2—1 —(j+n/2)
o A*/ z z L dz
o \(1—=2) 1—=z (1 —2)?

N / T2y e 21 g
0

= A*/ Z(n—p)/2—1(1_z>j+p/2—1dz
0
= A.B.((n—p)/2,j+p/2), (3.17)

where B,.((n — p)/2,j + p/2) is the incomplete beta function defined in
(2.10). Then replacing (3.17) in (3.16) we obtain the desired result.
[l

4 Distribution of the Lawless and Wang
Stochastic Shrinkage Parameter

To obtain the density and the distribution function we recall from (1.15)
that
- o u
kLW = A/p ~ = b ~H (41)
Fxixp n—pv
where, according to (2.4), u is a central Chi-square distribution with (n-p)
degrees of freedom and

= = 2
v= o2 X(p)(0)7 (4.2)

that is v is distributed as a non-central Chi-square distribution with p

degrees of freedom and non-central parameter 6 = élX 'X é Jo?.
We now state the following result:

Theorem 4.1. Under the conditions stated in equations (1.1) and (1.2) the
density function of kow = p&2/§/X’X§ is given by
6—9/2pp/2(n o p)(n—p)/Q ];(Lr;};p)/%l

Bp/2.(n=p)/2)  (kuw(n —p) +p)"/2 8
= ( ph/2 ) F<>F<n/2+j)r(p/2) 1)

fllhow) =

~

j=0 (kLw(n —p) +p)

10



0=3X'X3/0> (4.4)

Proof. Since u and v are independent it follows that

%LW ~ F(n—p,p)(ove)' (45)

That is, krw is distributed as a non-central F with (n-p) and p degrees of
freedom and non-central parameters 0 and 6 (see Johnson and Kotz (1970,
page 191)), and the theorem is proven. ]

Finally we derive the distribution function of I%LW.

Theorem 4.2. Under the conditions stated in equations (1.1) and (1.2) the
distribution function of kow = p62/§/X’X§ 15 given by

L =, (0/2)] e=0/2 ['(n/2+ j) «
Fr) =1 j;o L'(G+1) T(p/2+7)T(p/2+ ) ((n—p)/2)
B,(p/2+j;(n—p)/2), (4.6)

where B, (p/2 + j;(n —p)/2) is the incomplete beta function defined in
(2.10) with ~ = p/[(n —p)x + p).

Proof. Since kpw ~ Fn_p,(0,6) it follows that (kpw) ' ~ Fpn_p(6,0),
(see Johnson and Kotz, 1970). Hence:

F(z) = P(kw)<z)
= P((kpw)™" > 1/2)
= 1—P((kyw) ' < 1/2). (4.7)
But Fjn—p(0,0) = (n=p)/p)Gpn—p(0,0) and G n—p) (6, 0) = X3, (0)/X{—p)
(see Johnson and Kotz (1970), page 191). Hence:

P(1/kpw < 1/2)= IP(G < p/(n — p)z)

p/(n—p)z e—0/2 gp/271
— X
/0 B(p/2,(n—p)/2) (1 + g)"/?

= {QG/QTF( [(n/2+ j)T(p/2)

l+g n/2)T(j+1)T(p/2 + )

e & w24 )T()?)
=Bz 0= 99 2= Ttz 4 )G 4 1)

J=0

p/(n—p)x gp/2+j—1
X ——dg. 4.8
L @yt 43)

J
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Now let y=g/(14+g) then dg=dy/(1—y)> Consequently:

/p/(n—p)z gP/2ti-t dg — /p/[(n—p)mﬂa] (y/(1 — y))P/2+i-1 "
0 (1+g)r/2ts 0 (T+y/(1=y)" /2 (1 = y)?
p/[(n—p)x—+p] yp/2+j—1
B / -z -
0 (1—y)-trr
But from (2.10)
p/(n—p)x gp/2+j—1 ’
/0 A+ g2 dg = B,(p/2+ j,(n —p)/2), (4.9)
where v = p/[(n — p)x + p|. Finally, from (4.7), (4.8) and (4.9) we obtain
(4.6). u

5 Numerical Results

In this section we carry out numerical calculations to provide some
empirical evidence on the behavior of the distribution of the stochastic
shrinkage parameters, under different model set ups. The different model
specifications can be conveniently summarized by the signal to noise ratio:

_XXB

o2

0 , (5.1)

which is sensitive to the values of X, and o2, In fact, for a given length

of the coefficient vector, 3, one would expect 6 to vary with the orienta-
tion of 3 to the eigenvectors of X’X. Moreover, since it is desirable for
the shrinkage parameters to be larger the higher the degree of collinearity
and/or the smaller the signal to noise ratio, it would be useful to know
whether these parameters vary with the degree of collinearity and size of
the signal to noise ratio. Consequently, we produced different model setups
by varying the following factors:

i) We specified two X matrices, each with 5 explanatory variables, in-
cluding a constant term, and 25 observations. To achieve different
degrees of collinearity, the explanatory variables were generated using
the following device (see Firinguetti and Rubio (2000)):

xtj:(l—a?)lpztj—i—ajzt,p j=1,---,p—1 ; t=1,---n,

12



where

Zt]NU(O,l) j:]~7 ...... ,p 7 t:lj ...... ’n.

We then specified the following sets of a; values:

Ay = (0.20,0.30,0.40,0.50) ;
A, = (0.99,0.95,0.65,0.60) .

ii) The vector of coefficients, 3, was specified by:

i1 4,
\/]—) )

where @ = (21722’ ------ ,gp) is the matrix of eigenvectors of X'X,

8=

which are ordered such that the corresponding eigenvalues are: \; >
Ay > --- > \,. That is, § is a simple average of all eigenvectors of
X'X, such that @3 = 1. This choice of 3 is prompted by the fact that
the properties of the RR estimators are affected by the orientation of
the parameter vector to the eigenvectors of X’X, and in practice is
more likely that 5 depends on all the eigenvectors rather than on any
one in particular.

iii) Finally, the following values of o2 were considered 2.5, 5, 10, 20.

To obtain the density of ks it was necessary to specify A = 1.99h,,,
where h,, is the smallest eigenvalue of X'(X’X)~2X. This value was chosen
to accelerate convergence.

The results for the density of k; are presented in Figure I. From these
results the density function is noted to be highly dependent on the size of
the corresponding eigenvalue. In fact, the larger the corresponding eigen-
value is, the heavier the tail of the distribution. That is to say, there is a
greater chance of getting a larger value of l%i, the larger )\; is, which is an
undesirable result.

The results for the densities of /%HKB and /%LW are presented in Figure
IT. From these results the behavior of the density of l%HKBcan be charac-
terized by the following: It is rather insensitive to the values of 3, 0% and
0. The only factor that appears to significantly affect the the density is the
degree of collinearity. In fact ks tend to be smaller for high collinearity
and vice versa, which is contrary to expectations, since one would hope to

13



shrink more when collinearity is high, particularly if the signal to noise ratio
is not large.

The results for the density of kpw merit the following comments: firstly,
there is a slight increase in variability with increasing o and a higher degree
of collinearity. More importantly the density appears to be significantly
affected by the values of #. In fact the higher 6 is, the more concentrated
is the density, and the more likely this rule will produce less shrinkage; the
opposite is also true. Thus, for reasonable values of 6 ( not too large, not too
small ) the density indicates that krw can produce, with high probability,
values of which are large enough to attain significant reductions in the MSE
of the estimator of (3.

6 Concluding Remarks

In this paper we set about to derive the density and distribution func-
tion of the shrinkage parameters proposed by Hoerl and Kennard (2000),
Hoerl, Kennard and Baldwin (1975) and by Lawless and Wang (1976).

From these limited numerical results we found evidence that I%LW has
some advantages over k; and kpgp: firstly, there is a larger probability
that kzp will produce smaller values when less collinearity is present and
the signal to noise ratio is larger, which is commendable since OLS is most
likely a superior estimator when € is large. Secondly, the distribution of krw
will tend to produce larger shrinkage values than the distribution of I;‘H KB
whenever 6 is small. In fact the distribution of I%HKB is rather insensitive
to the value of #. Thirdly, the distribution of krw is more concentrated
around the mean and mode than that of kHKB Thus, kLW appears to be
more reliable than the other rules of shrinking, as it will tend to shrink
more when there is a greater chance of reducing the MSE of the estimator

of (.
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