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Resumen

Los modelos tradicionales de cash-in-advance presentan la caracteristica de que la velocidad del dinero es
constante. Basado en el modelo de Lucas y Stokey (1987), este articulo analiza el comportamiento de la
velocidad y de la demanda por dinero para los EE.UU., simulando una economia que incluye politicas
monetarias y fiscales estocasticas. Los resultados de las simulaciones se comparan con los datos reales
utilizando diferentes metodologias. Primero, se utiliza la clasica métrica de los errores estandar y las
correlaciones. evaluando el desempefio del modelo por medio de tests de Wald. En seguida, se implementa un
modelo VAR estadisticamente especificado para estudiar las funciones de impulso-respuesta para la tasa de
interés, velocidad y déficit, entre otras variables. Estas funciones de impulso-respuesta son comparadas con
los datos de la realidad. Un tercer método de comparacion, basado en Braun (1994), considera la estimacion
de la demanda por dinero bajo una perspectiva de Regresiones Canodnicas Cointegradas. Como conclusion,
utilizando diferentes métricas de comparacion, el modelo no es rechazado en su capacidad de reproducir gran
parte de las volatilidades observadas en EE.UU.

Abstract

Traditional cash-in-advancc models are characterized by having a constant velocity of money. Based on the
Lucas and Stokey (1987) model. this paper studies the behavior of velocity and money demand for the U.S.,
simulating an economy which includes stochastic monetary growth (monetary policy), and income taxes (fiscal
policy). The results of the simulations are compared with the actual data using several methods. First, the
classical metric of standard errors and correlations are evaluated using block-Wald testing procedures. Next,
we implement a well specified VAR estimation to study the impulse response functions of interest rates,
velocity and the deficit, among other variables. The impulse responses of the model with both policies (with
and without fiscal sector) are compared with the corresponding impulse responses for the data. As a third
distance evaluation method, based on Braun (1994), the money demand was studied under the Canonical
Cointegrating Regression approach. As a conclusion, and based on the three metrics, the model is not rejected
in its ability to reproduce an important proportion of the volatility in the U.S.
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Kimborough, Ellen McGrattan, George Tauchen and participants in the Macroeconomic Workshop at Duke
University, the Economics Workshop at ILADES/Georgetown University and the University of Santiago, the
Macroeconomic Workshop at the Central Bank of Chile, and finally the participants in the last World
Econometric Congress at Tokyo. I also thank the anonymous referees for very helpful comments.



1. INTRODUCTION

This paper focuses on the fact that the velocity of money is not constant
over the business cycle; it features the calibration of an economic model which
includes cash and credit goods along the lines of Lucas and Stokey (1987), and
Cooley and Hansen (1992)'. To improve the performance in the volatility of
velocity and in the behavior of the money demand, including fiscal policy,
which has been proven to improve the model's ability to reproduce some basic
facts about business cycle fluctuations. Also, we allow the government to have
debt (deficit) but requiring that this agent satisfies the standard transversality
condition’. The model is solved and simulated after checking for sustainable
fiscal policies, i.e., a government that satisfies its intertemporal and
intratemporal budget constraint.

In current real business cycle research generally the aggregate demand
or government policy variables are based on monetary or fiscal policy alone.
From this "partial equilibrium perspective" it is very easy to arrive at theories
like the "monetary theory of price level determination” or on the other side of
the mirror to theories like "fiscal theory of the price level”. This kind of feature
is very common in the current real business cycle calibration literature.
Examples of those who consider only a fiscal sector are Aiyagari (1991),

Aiyagari et al. (1990), Braun (1992), Christiano and Eichenbaum (1992a),

'For a textbook discussion about cash in advance models, see Lucas and Stokey with
Prescott (1989), Sargent (1987), and specially recommended is the recent book written by
Altug and Labadie (1994).

%For a complete discussion about this topic, read section 2, specially the discussion about
the government and its ways to finance spendings.



Greenwood et al. (1993), Judd (1989), McGrattan (1989), (1991), (1992), (1993),
and McGrattan et al. (1993), among others. On the other side, we have those
who consider only a monetary policy rule. Among them are Bansal and
Coleman (1993), Christiano and Eichenbaum (1992b), Coleman (1993),
Coleman et al. (1993), Cooley and Hansen (1989), Kydland (1989), Lucas
(1987), and McGrattan (1991).

All these models have as mentor the work of Kydland and Prescott
(1982). They calibrate a model that captures some of the facts of the U.S.
economy, and, as they point out, this "real-side" model is able to reproduce the
relative size of the fluctuations in output, consumption and investment.
Stochastic shifts in the production function drove their economy. However,
nominal variables play no role in the Kydland-Prescott model. This fact creates
an incentive to modify this kind of "real" model to increase its performance
with respect to the data, especially in order to account for interaction between
real and nominal variables.

Consider, first, Christiano and Eichenbaum (1992a). They analyze an
RBC model with and without government inside. They considered two
specifications to introduce leisure in the utility function. One parameterization
specifies that individual utility is linear in leisure (indivisible-labor model),
while the second one states that leisure is a nonlinear argument in the utility
function (divisible-labor model). Considering an AR(1) time series
representation for both the logarithm of the productivity shock and the
logarithm of government consumption, they concluded that, "when aggregate
demand shocks arising from stochastic movements in government consumption

are incorporated,..the model's empirical performance is substantially



improved" (page 447).

In the same line, McGrattan ((1989),(1991),(1992)) incorporates taxes on
factors of production and government spending as a proportion of the total
output. Using a linear-leisure utility function (indivisible-labor model), and an
AR(1) law of motion for the technology shock, McGrattan concludes that there
1s a great improvement when taxes are included in the model®.

Finally, and with a very similar structure, Aiyagari et. al. (1990),
addressed a different but related topic. Their paper investigates the effect on
some aggregate indicators of changes in government spending, focusing
particularly on transitory and permanent effects. They found that both
temporary and persistent increases in government consumption increase the
interest rate, and have important effects on employment and output®.

All of these articles suggest that incorporating a fiscal sector betters the
performance of the standard Kydland and Prescott's growth RBC model, but all
of these analyses are made without considering a monetary sector (nominal
variables).

- Almost simultaneously, and using a dynamic programming approach
along the lines of Lucas (1990), Coleman et al. (1993) build and simulate a
monetary model in which the monetary policy is identified as a stochastic

supply schedule for reserves, and where the banks have a demand for reserves

3McGrattan (1991) modified a basic model in two directions. In the first model, taxes are
included. In the second, money via cash-in-advance is incorporated. The final conclusion is

that the improvements of the monetary model are small relative to that found with the tax
model.

4I-Iere, as in Christiano and Eichenbaum (1992), the government purchases are financed
solely via lump-sum taxes. The extension is to consider distorting income taxes instead of
lump-sum taxes.



as a solution of the optimization process for the dynamic model. Closing the
model with this monetary policy equation, they are able to reproduce most of
the features of the U.S. data®.

The point is not to include all the variables of the real world in the
analysis, but at least to consider the interaction between fiscal and monetary
policy as basic components of the model, as it is suggested by Leeper (1993).
One step ahead is to allow a maximizing behavior for these "new" agents, along
the lines of Aiyagari (1991).

In a recent publication, Leeper (1993)° points out that, given that there
is a tendency among economic researchers to analyze the behavior of one policy
authority at a time, the conclusions of these studies have hidden assumptions
about the other policy not considered: assumptions that can yield misleading
beliefs about policy effects. This problem arises from the lack of specification of
interaction and connection with the other policy authority. In his paper, he
considers a model with both monetary and fiscal policy, and he shows that,
depending on the monetary and fiscal policy combinations, the economic
implications are different from those that have to do with single policy models.

What is clear from these lines is that the traditional approach considers
the monetary and fiscal policies separately. From previous research, we know
that the performance of our models will improve if we consider either a fiscal
sector or a monetary sector as a component of the models. It is a natural

extension to consider monetary and fiscal policy jointly.

The comparison is based on a VAR estimation for the actual data and a VAR using the
simulated data from the model, altogether with the first two central moments of each variable.

6See also Leeper (1991) and Leeper and Sims (1993).



Based on the ideas of Chang (1991), Leeper (1991), Leeper (1993),
Leeper and Sims (1993), Sims (1994), Smith (1994), Woodford (1994a), and
Woodford (1994b), the basic framework of this study is a standard real
business cycle model that includes a public sector that finances its budget with
stochastic income and inflationary taxes, and debt. Government spending is a
stochastic proportion of the output (mean around 20% based on the actual
data). Households and firms behave in a competitive way.

The evaluation of the model is based on three metrics. First, we consider
the classical standard deviation and correlation distance metric. For that we
test the model implementing block tests on real and monetary variables, and
on both of these together. The reported results indicate that the model is able
to capture the main characteristics from the data. Second, focusing on the
multiple time series properties of the model, we implement a statistically well
specified vector autoregressive model to study the impulse response functions
for selected real and nominal variables: interest rates, velocity, money,
consumption, and fiscal deficit. The performance of the model in this
dimension is very good, particularly with respect to interest rate, velocity, and
deficit. Finally, the model's implications are evaluated using the novel
Canonical Cointegrating Regression approach developed by Park (1992) and
Ogaki and Park (1993). Following Braun (1994), we implement this CCR
framework to the money demand relation, and contrast our estimations with
those that come from the current literature. Our simulations generate CCR
estimates that are in the range of the elasticities estimated using actual data
with other approach e.g., such as Stock and Watson's (1993) dynamic ordinary
least squares, Hoffman and Rasche's (1991) Johansen's ML estimate, and



Taylor's (1994) Monte Carlo-GMM estimate.

In summary, the structure of this paper is as follows. Section 2 describes
the model of the economy and solves it for an equilibrium. The next section
presents the simulation results from two perspectives for three model
parameterizations. The first performance measure is the evaluation through
block testing procedures. For this we implement Wald tests for the standard
deviations and correlations generated by the model. The second is a time series
approach. We consider a statistically consistent vector autoregressive model
and analyze the impulse response functions for selected real and monetary
variables. Section 4 evaluates the performance of the model from a
Cointegrating approach. Based on Braun (1994), Park (1992), and Ogaki and
Park (1993), we applied the Canonical Cointegrating Approach to the money
demand equation. The results dare comparable with the current literature, and
we reach the conclusion that in this dimension the income and interest

elasticities are well captured by the model. The paper ends with conclusions.



2. THE MODEL

The economy to be studied is a version of the indivisible labor model of
Hansen (1985) and the cash-in-advance model with cash and credit goods of
Stokey and Lucas (1987). The economy has three agents: households that work,
consume and invest; firms with constant returns to scale technology; and, the
government which finances its spending with bonds, income and inflationary
taxes. As we know, money is valued because it is required to purchase
consumption goods.

I assume a continuum of identical infinitely lived households with
preferences given by the time separable utility function,

E, ), B Ulc.cpl,) ,  0<B<l

where c,; is consumption in the cash good, ¢y is consumption in the credit
good’, and 1, is leisure in time t. Each household is endowed with one unit of
time each period (0<1<1), part of which (h=1-1>0) is supplied to a firm that
produces the output.

I assume a constant marginal disutility of labor and a generalization of
the logarithmic specification used by Cooley and Hansen (1992) that is
separable in c; and c,. It is represented by a CRRA utility function of the form:

1 (1=7) a-v) _
U(cy,c,,h) =q1-7 [acl +(1-0)c, T h]

o-loge, +(1-a)-logec, =T"-h

(1)

where 1/ is either the elasticity of substitution between cash and credit goods

at any two points in time®, or the inverse of the coefficient of relative risk

"Investment and leisure are also credit goods.

8Separability implies that consumption of the credit good remains unchanged by inflation.



aversion. In Cooley and Hansen the CRRA parameter was equal to one’, which
implies logarithmic preferences. The variable 4 is hours of work and is defined
by 1-1.

At the beginning of the period, households have currency holdings that
come from three sources: m, is currency carried over from the previous period,
interest and principal from government bonds, and a lump-sum monetary
transfer given by the government. At this moment households acquire bonds,
and then the asset market is closed. Thus, purchases of cash goods c¢; must
satisfy the following cash-in-advance (CIA) inequality constraint'’,

Pct € m + (1+R)be - b + T (2)

where p; is the price level, and (1+R;) is the gross nominal rate of the

one-period nominal government bonds b;. The resource or flow constraint is

given by:

Moy B o (wh +(ewnk + ke + 2 +(1+R2 + L (3)

t t pl t t

ato tit

Hence, the household expenditures include purchases of the cash good
(cy), the credit goods (cp) and investment (i), money to be carried into the next
period (my,;), and one-period government bonds holdings (by,;). The sources of
income include after-tax labor income (real), after-tax capital rental income
(real), refunds from depreciation, currency carried from the previous period

(my), the receipts from government bonds (capital and interest (I+R,)bh.) and

the lump-sum monetary transfer (T).

YEstimates of the coefficient of relative risk aversion vary substantially but usually lie
around or below unity.

1 did not include gross investment in the cash-in-advance constraint, as in Stockman

(1981).



The law of motion for the household's stock of capital evolves according

to:
kisi = (I'B)kt + 1, 0<d<l (4)

The second agent in the economy (firm) produces output y, according to a
constant returns to scale Cobb-Douglas technology'' where the productivity

shock is assumed to evolve as an AR(1) with root outside the unit circle:

f f f 0 f11-8 (5)
y. = e*F(ki,h) = e*(k.) (h)~, 0<06<l1

zZs = Pyzi + €. E[€] =0, V[e]l=gl<

Given constant returns to scale, we can rescale factor utilization by N,
the number of firms, so k| =K, N, h! =H,-N. The variables K and H
represent the economy-wide per-capita stock of capital and labor demand,
respectively. With this procedure in mind, we can redo the exercise with the
marginal conditions for the representative firm (we will assume that N=1, so
y=y"). Then given that the firm seeks to maximize benefits, from the first order

conditions for the firm's profit maximization problem we obtain that:

KB
w, =e" -F(K, H,)=¢* -(1—6)‘5;—
- (6)
r,=e* F (K, ,H,)=e" 8- Kzl-‘”

1Some of the capital letters are used for per capita variables which are determinated in
the equilibrium. In the same way, small letters are used for control variables.



The role of the government in this economy is to collect taxes, and to
issue debt and money to finance a sequence of stochastic government
expenditures and the capital plus interest of the bond issued in last period.
Finally, it returns the unspent income to the households via a lump-sum
monetary transfer. B, is the one-period nominal government debt, which has
real value By/p; and earns interest rate at the risk free gross nominal rate
(1+Ry). Hence the government's intratemporal budget constraint with the law

of motion is given by:

G+ I = nwiHe + T (n-d)K, + MM Bui-(1+RJ B
P P P
G = Ly, (7
Cm = Co + P3C, + Mg
Theel = Tho + PayThe + PuTue + My

Teeel = Teo T PsiTie + PsyTae + My

where the stacked vector n = [ n,n,J has E[n] = 0, with V[n] = o} < .

However, the government also must be solvent. Solvency requires that
asymptotically the government cannot leave a debt that has a positive expected
present value. This is the standard-transversality condition (TVC). WE also,
assume that it is not allowed to run Ponzi games against the government', i.e.,

exclude is the possibility of government leaving a debt with negative expected

12Kindleberger (1978) discuss "Ponzi schemes", where individuals or companies pay out
funds to some parties by borrowing funds from others. See Russell (1973) to learn something
about the life of Charles Ponzi.

10



value. This is the well-known non-Ponzi-game condition (NPGC)*.
With this in mind, the intertemporal government budget constraint

expressed in expected value terms is:

Tt+j
Th,t+jwt+th+j +tk,t+j(rt+j _S)Kt-f-j _Gl+j - Do “Pusj
Bl = Et ZLO j t+]j +
’ [1(+R..)

i=0

1+1+j —Mt+j) B

+E,2j=0 j +E, —
[1(1+Rr.,.) (1+R,;)

i=0 i=0

t+J+1

The first term in the right hand side of the equation represents the
present value of the primary budget surplus (income taxes excluding
seigniorage, minus government spending including transfers), while the second
term represents the present value of the emission of money (seigniorage or
inflationary taxes). The last term corresponds to the present value of the
asymptotic debt (when J goes to infinity).

Assuming an infinite horizon (i.e. J goes to infinity), and imposing the
transversality and non-Ponzi-game conditions (TVC and NPGC), we end up

with the following intertemporal government budget constraint:

3Blanchard and Fisher (1989), Sargent (1989), and specially O'Connell and Zeldes (1988),
present the theory and the idea behinds the TVC and NPGC.

11



H, +1,,(r, -8)K, -G _ L
Th,t+jwt+j t4] Tk't+j rt+j t+j t+j p 'pt+j
oo t+)
B,=E. 2,

; +
(1+R,,;)
=0

1

o0 (Mt+1+j - Mt+j)

+Et2j=0 J
[T(t+r,,)

i=0

(7"

When this condition holds, we can say that the expected sequences of
taxes (including seigniorage) and government spending (including transfers)
are sustainable'.

From this equation is clear that in considering future policy variables on
the period t information set, it is important to recognize that the government
budget constraint restricts the joint movements of fiscal variables (spending

and taxes, including the inflationary tax). In other words, the evolution of the

vector (G,1,,7.,.M,B,T) 1is subject to the above intertemporal budget

“The concerns about the magnitude reached by the "twin" deficits (budget and trade
deficits) in the U.S. carried the attention of many economists about the sustainability of those
deficits in the long run. For a testing and empirical validation of the present value constraint
from an historical point of view, see Ahmed and Rogers (1995), Bohn (1991), Hakkio and Rush
(1986), Hamilton and Flaving (1986), Thehan and Walsh (1988), and Wilcox (1989), among
many others.

12



constraint'®. This is a very important fact, because depending on which policy
(monetary or fiscal policy) is "active or passive" (Leeper (1991)), this approach
indicates that fiscal policy will be a very important factor for price level
determination, and also we can say that sometimes the "weight" of monetary
policy in the economy is basically due to the fiscal policy. In this line of
analysis, Woodford (1994) develops a theory of price level determination based
on the intertemporal budget constraint. In his model, unexpected changes in
government surpluses and deficits affect real activity and the price level, going
against the "Ricardian equivalence" doctrine.

In summary, the law of motion for the government spending follows an
AR(1) process with mean {,/(1-p,), while the marginal income taxes are
assumed to follow a bivariate VAR with one lag'®.

The monetary policy consists of issuing money to finance part of the
stochastic government expenditures, and we assume the following AR(1)

process for the monetary rule:

(8)
M. = g Mu

log(g,,) = (I-p,) log(é) + p,log(g,) + 52 Z T Myen

B1n practice, if debt reaches some upper or lower bound the fiscal policy considers an
increase in the structure of marginal income taxes, in such a way that the TVC holds. This
paper assumes that the debt process is far away from this upper bound, so in present value
always the level of debt is zero, i.e. NPGC&TVC attains. An extension of this paper
considering a model with debt crossing these bounds is left as a future research (see Dotsey
and Mao (1994)). I would like to thank specially John Coleman for give me ideas to extend the
model in this direction in the future.

161t was performed a exploratory evaluation of the optimal number of lags based on robust

methods (AIC, HQ, and BIC criteria are described in section 3), and using actual quarterly
data from 1947 up to 1987. Based on these tests, the optimal lag was 1.

13



where E[n] = 0, V[n] = o, < oo, g is the mean of the monetary growth rate,

Ez is the sensitivity of the stabilization power of the monetary policy to the

activity level (obtained by calibration).

The usual change of variables is introduced to induce stationarity for the

variables in the model. Let &, =m /M,, p, =p,/M,,,, b, =b,/M,, B, =B, /M, and

in the following we denote variables in t+1 with a tilde (‘). In that case, given

the initial equilibrium conditions k, =K,,m,=1,b, =B, =0 and a sequence of

{G,th,Tk, g',ﬁ‘} that satisfies the government intratemporal and

t=0
intertemporal budget constraint (7) and (7'), a competitive equilibrium is a set

of sequences for the price level {p,}  , factor prices {w..r.},, interest rates

t=0?

{R.}.,, household allocations {ch,czt,ht,it,rﬁm,f)m,km}io and per -capita

quantities {H;,I:,K.},, such that the following conditions hold:

(1) Household and firm solve their maximization problem.

t+1=1'6t+l=f3 h =Ht’it=It’kt+1=K

(ii) m 1410 for all t, and,

t+1?

(iii) Market clearing condition: ¢, + ¢x + it + G. = Y,.
Hence, the dynamic programming problem solved by the household can
be written as in the system (9), where I, H, P are functions that express the

relationship between investment, labor, and price level, with the state of the

economy (z,g,K,A,1,,710) -

14



V(Z,C,th,Tk,g,K,k,ﬁ),S)=max{u(cl,cz,l—h)+B-Ev(z',§',‘ch.,tk.,g',K',k',ﬁl’,6')|z,§,1:,,,Tk,g,K,k,ﬁl,f)}
s.t. Z'=p,z+€
log(g') = (1-p,)-log() +p, log(g) + P,z +m,
C=Co+ps-L+m,
Ty = Tpo +Psr Ty +Puz T + 1My
T =Too+Ps; Ty +Psp Ty + Ny

K'=(1-8)-K+I
k'=(1-8)-k+i
WP i b
c,+¢; +it—+—=(1-1,) w-h+(l-7,) 1 k+1, -8k +—+(1+R) —=
P P gp gp
c,s%+(1+R)-—le—bT
gp gp P
Q-y=-g—‘_1+b7—(1+R)-—'b;+1,,-w-H+1k(r—8)-K
p gp

I= I(Z,C,Th 7Tk7g1K)
H=H(z(,1,,7,.8K)

p= P(Z,C,‘t,‘ Y‘tk’g’K)

9)

The method to find these three functions is developed in the paper by
Cooley and Hansen (1989) for a monetary economy and, in Cooley and Hansen
(1992), for an economy with distortions. It assumes that the cash in advance
constraint is always binding"’. Because it is not possible to find equilibrium
allocations by solving a planning problem, it is necessary to find those

allocations by solving a fixed point problem'®. Using this method we wish to

"To ensure that the nominal interest rate is not negative we require that the monetary
growth rate, g, must be greater than or equal to the discount factor 8. See Lucas and Stokey
(1987).

183ee Stokey and Lucas with Prescott (1989) chapter 18.

15



find a recursive competitive equilibrium, which consists of decision rules for
the households. We seek a decision rule determining the amount of money the
household carries into the next period, m'=m(z{,1,,1,.8K k.m); a set of
aggregate decision rules I, H; a function determining the aggregate price level
P; and a value function v(z,(,1,,1.,8 K,k), such that: (i) Given the aggregate
decision rules and the price level function, the value function satisfies equation
(9) and h(z,,1,14,2 K.K), i(z,{, 1.1, 2,. K, k), and m' are the associated decision
rules. (ii) Given the pricing function P, individual decisions are consistent with
aggregate outcomes: H=h,[=i,1=m(z,¢,1,,1,,2 K,K,1).

The Euler equations to the dynamic programming problem are

represented by the following system of eight equations, in addition to the

restrictions.

i B {Q‘L..a_li]_kA=o
Jk' di
i BEIZaY‘]—k=O
om'
b Uc‘.-(-}—]+ﬁ-uc{.(l‘+‘§)=o
p p

m' .
A ?:(I-Th)-W'H%—(l‘Tk)'r*k+’tk8k+m4.f)+‘th'W'H+’Ek-(r—6)'K+

-1 .
(E‘.—J-C'Y—Cl‘cz“l
gp

SLganl"'Th’W'H+t‘(r_8)K‘§'Y:'E'+’Ch'W'H+‘Ck(r—8)K—§-y, it g=0
Y p
1 X .
=‘rLg*l+’ch'W‘H+‘ck(r“8)K_C’y:;+Th‘W‘H-&-’tk(r—-ﬁ)K_C.y, i_f (p>0
gP p

16



In equilibrium m=m'=1,K=k,I=i,H=h. The functions A,¢ are the

multipliers for the budget constraint and the cash in advance constraint,

respectively. Additionally, the envelope conditions are:

av R

P Xp[(l—xk)r+1k8+(1—8)]
o _r.e

dm g g

Using the two given marginal conditions for the firm, the law of motion
for the stock of capital, the laws of motion for income taxes and proportion of
government spending, the production function, and the first order conditions
for the household together with the envelope conditions, we can solve for all

the variables in the economy {c],cz,h,i,k,y,G,f),r,w,b,z,Q,th,tk,k,(p}. The usual

procedures are used to solve the problem through the following system:

g

A o BE{Max {k’,f:'1~Uc..l}]

5 = Min &L L
P= A e,
¢ = Max {0,c,-U,. -1}

Under perfect foresight and steady state, and with the particular
preferences and technology given above, it is very easy to solve this system.
Once we solved for A, we can see that the solution for the price level implies
that the cash in advance constraint is always binding. To satisfy monotonicity
and discounting properties in the fixed point equation, we require the usual

restriction over the expected monetary growth, ie., that g.E[1/g']<1. This

restriction guarantees a non-negative nominal interest rate.

17



3. SIMULATING THE MODEL
3.1. Calibration and Characterization of the Data.
For the model described above, hours of work, investment, and the price

equation are linear functions of the states. Hence, the equilibrium expressions

for H, I, and p (the inverse of consumption in cash good) are:

H=¢,+¢,-2+9, ']Og(g)+¢3'K+¢4'Th +o, -1,
Iz(Po+(P1’Z+(Pz‘10g(g)+(ps'K+(P4‘Th+(ps"tk
13=\|’0+‘|’1'Z+‘|’2'10g(g)+\|’3 ‘K+wy, -1, +y;-1,

For the purpose of the simulations the length of the period is one

quarter, and in order to make comparisons with previous studies, the

parameter values used were =0.997, to match the average real interest rate
(1.3%), and 6 =0.36, 8 =0.025, I' =2.86, p,=0.95.

From the monetary policy rule, the values p,, o3 were estimated for the
period 1972:3 to 1993:1 following the same procedure used by Cooley and
Hansen; we fit the following AR(1) equation for the money growth:

AlOg(mm) = E.uo + §1A108(mt) + T

The estimated parameters were 0.464 (with a standard deviation of
0.0985) for the AR(1) coefficient, and 0.0096 for the standard error of the
estimate. These values are similar to the Cooley and Hansen estimates (0.48
and 0.009 respectively) with sample 1955:3-1984:1. Earlier versions of this
paper (Johnson (1994)) show that in bootstrapping experiments', the values

BYgee Mooney and Duval (1993).
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obtained using the OLS estimates are similar under simple random sampling.

The values used for o,y were obtained comparing Cooley and Hansen
(1992) with Chari et al. (1991). For the o parameter, Chari et al. (1991)
estimate the marginal intratemporal Euler equation that comes from the ratio
of the first order conditions for ¢; and c;. Using quarterly data for the period
1959-1989, and measuring real money balances by monetary base, and
consumption by consumption expenditures (including durables), they estimate
the intratemporal previous equation by OLS getting an o equal to 0.43 and y
equal to 0.17. The risk aversion parameter obtained by Chari et al. was
substantially low. Using another procedure (panel data), Cooley and Hansen
(1992) estimate o. They found that this parameter is around 0.8-0.84, deciding
to use 0.84. Given these facts, in our simulation we fix these parameters at
B=0.997 (to match annual average real interest rate), «=0.7 (something in
the middle of Chari's and Cooley and Hansen's results), and we simulate with
three values for the CRRA parameter: 0.5, 1, and 1.5%.

For each economy (with different CRRA parameters) the model was
simulated with and without a fiscal sector. So in total we have six
representations to compare with the actual realization of the economy. As a
metric we used several procedures. First, we compare the classical
contemporaneous first and second moments that comes from several variables
from the model with the respective from the data. Next, using selected
variables we implement a vector autoregressive (VAR) estimation and compare
the impulse response functions that come from the model with those from the

data. Finally, we analyze the money demand using Ogaki and Park's

2T his grid is based on classical GMM estimations on the CRRA parameter.
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Canonical Cointegrating Regression (CCR) approach.

With the first metric, the standard deviations for the error terms are
calibrated for each of the simulated economies in order to match the standard
error of the output in the artificial series with the value in the actual data (see
next table for the calibrated values). Each simulation has the same number of
periods as the data sample (85), and it used a burning period of 6% of the
sample. All the reported statistics are sample means of statistics computed for
each of the 50 simulations. Each simulated time-series and U.S. data sample
were logged and detrended using the Hodrick-Prescott filter”, following many

studies in the real business cycle research area.

Calibrated Standard Deviation for the Technology Shock

Model No Fiscal Policy Deterministic Stochastic Policy
Policy
(1.5 0.00582 0.00598 0.00620
CRRA(7Y) 1.0 0.00717 0.00692 0.00710
15 0.00785 0.00766 0.00783

Using data from McGrattan (1992), we interpolated the series on capital
and labor income taxes to obtain quarterly observations (see Figure 1). The
data comes from 1947 to 1987. Using this interpolated data, the law of motion

for the taxes was estimated as a bivariate VAR(1):

21gee Prescott (1986) for the method of detrending, and King and Rebelo (1993) for some
critiques.
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%', =-0.015357+1.016375-1, +0.023584.7,,  SEE =0.002281, T, = 0.228071, R* =0.9932
(3.47)  (123.83) (3.98)

%', =0.042780-0.084422-1, +0.952894-7,,  SEE =0.005707, %, = 0.507503, R* =0.9781
(3.87)  (4.11) (64.25)

where the values in parentheses are the absolute t-statistics under the null
that the parameter is zero and SEE represents the standard error of the
estimates. This bi-VAR(1) is going to represent the law of motion for the
marginal income taxes.

Table 1 shows some of the basic statistics for the U.S. sample data, and
figures 2a, 2b, and 2¢ present the most relevant of these time series.

Some of the U.S. statistics reported in Table 1 differ from those reported
in Kydland and Prescott (1982), Cooley and Hansen (1989) and McGrattan
(1993) because of data choices. As we can see, the correlation between output
and price level is negative (-0.55) while the autocorrelations of almost all the
series considered are still high until three quarters, showing high persistence.
Money, velocity, consumption and the price level are among the variables with
more persistence (the autocorrelation parameter for the fourth lag is greater
that 0.30), while inflation and the deficit (measured as the ratio between total
government deficit and nominal GNP*) have low persistence. Even when we
did not test for heteroscedasticity, just looking at the Figures 2c still there

exists evidence for the presence of an ARCH-like process in the deficit process,

“This is a very common practice to measure the fiscal deficit in real terms and has the
benefit of correcting the possibility of heteroscedasticity in the following estimations. See
Joines (1985), Trehan and Walsh (1988) and (1990), and Bohn (1991).
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particularly because of the period spanning 1974-1976. The standard deviation
of deficit, due in part to these years, is 1.80, with an AR(1) coefficient of 0.75.
As we expect, the volatility of investment is relatively high (6.15) with respect
to consumption (0.91) and output (1.80). The behavior of money and velocity
are also very volatile (2.29 and 2.97 respectively), especially because of the
1980's.

The correlation between money and velocity is negative (-0.92), while
the correlation between output and interest rates is positive (0.36). The
correlation between velocity and the interest rate, and the correlation between
consumption and output, have the signs that we can expect from the theory
(0.42 and 0.86). Interesting are the resulting correlation between deficit and
inflation (0.44) and deficit with interest rate (0.37). It seems that there exists a
sort of endogeneity in the fiscal deficit, due in part to the level of the debt,
implying high payments in terms of interests.

Some of these facts are not consistent through the sample. If we split the
sample in 1982:4% perhaps the most notorious change is in the behavior of
velocity and money. Before the 1980's, the velocity presented a marked trend,
while since early last decade this variable begins to fluctuate with a decreasing
trend. During the first sub-sample the correlations between velocity and either
inflation or output were positive (0.17 and 0.20 respectively), while in the
second sub-sample the same correlations were negative (-0.12 and -0.76).
Another important fact is the change in the sign of the correlation between

interest rate and money. In the first sub-sample, this correlation is negative

ZSince then, the Fed changed it's policy from targeting nonborrowed reserves to indirectly
targeting the funds rate (Leeper and Gordon (1992)). For a discussion about this point see
Balke and Emery (1994).
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(-0.56) while in the second sub-sample, it is positive (0.57). The same happened
with the correlation of the innovations. The correlation between inflation and
money turns from negative (-0.29) to positive (0.38), while considering all the
sample this statistic is around zero (0.01). Something similar happens with
velocity and interest rate. Their correlation change from 0.30 to -0.20 (or from
0.62 to -0.12, if we consider the simple correlation sample instead of the
innovations).

From studying figure 2a-2¢, we can see some of the usual properties in
the real aggregates variables®. The low volatility of consumption, in
comparison with the higher volatility of GNP, and the high negative
correlation between velocity and money. In particular, note the high (low)
volatility of velocity (GNP) and money since 1982. Before this date there was a
high correlation between money and both inflation and GNP. All these
procyclical movements disappear after 1982-1983.

In exploratory analysis using a five variable VAR(1) (with order y-p-r-m-
v), the impulse response functions of the interest rate on output is negative
indicating that if we shock the interest rate upward, the activity level is going
to decrease (with a lag of two to eight quarters), while the inflation is going to
increase in the short run (two quarters). The effect of the monetary expansion
on the interest rate does not show a liquidity effect®.

As it was mentioned, the exercise consists in simulating two economies

%For a detailed illustration of post-Word War II U.S. non-monetary economic time series
see Huffman (1994).

ZThis effect is not shown in a VAR even when the federal funds rate is considered instead
of the three month treasury bill rate. See Leeper and Gordon (1992) and (1993), Christiano
(1991), Christiano and Eichenbaum (1992b), and Coleman et al. (1994)
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with different structures for the states variables, each wunder three
specifications of the objective function. The first set of two economies (with and
without fiscal sector) assumes a logarithmic utility function without credit
goods (y=1) as in Cooley and Hansen (1989), but with cash and credit goods,
while the second set (with and without fiscal sector) assumes a non-logarithmic
utility (o=0.7,y=[0.5,1,1.5], see text above). For all the simulations, an

autoregressive process for the money growth rate (AR(1)) with mean £=1.015

is assumed. This implies an average inflation of six percent (based on data
from 1972:1 to 1993:1). The government spending is a stochastic proportion of
the output, with an average of 20%', the actual average figure found in our

sample.

3.2. Contemporaneous Moments and Testing the Model.

In this section we present the main results of the experiments in terms
of means and %’ of the standard errors and correlations of several simulations
(for this purpose we consider 50 repetitions). In Tables 2.a, 2.b and 2.c are
represented the standard deviation for artificial economies, considering three
CRRA (0.5, 1.0, and, 1.5), while in Tables 3.a, 3.b and 3.c it presented the
correlations for the same economies showed in Tables 2a-c. The shaded column
(on the left side of each table) shows the standard deviation and correlation of
the actual U.S. data, for a period spanning from 1972:1 to 1993:1 (quarterly
basis).

The first simulated economy with no fiscal policy and CRRA y=0.5, is
represented in the second column with its respective chi-squared test (with

their probability or p-values in parentheses) next to the right. These tests
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evaluate the null hypothesis that the statistic predicted by the model equals
the corresponding value for the data in the first shaded column. All these
statistics are asymptotically x*(df) distributed with df degrees of freedom. The
next two columns present the simulation results for the same parametric model
but now including the fiscal policy. The same structure is represented in the
following wide-columns in each table, with the CRRA parameter changed from
05 to 1.0 and from 1.0 to 1.5. Being a little more sophisticated, we
implemented a Wald test to evaluate the overall performance of the model,
using either all the variables as a metric or just a subset of these. These tests
(with respective p-values in parentheses) are presented in the last three rows
of tables 2a-b. The first one is a x’(4), and tests the joint hypothesis that
inflation, velocity, interest rate, and deficit implied from the particular model
equals the corresponding from the shaded column. This test was implemented
to test the model performance only considering the nominal variables. The next
reported test (%°(6)) considers the real variables, i.e., output, consumption,
investment, capital stock, hours, and productivity. This test, in particular, will
show the predictions of models which include a fiscal sector outperform the
predictions of models that do not include it. The last test (x*(10)), evaluates
the overall performance of the model in terms of all the variables generated by
it. This tests the joint hypothesis with the variables included in the previous
two tests.

Looking first at the x*(1) tests, we can see that the performance of the
model improves in term of consumption, hours, and productivity, while it
decreases in terms of investment. The volatility in taxes makes a good

contribution with respect to the variable hours. With stochastic income taxes
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we capture the volatility in the elasticities of the labor supply, increasing the
standard deviation of productivity and hours worked. Also, in particular, the
model's volatility of inflation and interest rates exceeds that of the data (by a
factor of two), while the volatility of velocity is lower than the actual value (the
model explains almost 50% of the actual volatility). For most of the real
variables it is hard to reject the null hypothesis that the model predicts
individual accurate moments.

In implementing the three joint tests we can easily see that the model
which includes the fiscal sector performs better than the model with no fiscal
sector. The evaluation of the overall model with the %’ (10) joint test, indicates
that, including all real and nominal variables from the table (excluding CPI),
the model has good performance and it is not rejected with respect to the actual
U.S. values. When we consider only the real variables, the model without the
fiscal sector is not rejected with a 5% significance level, however the
performance of the model is notably improved once we include the fiscal policy.
Now the model presents a p-value range from 0.15 to 0.20. From the point of
view of this paper, the most important test is the first joint test 4. It
represents the joint test considering the last four variables from tables 2a-c.
This test presents the stronger favorable results with respect to the model with
taxes, with p-values around 0.50. When the CRRA parameter is 0.5 the model
with or without fiscal sector predicts almost the same results in terms of the
tests: the model is not rejected at 5%. Once the CRRA moves to 1.0, the p-value
reaches 0.509 for the model without taxes. Including taxes improves the model
performance; now the p-value is 0.543. Finally, in the last simulation,

considering a CRRA parameter of 1.5, the same modification increases the p-
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value from 0.495 to 0.553. In summary, the performance of the model with
respect to inflation, velocity, intei.st rate, and deficit improves once we
consider a stochastic fiscal policy.

Now, we analyze the performance of the model with respect to the cross
correlations. In Tables 3.a and 3.b are presented the simulated moment with
their respective )’ statistics. The correlation of consumption and output is well
captured by almost all the simulated economies. For the first economy with
CRRA of 0.5, the p-value is equal to 0.01 for the economy without taxes; once
we include taxes, this value increase to 0.09. In the second economy, with a 1.0
CRRA parameter, the p-values change from 0.18 to 0.20, again showing the
good performance of the model. This results is repeated when vy =1.5. The same
analysis follows for the price level, except that the inclusion of the stochastic
taxes changes the sign of the correlation coefficient when the CRRA is greater
that 1.0. The level of the correlation between output, and either consumption,
investment, or hours is well captured by the model.

Even when the individual tests do not show a good performance for the
model, this is because the variability of the correlations is very low. However,
considering only the level of the correlations we can see that in general, the
model explains very well the actual correlations.

In summary, the percentage of explanation in volatility of consumption
1s almost 90%, investment 80%, capital stock 82%, hours 72%, productivity
60%, price level 120%, velocity 50%, interest rate 300%, and deficit 75%.
Hence, looking at the joint tests the model with stochastic fiscal policy show a
marked improvement in terms of the nominal variables and in term of the real

variables.
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In Figures 3 and 4 are represented three scatter plots. The first plot in
Figure 3 shows the actual data relation between the fiscal deficit and the
interest rate, fitting an OLS curve through the points. The next two plots in
the same Figure shows the simulated relation for these two variables: one
considering a CRRA parameter of 0.5, while in the other is 1.5, both assuming
an economy with stochastic fiscal policy. Here we can see the relatively high
volatility of the actual versus simulated data for the deficit, and the low
volatility of the actual interest rate. The Figure presents the OLS curve
estimated with those data, and we are able to see that our model captures very
well the sign in the cross relation between these two variables.

Figure 4 presents the same kind of analysis but now we include velocity
instead of deficit. We can see the positive relation between velocity and interest
rate, and the relatively high volatility in the actual data in comparison with
the two model simulations. Although the sign of the cross relation is well

captured by the model, it seems to be a little underestimated.

3.3. VAR Analysis: Impulse Response Functions.

In this section we estimate a statistically well specified vector
autoregressive (VAR) model, considering a subset of five real and nominal
variables: interest rate, money, consumption, velocity and deficit. The first
subsection examines the stationarity of the data, using the classical unit roots
literature. Following the implementation of the unit root tests, we analyze the
existence of cointegration among the variables, to establish the necessity of
error correction mechanisms inside the estimated VAR. Finally we implement

Granger-Causality tests to establish the order of the VAR.
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3.3.1. Unit Roots and Cointegration.

The first step in estimating a VAR is to determine the existence of an
integrated process in the variables of interest®. Tests of unit roots are designed
to establish such possibility. In Table 4 we present the Augmented Dickey-
Fuller (ADF) unit root tests for a subset of real and nominal variables. The
ADF equation was specified considering one, two and four lags, to ensure that
the error term is a white noise. For each of the specifications was considered
the existence of a constant and a trend variable in the equations. Columns (1)
denoted the pure ADF test, without trend and constant term; columns (2)
include the constant term, while columns (3) is a complete ADF with a constant
and a trend term. The shaded cell means that the null hypothesis of no unit
root is rejected with 5% of significance level.

The results are pretty standard and are consistent with the literature.
Treham and Walsh (1990) evaluate the existence of nonstationarity in
government expenditure, tax rate, inflation and velocity, while Stock and
Watson (1993) have presented evidence that output, real balances, and
nominal interest rates are integrated of order one and cointegrated®’. Price
level, interest rate, real money, inflation and velocity are among the candidates
for high probability of not rejecting the unit root null. For money, output,
consumption and deficit, the tests still do not reject the null of a unit root, but

not as strongly as the other variables just mentioned. The results are

TN process that is integrated of order p, or I(p), must be differenced p times to be
stationary. See Hamilton (1994) or Granger and Newbold (1986).

% Ahmed and Rogers (1995), using a long annual data set, employed Phillips-Perron (1988)
and Perron (1989) tests for unit root in some fiscal and real variables for the U.S. and U.K..
The statistics reported indicate a failure to reject the unit root null for the levels of each of the
variables, but rejection for the first differences.
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consistent when we consider three lags and, at the same time, for the different
specifications of the ADF tests.

Stock and Watson (1993) reported some degree of cointegration among
output, real balances, and interest rates. Using annual data from 1900-1989,
and looking for stability in the money demand equation, they found that the
residuals constructed using either the full-sample or first-half point (1900-
1945) estimates are consistent with cointegration, while the residuals based on
the postwar estimates are not. Our results are consistent with their results, not
rejecting the null of no cointegration. Table 5 reports these results. The entries
in this table report the test of cointegration between any pair of variables listed
in the first column and the first row. Using a ADF test with constant, trend
and four lags®, we never reject with a 5% of significance level the null of unit
root in the residuals of the cointegrated equation. Particularly important for
the public finance literature are the results with respect to deficit. The last
second row of Table 5 (before the comments) reports the cointegration between
deficit and the rest of the variables under consideration. It seems that the data
report some degree of long term relationship between deficit and either interest
rate or inflation since the p-values are around 0.10. Even when we did find
strong evidence to reject the null of no cointegration (with a 10% and with ADF
tests), the entries give us some idea that some pairs are actually cointegrated,
i.e., that there is a good possibility that in the long run some of the process
variables are really linked. This is the case for the pairs money-inflation,

velocity-inflation, and, real balances-output, among many others.

BThe results are robust to the ADF test specification equation.
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3.3.2. Dimension of the Model: AIC, HQ and BIC Tests.

Given that we did not reject statistically the null of no cointegration and
unit root in the residuals (as Stock and Watson (1993)), it is not necessary to
revise the specification of the VAR to introduce any error correction terms in
the data generation process. The only thing left is the specification of the order
for the variables in the Choleski decomposition. Because we compare the
simulated HP-filtered data, it was necessary to recalculate the unit root tests
for the actual data after being filtered by the Hodrick-Prescott filter. The
results are a quite different in comparison with the unit root tests for the data
without detrending. In Table 6 we report the ADF tests for the elected subset of
variables (this table follows the same structure than Table 4). Here, and for
most of the specifications, either interest rate or deficit do not present evidence
of having a unit root in the process, changing the results found in Table 4.
However, for the other three variables (money, consumption, and velocity) the
unit root tests confirm the null of a unit root. Having these results in mind, the
VAR will include two variables in levels (interest rate, and deficit) and three in
first differences (money, consumption, and velocity)™.

Once we determine the included variables, it is necessary to specify the
order to do the decomposition for the impulse response analysis®. To study
causality among the variables, we implement the Granger-causation test
(Granger (1969)); the results are reported in Table 7. Entries off the diagonal
indicate the value of the test under the null Hy: X1 is not Granger-caused by

X2, with its respective p-values in parentheses below the test. This test can be

2IAll the variables are generated from previously log-HP-filtered data.

3For a review of the VAR estimation procedure see Sims (1980).
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done with different specifications of the causality equation, basically to ensure
white noise in the residuals. We implement the F tests with different number
of lags, all with the same causality results. Table 7 reproduces the results with
1 lag for the Granger equation.

The test values, altogether with the p-values, indicates that there is a
causality going from interest rate to money growth (we reject the null that
money is not caused by interest rate with test equal to 16.5, and a p-value
0.0001). The same is true for interest rates with consumption growth and
velocity growth. Both hypotheses are rejected with a p-value lower that 0.01
(1%). Other important results are that velocity growth causes money growth (p-
value 0.0016) and consumption (p-value 0.07), and that consumption growth
causes the deficit (p-value 0.0006). From these results, we conclude that the
final ordering will be: interest rate, velocity growth, money growth,
consumption growth, and, deficit (r-dv-dm-dc-def).

Finally, it is necessary to define the correct dimension of the model.
There are many tests that address that question. However, based on Lutkepohl
1985's Monte Carlo simulations, among the most robust tests are the Akaike
Information Criterion (Akaike (1974)), the Hannan and Quinn Criterion
(Hannan and Quinn (1979)), and the Bayesian or Schwarz Information
Criterion (Schwarz (1978))*'. What these criteria do is minimize the following

function,

= g

31 ere and after AIC, HQ and BIC.

32



where 1n|flk| represent the logarithm of the determinant of the variance-

covariance matrix for the residuals in the equation with "k" lags (one up to six).
The number of equations in the VAR is represented by "d" (five in our
problem), and the total number of observations is denoted by "T".

The specific representation for A depends on the criteria used. For the
Akaike criterion A =2, Hannan and Quinn use A =2-In(In(T)), while in the
Schwarz criterion A = In(T). Table 8 reproduces these results for a span of lags
from one up to six.

As we expect, when the number of lags increase, the value of the
logarithm of the determinant decreases, which means that we are always going
to choose the maximum number of lags based on traditional Tiao-Box-Sims
criterion (Sims (1980) and Tiao and Box (1981)). The existence of the AIC, HQ
and BIC criteria solve this problem, and more importantly, based on Monte
Carlo simulations, we know the relative power of the tests. Once we consider
different criteria (AIC,HQ,BIC) the X ,, function chooses three lags or one lag
(AIC, and HQ and BIC respectively), given the same results when the
specification of the VAR is made in terms of levels instead of first differences
for money, consumption and velocity. This gave us confidence in choosing 1 as
the optimal number of lags to define the dimension of the model. Now we go to
analysis of the impulse response functions.

3.3.3. Impulse Response and Variance Decomposition.

Based on the VAR previously specified, we estimate the impulse
response functions for interest rate, velocity and deficit. First, we see in Figure
5 the response of the variables in the model to a one standard deviation shock

in the level of interest rate. The first plot of this figure reports the impulse
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response functions based on the actual data, while the second two graphs
present the responses of the models with fiscal sector and CRRA parameter 0.5
and 1.5, respectively. A common feature of the calibrated models is the lack of
persistence, however this is not the case in our model. From the impulse
response functions showed in the second and third graph in Figure 5 we can
see that both the actual and simulated data, show a persistence that lasts for
about seven quarters. Moreover, the sequence of deficits seems to be well
represented by the model. In the actual data, the shock to interest rates
increase the level of deficit for about three quarters, but also there is an
increase in velocity that lasts 7 quarters. The responses of deficit and velocity
(in less percentage) are captured by the model. The sequence of money,
however, goes in the wrong direction.

In Figure 6 we can see the response of interest rate to a one standard
deviation shock in all the VAR variables. Now the model loses a little
persistence relative to the actual data impulse response functions. While most
of the variables induce a 7 to 8 response in the interest rate, the model only
generates 5 quarters of response, half a year less. However, the signs of the
interest rate process are very similar in both the actual and simulated models.
A one standard deviation shock in deficit induces an increase in interest rate
that lasts 2 years in the actual data, and one year in the simulated model. The
shock in velocity growth generates a 6 quarters negative response in the actual
data and 3 quarters for the model. The model seems to reproduce with success
the behavior of interest rates as the economy encounters an unanticipated

shock.

The same analysis performed with interest rates in the last figure is
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reproduced for velocity in Figure 7. In the actual data and in the model,
velocity responds positively to a shock to interest rates, although the
magnitudes and lasting periods are different. For the first case (actual data),
the positive impact lasts almost 6 quarters, while in the simulated economies
the positive effects are present only 2 quarters, and then there is a negative
compensation that lasts one year. Hence the response in time looks similar,
although not in sign.

The behavior of velocity is similar in the two types of data. An auto
shock generates a positive response that lasts 3 quarters in the actual data,
and 2 in the simulated economies. Deficit has a positive impact on velocity for
about 2 years, while the model generates a positive impact for only 3 quarters.
It seems to be more dynamic in the model with higher CRRA parameters.

The last impulse response analysis corresponds to the deficit. The
response of the deficit to a one standard deviation shock in interest rate seems
to be captured by the model. For the actual data the positive impact lasts for
about one year, while for the simulated economies, the impact stay for a little
more than a year. The comparison is really good once we consider the model
with a CRRA parameter of 1.5. The small response of deficit to a money shock
1s well captured by the model, although in general the actual data induces
smoothed paths for the deficit levels, in comparison with the model.

Figures 9 and 10, present the variance decomposition® for velocity and
deficit from the VAR generated from the actual data and from the model (with

CRRA parameters 0.5 and 1.5), i.e., the fractions of forecast variance of velocity

%2The variances of interest rate, velocity, money, consumption, and deficit are decomposed
into the fractions that are explained by innovations in their same variables.
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and deficit explained by innovations in interest rate, money, deficit, and
consumption. The first graph represents the decomposition based on the actual
data, while the second and third graph were generated with simulated data
from the models.

Almost 25% of the variation in velocity is explained by innovations in
the interest rate, while 60% of innovations in own velocity is explained. In the
model, from 80 to 90% of the variance of velocity is explained by innovations in
interest rate, and only a 10 to 15% is explained by innovations in the own
velocity. In both the model and the data, variance in velocity is explained by a
10% in innovations in the deficit and innovations in money. In relation to the
deficit (in the actual data) it is explained almost entirely by innovations in
deficit and almost 10% of the variance is explained by interest rates. The model
captures this characteristic. The 50 to 60% of the variance in the deficit is
explained by its own innovations, and in 35 to 45% by innovations in interest
rate. In comparing the two models, it seems to be that a lower CRRA
parameter will help to capture these characteristics™.

As a summary, the model captures most of the paths shown for the
actual data, specially, the sequences of deficit and velocity (positive response to
a shock in interest rate), and interest rate (positive response to a shock in
deficit). The model captures correctly the signs of the responses and also
presents good persistence in the variables. Also, considering the large
confidence intervals from the variance decomposition exercise, the model

captures the volatility decomposition of deficit and, also of velocity.

33Runkle (1987) mentioned that in general the confidence intervals of the variance
decomposition can be large, so one must be careful in concluding from these figures.
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4. MONEY DEMAND AND CANONICAL COINTEGRATING REGRESSIONS

This section presents the estimation results for a money demand
equation, based on the canonical cointegrating regressions (CCR) approach
developed by Ogaki and Park (1991) and Park (1992)*. Starting from the
conclusions of cointegration tests developed in section 3.3.2. and the results
obtained by Stock and Watson (1993), I assume that there is some degree of
cointegration among output, interest rate, and real balances.

As we know, the OLS estimates from a cointegrated regression are
consistent but asymptotically biased (their standard errors are meaningless),
and also they have a very unusual distributions, making inference of statistics
very hard to implement. To solve this problem, and obtain efficient estimates,
we follow Park (1992). The idea is to utilize a nonparametric estimate of the
long-run covariance parameters. Among the advantages of CCR is that we can
make inferences using just standard distributions like asymptotic t tests, and
it imposes the restriction that the cointegrating vector removes all
deterministic and stochastic trends. Also, we can test very easily deterministic
and stochastic cointegration using asymptotic chi-squared standard
distribution.

This section follows Braun's (1994) procedure and produces similar
estimations for the money demand in the U.S. using the CCR approach. Table
9 reports the estimation based on OLS and CCR of the following money

demand function:

ln(%) = @, - (Plln(Rz) + (pzln(Yt) + W (Money Demand)

t

A general explanation can be found in Ogaki (1993).



where M/P, R and Y, are real balances, gross nominal interest rate, and
activity level (measured by output or consumption), respectively.

Table 9 contains the estimated parameters values from OLS and CCR,
using as a measure of activity level, consumption and output. This table also
reports two asymptotic )’ cointegration tests. The H(p,q) tests® were obtained
by estimating the CCR on the money demand equation. Under the alternative
of no cointegration, this statistic goes to infinity, so these tests are consistent.
In particular H(0,1) tests for deterministic cointegration, while H(1,5) statistics
tests the null of stochastic cointegration. Technically speaking, Park et al.
(1991) find that when the Andrews and Monahan (1992)'s VAR pre whitening
method is used to obtain the long-run variance-covariance matrix of the
residuals, the CCR estimate has smaller mean square errors than other
estimates (like Johansen (1991)'s ML estimate) , and also they find that Park
(1990)'s H(p,q) tests have good small sample properties. The estimation process
begins with the OLS initial estimate for the CCR parameters. This is called the
first stage CCR. The second stage CCR is obtained from the long-run
covariance estimates from the first stage. This procedure is repeated in the
third stage CCR, but in the fourth stage CCR it is not, because it implies larger
mean square errors. However, it is in this fourth stage when we obtain
consistent H(p,q) tests. Hence, as suggested by Ogaki (1993), this table reports
the third stage CCR parameter values and the fourth stage H(0,1) and H(1,5)
cointegration tests.

The parameter estimates for the income elasticity ¢, of 0.320, with a

standard deviation of 0.075 (see shaded area), are comparable to the one found

This test is distributed chi-square with p-q degrees of freedom.
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by Braun (1994) using postwar monthly data (0.238 and 0.076, respectively).
This elasticity increases to 0.559 (with a standard deviation of 0.064) when we
use output as a measure of activity level, instead of consumption. Braun
reports an elasticity of 0.162 (0.070 standard deviation), while using a dynamic
ordinary least squares estimation strategy proposed by Stock and Watson
(1993) the reported value was 0.364 with a standard deviation of 0.056. Using
20th century annual data (1900-1985), Braun reports an elasticity of 0.929
with a standard deviation of 0.035. Hence our estimates using quarterly data
can be seen as an interpolation of Braun's estimations using monthly and
annual data.

The following three subsections of the table contains the CCR estimation
for three parameterizations of the utility function (the levels of CRRA
parameters used were 0.5, 1.0, and, 1.5). For each CRRA parameter value, we
estimate the money demand expression using simulated data from the model
with and without fiscal policy, and considering consumption and output as
proxy of activity level (Y;). So in total we estimate twelve CCRs. We also report
the OLS estimates as a contrast.

The results from the simulated data with fiscal policy are very good. For
the case of 0.5 CRRA parameter value, and using consumption, the model
without fiscal sector gives us an elasticity of 1.049 (with a standard deviation
of 0.011), while in the economy with stochastic taxes the elasticity is 0.864
(0.084 standard deviation). However, when using output instead of
consumption, these figures decrease to 0.258 (0.034)® and 0.298 (0.056),

respectively. These values are not so far from the actual data reported in the

% These are the standard errors of the estimator.
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shaded area of the table.

With a logarithmic utility function (yy =1.0), the income elasticity of the
model without taxes is 1.038 (0.022) or 0.270 (0.027), once we use consumption
or output as a regressor, respectively. Considering stochastic taxes these
figures changes to 0.944 (0.140), when using consumption, and 0.214 (0.073)
when using output. Again the results suggests that with respect to the CCR
money demand estimation, the model with stochastic fiscal policy performs
better than a model without it. These results are confirmed with the analysis
for y=1.5. In general our estimates are comparable to Baba, Hendry and
Starr's (1992) single-equation nonlinear least squares estimate of 0.5 (based on
quarterly data for a sample period of 1960-1988), Hoffman and Rasche's (1991)
VAR error correction model's ML estimate 0.78 (monthly data from 1953 to
1988), Taylor's (1994) Monte Carlo GMM estimate of 0.481 (with standard
deviation 0.031), and Stock and Watson's (1993) dynamic OLS estimate of 0.46
(monthly data from 1960.1 to 1988.6).

Taylor (1994) also reports an interest elasticity of 0.149 (0.015), while
Stock and Watson (1993) report an interest semielasticity of 0.1 (with 95%
confidence interval of 0.075, 0.127) using their dynamic ordinary least squares
estimation procedure. Using CCR and based on the actual data, our elasticities
are in the range of the figures reported by Braun, however, with the simulated
data from the models our CCR estimates are comparable to the ones found by
Taylor (1994), and Stock and Watson (1993). With a CRRA parameter value of
0.5, the CCR estimates were 0.021 (0.007) and 0.193 (0.054), considering
consumption and output respectively. The inclusion of stochastic taxes changes

the CCR estimates to 0.111 (0.070) and 0.170 (0.090), respectively. In the
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logarithmic utility case, the estimates without taxes were 0.034 (0.012) and
0.146 (0.046), with consumption or output, and with fiscal policy these were
0.118 (0.086) and 0.150 (0.108). For y =1.5, the same figures were 0.028 (0.013)
and 0.110 (0.040), in a world without taxes and using consumption or output as
proxies, while in the other environment with taxes were 0.114 (0.093) and
0.127 (0.115). In general, these results confirm the simulation-estimations
made by Taylor (1994) and the estimations made by Stock and Watson (1993).
As a summary, we can see that the CCR estimation gave us good results
in comparing the data with the simulated economies, through the filter of the
money demand equation. Based on our model, our estimates explain a large
percentage of the actual estimated parameters, and also they are according to

the latest findings in the money demand studies.

41



5. CONCLUSIONS

The purpose of this study is to extend the standard cash in advance
models to include cash and credit goods and stochastic monetary and fiscal
instruments to generate realistic predictions with respect to several metrics.
Specifically, we structured a cash-credit good economy which includes
seigniorage, income taxes, and debt, to mimic some of the standard features of
the U.S. data. I use a variety of diagnostics to evaluate the performance of the
models. These diagnostics suggest that the second moments of the monetary
economy with stochastic taxes compare favorably with the performance of the
simple cash and credit goods economy (without a fiscal sector). Also, Wald tests
validate the model in terms of monetary and real variables, specially inflation,
interest rate, velocity and deficit. With this testing procedure we were unable
to reject the model, even in blocks of real variables or in blocks with nominal
variables, or a complete joint test considering both blocks of variables.

The second metric used in this paper was to estimate a VAR for a sub set
of variables (interest rate, velocity, money, consumption, and deficit). The
impulse response functions were studied and the model reflects a good
performance, especially with respect to interest rate, velocity and deficit.

The monetary implications of the model wunder various
parameterizations were analyzed under the canonical cointegrating regression
approach developed by Park (1992) and Ogaki and Park (1993). Following
Stock and Watson (1993), and Braun (1994), this framework was applied to the
traditional money demand equation. Once again, the model presents good
predictions and is able to capture very well the income and interest elasticities

previously estimated in the current literature.
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The inclusion of stochastic money growth and taxes improves the ability
of the model to produce a kind of behavior similar to that of the actual data.
The effect on the unexpected inflation is not neutral when we link the
monetary and fiscal policy, through the budget constraint. Moreover, the
sensitivity of the monetary policy to the productivity shock makes the economic
activity more inelastic to the productivity shock. In summary, the percentage of
explanation of the volatility of consumption is almost 90%, investment 80%,
capital stock 82%, hours 72%, productivity 60%, price level 120%, velocity 50%,
interest rate 300%, and deficit 75%. Hence, looking at the joint tests, the model
with stochastic fiscal policy shows a marked improvement, not only in terms of

the nominal variables, but also in terms of the real variables.
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Appendix I. Characterization of the U.S. Economy.
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Figure 1. Marginal Income Taxes 1947:1-1987:4.
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Table 1

U.S. Sample Statistics: 1972:1 to 1993:1

Series () Standard 1 2 3 4 5 6
Deviation
GNP y 1.80 0.86( 0.65 | 0.42 {10.21| 0.05 | -0.10
Inflation P 0.58 0.53| 0.30 | 0.38 {0.15|-0.03 | -0.01
T-Bill Rate r 0.36 0.79| 0.53 | 0.42 10.28| 0.12 | -0.07
m 2.29 0.89( 0.70 | 0.51 |0.30| 0.12 | -0.05
Velocity v 2.97 091 0.75 | 0.57 |0.35| 0.14 | -0.05
Consumption ¢ 0.91 0.87| 0.70 | 0.53 |0.32| 0.14 | 0.01
Investment 1 6.15 0.90| 0.72 | 0.50 [0.27] 0.07 | -0.11
Hours h 2.39 0.90| 0.70 | 0.46 | 0.23| 0.03 | -0.15
Productivity | y/h 0.96 0.81| 059 | 0.29 |0.05|-0.11 | -0.25
cpi 1.70 093 081 | 0.66 |049| 0.30 | 0.13
Deficit def 1.80 0.75} 0.54 | 0.28 {0.07| -0.10 | -0.23
Correlations

p r m v c i h y/h | cpi def

y 046 | 036 | 023 | -023 | 086 | 094 093 | -045 | -055 | 0.78
p 100 | 062 | 013 [ 004 | 025 | 038 059 | -061 | 012 | 044
r 1.00 | -0.20 | 042 | 0.08 | 024 053 | -065 | 043 | 037
m 1.00 | -092 | 033 [ 0.29 013 | 012 | -044 | 018
v 1.00 | -035 | -032 | -009 | -020| 070 | -0.20
c 100 | 083 074 | -022 | -0.70 | 059

i 1.00 090 | -048 | -062 | 0.79
h 1.00 | -0.74 | -039 | 0.84
y/h 1.00 | -0.06 | -0.63
cpi 1.00 | -0.42
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Figure 2a. Cyclical Behavior of U.S. Time Series: Deviation from Trend.
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Appendix II. Simulation Results.

Table 2.a
Standard Deviations for Artificial Economies
USA:72:93 Simulated Economy with CRRA Y = (0.5
Series No Fiscal Policy Deterministic Policy Stochastic Taxes
Std Dev. Moment , Moment , Moment ,
X (D x (D x (D
y 1.80 0.00 1.80 0.00 1.80 0.00
(1.00) (1.00) (1.00)
c 067 791 0.74 2N 0.81 0.72
0.00) 0.10) (0.40)
in 503 L7 420 7.60 4.14 7.96
©.19) (0.01) (0.00)
k 042 0.07 0.36 1.11 035 1.35
0.79) 0.29) (©.25)
h 167 6.61 161 840 1.72 RE:Y
0.01) (0.00) ©.02)
yh 0.22 2520 0.22 291.0 0.33 163.45
(0.000) (0.00) (0.00)
epi 217 1.62 212 1.41 2.19 1.87
0.20) (0.23) 0.17)
p 133 3324 1.31 35.46 1.39 38.79
0.00) (0.00) (0.00)
v 1.00 449.7 1.12 299.3 1.18 195.60
(0.00) (0.00) (0.00)
r 1.12 4937 1.13 54.89 1.19 55.28
(0.00) (0.00) (0.00)
def 1.44 1.57 1.00 1438 1.06 209
0.20 (0.00) (0.15)
N 3102 (0.541) 3.207 (0.524) 3.122 (0.538)
X4
., 11.579 (0.072) 9.300 (0.157) 8.590 (0.198)
X (©®
N 10.959 (0.361) 11.749 (0.302) 11.160 (0.345)
x (10)

The 42y statistics (and their p-values in parentheses) are for testing the null hypothesis that the statistic predicted

by the model equals the corresponding value for the data in the first column. The y'(4) statistic tests the joint

hypothesis that inflation, velocity, interest rate, and deficit moments equal the corresponding value for the data in

the shaded column. The *(6) tests the joint with output, consumption, investment, capital stock, labor and

productivity. The 4?(1g) tests the joint that all the above moments equal the corresponding values for the data in
the shaded column.
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Table 2.b

Standard Deviations for Artificial Economies

USA: 72- Simulated Economy with CRRA vy =1.00
93
Series No Fiscal Policy Deterministic Policy Stochastic Taxes
Std Dev. | Moment 5 Moment ) Moment )
x'(D x () x (1)
y 1.80 0.00 1.80 0.00 1.80 0.00
(1.00) (1.00) (1.00)
c 0.54 15.56 0.54 13.58 0.60 9.12
(0.00) (0.00) (0.00)
in 4.85 241 4.32 5.86 4.30 5.71
(0.12) (0.02) (0.02)
k 0.41 0.16 0.37 0.72 0.37 0.85
(0.69) (0.39) (0.36)
h 1.42 16.70 1.44 15.44 1.53 11.80
(0.00) (0.00) (0.00)
y/h 0.45 38.79 0.39 70.35 0.43 58.59
(0.00) (0.00) (0.00)
cpi 2.10 1.15 2.05 1.00 2.14 1.59
(0.28) (0.32) (0.21)
p 1.25 29.57 1.22 34.35 1.34 40.46
(0.00) (0.00) (0.00)
v 1.02 421.5 1.19 2159 1.29 125.7
(0.00) (0.00) (0.00)
T 0.98 55.45 1.12 42.24 1.19 43.25
(0.00) (0.00) (0.00)
def 1.10 12.68 1.12 17.51 1.17 1.35
(0.00) (0.00) (0.25)
) 3.299 (0.509) 3.194 (0.526) 3.091 (0.543)
X 4)
2 11.362 (0.078) 10.155 (0.118) 9.678 (0.139)
X (6)
2 12.066 (0.281) 12.031 (0.283) 11.401 (0.327)
X" (10)

See comments on Table 2.a.

50




Table 2.c

Standard Deviations for Artificial Economies

USA72- Simulated Economy with CRRA y=1.5
93
Series No Fiscal Policy Deterministic Policy Stochastic Taxes
Std Dev. | Moment 5 Moment 5 Moment 5
x (D x (1) x (D
y 1.80 0.00 1.80 0.00 1.80 0.00
(1.00) (1.00) (1.00)
c 0.46 26.37 0.47 19.64 0.51 16.33
(0.00) (0.00) {0.00)
in 4.94 1.98 4.38 5.36 4.36 5.13
(0.16) (0.02) (0.02)
k 0.42 0.10 0.38 0.62 0.37 0.71
(0.75) (0.43) (0.40)
h 1.30 24,53 1.31 24.55 1.39 19.10
(0.00) (0.00) (0.00)
y/h 0.58 14.11 0.53 22.20 0.56 19.52
(0.00) (0.00) (0.00)
cpi 2.04 0.85 2.02 0.83 2.12 1.47
(0.36) (0.36) (0.23)
p 1.19 27.40 1.18 33.83 1.31 41.28
(0.00) (0.00) (0.00)
v 1.02 433.1 1.23 189.7 1.35 101.58
(0.00) (0.00) (0.00)
T 0.97 57.41 1.21 27.717 1.28 29.51
(0.00) (0.00) (0.00)
def 0.99 23.64 1.32 6.66 1.35 0.53
(0.00) (0.01) (0.47)
5 3.387 (0.495) 3.106 (0.540) 3.030 (0.553)
X 4
2 11.277 (0.080) 10.210 (0.116) 9.900 (0.129)
X (6)
2 12.329 (0.264) 11.691 (0.306) 11.111 (0.349)
x (10)

See comments on Table 2.a.
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Table 3.a

Correlations for Artificial Economies

Simulated Economy with CRRA Yy = (.5

Correl. | USA 72- No Fiscal Policy Deterministic Stochastic Taxes

y 93 Policy

With Correl. || Momen ) Momen ) Moment 2
t x (D t x (1) x (D)
c 0.54 6.75 0.70 2.43 0.68 2.92
0.01) (0.12) (0.09)
in 0.97 17.52 0.97 19.62 0.97 7.04
(0.00) (0.00) (0.01)
k 0.07 68.65 0.02 0.09 0.02 81.00
(0.00) 0.77) (0.00)
h 0.99 2082.4 1.00 10939.4 0.98 45.47
(0.00) (0.00) (0.00)
v/h 0.63 252.7 0.87 1339.7 0.34 1£.63
(0.00) (0.00) (0.00)
cpi -0.21 3.00 -0.03 6.20 -0.09 5.26
(0.08) (0.0 (0.02)
p -0.16 29.45 -0.07 18.99 -0.10 23.33
(0.00) (0.00) (0.00)
Correlation of Velocity with:

y -0.04 1.71 0.43 34.13 0.32 15.67
(0.19) (0.00) (0.00)
p 0.88 35.08 0.76 39.94 0.71 23.73
(0.00) (0.00) (0.00)
def -0.91 929.97 0.40 17.15 0.22 1.46
(0.00) (0.00) (0.23)

The xz(l) statistics (and their p-values in parentheses) are for testing the null hypothesis that the statistic
predicted by the model equals the corresponding value for the data in the first shaded column.
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Table 3.b

Correlations for Artificial Economies

Simulated Economy with CRRA ¥y =1.00

Corry USA72- No Fiscal Policy Deterministic Stochastic Taxes
93 Policy
With Correl. Moment N Momen 5 Moment )
x (1) t x (1) x (D
c 0.73 1.83 0.77 0.79 0.70 1.68
(0.18) (0.37) (0.20)
in 0.99 188.3 0.99 239.7 0.98 62.22
(0.00) (0.00) (0.00)
k 0.02 110.3 -0.01 0.04 -0.01 88.90
(0.00) (0.84) (0.00)
h 0.99 324.4 1.00 2987.4 0.98 22.82
(0.00) (0.00) (0.00)
y/h 0.88 2701.1 0.94 7921.7 0.69 81.77
(0.00) (0.00) (0.00)
cpi -0.22 2.68 0.07 8.61 0.02 7.16
(0.10) (0.00) (0.01)
p -0.16 29.50 -0.01 13.54 -0.03 16.13
(0.00) (0.00) (0.00)
Correlation of Velocity with:

y -0.03 1.91 0.50 42.20 0.39 19.18
(0.17) (0.00) (0.00)
p 0.90 34.76 0.78 4291 0.71 22.76
(0.00) (0.00) (0.00)
def -0.92 1044.6 0.46 38.28 0.27 2.29
(0.00) (0.00) (0.13)

2
The % (1) statistics (and their p-values in parentheses) are for testing the null hypothesis that the statistic
predicted by the model equals the corresponding value for the data in the first shaded column.
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Table 3.c

Correlations for Artificial Economies

Simulated Economy with CRRA v =1.5

Corry | USA72-93 No Fiscal Policy Deterministic Policy Stochastic Taxes

With Correl. Moment ) Moment ) Moment 5
x (D) x (1) x (1)
c 0.77 0.87 0.81 0.25 0.73 1.05
(0.35) (0.62) (0.31)
in 0.99 467.3 0.99 560.8 0.99 134.9
(0.00) (0.00) (0.00)
k 0.00 1174 -0.02 0.14 -0.02 91.61
(0.00) (0.71) (0.00)
h 0.98 105.6 0.99 888.1 0.97 8.67
(0.00) (0.00) (0.00)
y/h 0.90 4141.0 0.95 14705.6 0.80 203.5
(0.00) (0.00) (0.00)
cpi -0.20 2.95 0.12 9.99 0.08 8.22
(0.09) (0.00) (0.00)
p -0.15 27.13 0.02 11.44 0.00 13.39
(0.00) (0.00) (0.00)

Correlation of Velocity with:

y -0.02 1.97 0.54 50.13 0.43 21.71
(0.16) (0.00) (0.00)
p 0.92 35.08 0.78 46.45 0.70 22.23
(0.00) (0.00) (0.00)
def -0.90 610.2 0.43 47.39 0.25 2.54
(0.00) (0.00) (0.11)

2
The ¥ (1) statistics (and their p-values in parentheses) are for testing the null hypothesis that the statistic
predicted by the model equals the corresponding value for the data in the first shaded column.
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Figura 3. Deficit and Interest Rate: Actual and Simulated Data.
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Velocity ond Interest Rate: Actual Data
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Figure 4. Velocity and Interest Rate: Actual and Simulated Data.
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Appendix III. Unit Roots, Cointegration, Causality, and Dimension of the Model.

Table 4.

Augmented Dickey-Fuller Unit Root Tests: U.S. Data 1972.1-1993.1.

Variable 1 Lag 2 Lags 4 Lags
(1) (2) (3) (1 (2 3 05)] (2) 3
CPI -2.70 -1.12 -2.67 -1.36 1.44 -2.57 -1.62
Money 0.35 -2.17 0.59 -2.89 0.46 -2.73
GNP -0.64 -2.72 -0.60 -2.93 -0.13 -2.96
Interest rate -0.70 -2.02 -2.10 -0.56 -1.43 -1.53 -O.76v -1.69 -1.76
Real Money 0.77 -0.30 -0.62 -2.10 0.59 -0.64 -2.21
Inflation -1.20 -2.68 -1.79 -2.82 -1.05 -2.12 -3.08
Velocity 0.66 -2.34 -2.88 -1.79 0.33 -2.73 -1.84
Consumption . -1.05 -0.93 -1.70 -0.62 -2.22
Deficit -1.65 - -2.77 -3.40 -1.69‘ |

shadowed cell means reject with 5%.

All the variables but inflation are in logs. Column (1) tests unit root with ADF, column (2) tests unit
and constant, while column (3) tests unit root with ADF, constant and trend. Critical Values are: col (1) -2.59 (1%), -
1.94 (5%), -1.62 (10%); col (2): -3.51 (1%), -2.90 (5%), -2.59 (10%); col (3): -4.07 (1%), -3.46 (5%), -3.16 (10%). A

root w

ith ADF

Table 5.

Cointegration Tests: U.S. Data 1972.1-1993.1.

X\Y L cpi m y r m/p P v def c
cpi -0.73 -2.22 -1.97 -1.79 -2.69 -1.13 -1.72
m -2.48 -2.63 -2.50 -1.97 -2.57 -1.94 -2.57 -2.84
y -2.73 -2.97 -2.98 -2.74 -3.16 -2.86 -2.59 -2.26

r -2.86 -1.66 -1.83 -2.71 -1.25 -2.78 -1.84 -2.01

m/p -2.48 -1.34 -1.44
P -2.89 -3.11 -3.16
v -2.94 -0.79 -1.39
def -3.36 -341 -3.27
c -2.44 -2.58 -1.11

are -4.53 (1%), -3.90 (5%), and -3.59 (10%).

Hop: No Cointegration and Unit Root in the residuals (ADF test with constant, trend, and 4 lags). Critical Values
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Table 6.

Augmented Dickey-Fuller Unit Root Tests: U.S. Data Detrended by HP-filter 1972.1-1993.1.

Serie 1 Lag 2 Lags 4 Lags
(1 (2) (3) 1 (2) (3) (1) (2) 3)
r -2.64
m
Cc
v
def

All series are logged, and detrended by the Hodrick-Prescott filter. For critical values see footnote to Table 4.
Shaded cells means reject at 5%.

Table 7.

Granger Causality Tests for U.S. Detrended Data

X1\X2 r dm de dv def
r 3.6278 3.9183 1.6341 2.8765
(0.0604) (0.0512) (0.2048) (0.0937)
dm 16.4732 0.1813 106133 2.9691
(0.0001) (0.6714) (0.0016) (0.0887)
de 30.2945 0.2584 3.3092 7.4993
(0.0000) (0.6126) (0.0726) (0.0076)
dv 9.0985 7.9585 0.3064 3.8063
(0.0034) (0.0060) (0.5814) (0.0546)
def 2.0778 1.6315 12.7110 1.2132
(0.1533) (0.2052) (0.0006) (0.2740)

Ho: X1 is not Granger caused by X2. the F-tests were done with 1 and 4 lags not reporting significant differences.
This table reproduces the results with 1 lag. P-values reported in parentheses.

Table 8.
Estimating the Dimension of the Model: Akaike, Hannan-Quinn and Schwarz Criteria.
Number of Lags R Akaike Information | Hannan and Quinn Bayesian
]nlzl Criterion (AIC) Criterion (HQ) Ipforrmation
Criterion (BIC)
1 -53.95898 -53.3261
2 -54.76144 -53.4956 -52.8948 -51.9960
3 -55.43006 -52.6301 -51.2819
4 -56.01248 -563.4808 -62.2792 -50.4815
5 -56.50851 -53.3440 -51.8419 -49.5948
6 -56.94324 -53.1458 -51.3434 -48.6468

See text for a description of the tests. The VAR is form by r-dv-dm-dec-def, ordered following the results of the
Granger-causality test (see Table 7). We must choose the minimum value.
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Figure 5. Response to a Shock in Interest Rate: Actual and Simulated Data.
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Figure 6. Response of Interest Rate to Shocks: Actual and Simulated Data.
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Response of Velcity to One Standard Devigtion Shocks
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Figure 7. Response of Velocity to Shocks: Actual and Simulated Data.
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Response of Deficit to One Stondord Deviotion Shocks
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Figure 8. Response of Deficit to Shocks: Actual and Simulated Data.
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Varlonce Decomposition of Velocity
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Figure 9. Variance Decomposition of Velocity: Actual and Simulated Data.

63




Variance Decomposition of Deficit
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Figure 10. Variance Decomposition of Deficit: Actual and Simulated Data.
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Aggndix IV. Monez Demand and Canonical Coinlegrnlin! Regcniom.: Table 9.

Money Demand: Canonical Cointegrating Regressions (CCR).

Parameters Cointegration Tests

Methods H@©.1) H(1,5)
@, ?, ¢,

CRRA Paraneter 0.5

No Fiscal Policy Using C OLS -0.119 0023 1.079
CCR -0.140 0021 1.049 0010 3486
(0.008) (0.007) (0011) (0.922) (0.480)
No Fiscal Policy Using oLS 0717 0218 0.290
Income CCR -0787 0.193 0258 007 1.080
001ty (0.054) (0.034) {0.790) 0x97)
With Fiscal Policy Using C OLS -0.255 0.139 0907
CCR <0313 0.111 0864 0054 1774
(0.111) .MM (0.084) (0817) (0.777)
With Fiscal Policy Using OLS -1.256 0.289 Q310
Income CCR -1.266 0170 0298 0.149 0.884
(0.037) (0.090) (0.056) (0.699) 0927
CRRA Paraneter 1.0
No Fiscal Policy Using C OLs <0361 0.041 1.094
CCR -0.364 0034 1.038 0.002 2125
(0.001) (0.012) (0.022) (0.962) (0.713)
No Fiscal Policy Using OLS -0521 0.163 0.296
[ncome CCR -0.513 0.146 0270 0.159 1.567
(0.009) (0446) (0.027) (0.690; (DH15)
Wilth Fiscal Policy Using C OoLs -0327 0.189 0.966
CCR -0.336 [CARE) 0944 0.093 1492
(0.052) (0.086) (0.140) (0.760) (0828)
With Fiscal Policy Using, OLS -0.746 260 0.195
Income CCR <0754 0.150 0.214 0234 0925
(0.022) (0.108) (0.073) (0.629) (0.921)
CRRA Paraneter 1.5
No Fiscal Policy Using C aLs -047] 0037 1.105
CCR <0460 0028 1.038 0.013 2210
(0.004) (0.013) (0.027) (0.908) (0.697)
No Fiscal Policy Using OLS -0431 0.124 0.260
Income CCR -0420 0.110 0.238 0230 1911
(0.013) (0.040) (0.023) (0.632) (0.752)
With Fiscal Policy Using C OLS -0398 0.203 0992
CCR -0.399 0.114 1017 0.135 1.542
(0.009) (0.093) (0.189) (0.713) (0.819)
With Fiscal Policy Using OLS -0528 0.225 0.133
Income CCR -0.557 0.127 0.175 0.292 1.019
(0.053) (0.115) (0.085) (0.589) (0.907)

Here are reported the third stage CCR estimates and the fourth stage CCR test results (see explanation in text).
The CCR parameters were calculated with an automatic bandwidth estimator for the QS kernel with prewhitened
HAC. The standard errors for the parameters and the p-values for the statistics are reported in parentheses. The

H(0,1) statistic test the hypothesis of deterministic cointegration, while H(1,5) test the null of stochastic
cointegration.
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