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that macroeconomists face. The long period of declining unemployment combined 
with persistently low inflation has proved a puzzle for traditional macroeconomic 
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providing refreshing new insights, both empirical and theoretical. The volume is a 
must read for anyone interested in researching inflation dynamics, as well as policy 
makers interested in knowing the state of the art on the subject. I recommend it 
enthusiastically.

Mark Gertler
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This book was ahead of its time in tackling a key issue that continues to puzzle 
policymakers and academics: why has inflation remained muted despite sharp falls 
in unemployment? The chapters explore a wide range of hypotheses and draw on 
the diverse country experience from an impressive group of authors. Their analysis 
provides important new insights and explores several theories that have previously 
received little attention —some of which appear to go some way to resolving the 
“missing inflation” puzzle.
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Management

Recent inflation dynamics have been a major puzzle for academics and policymakers.
Missing disinflation during the Great Recession, an apparently weakened Phillips 
curve, missing inflation in the aftermath of the Global Financial Crisis are just some 
of the riddles. In the “Changing Inflation Dynamics, Evolving Monetary Policy” volume,
world-class scholars give their expert takes and shed new light on these issues.
Methodological diversity, creative thinking, and lucid presentation are the hallmarks 
of this volume.
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Empirical models have failed to explain 
inflation behavior over the last 20 years 
in most developed economies. The unusual 
inflation dynamics—the ‘missing deflation’ 
during recessions and the ‘missing inflation’
during recoveries—points to a failure 
of Phillips curve predictions. Several 
hypotheses have been proposed to explain 
the ‘twin puzzle’ phenomenon while at 
the same time have imposed challenging 
implications to conduct monetary policy. It 
is of utmost importance to understand the 
challenges for monetary policy conduct in 
an environment where inflation dynamics is 
hard to unravel. This volume contributes to 
the study of the ‘twin puzzle’ phenomenon 
and the challenges facing monetary policy. 
It gathers a selective group of distinguished 
scholars and policy makers to discuss 
the latest academic findings on inflation 
dynamics.
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CHANGING INFLATION DYNAMICS, 
EVOLVING MONETARY POLICY:

AN OVERVIEW

Gonzalo Castex
University of New South Wales

Jordi Galí
CREI - Universitat Pompeu Fabra- Barcelona GSE

Diego Saravia*

Proficio Investment, Argentina

Understanding the dynamics of inflation has become an important 
challenge for both policymakers and researchers over the past decade. 
Empirical models linking inflation and economic activity—versions of 
the so-called Phillips curve—have failed to account for the behavior of 
inflation in many advanced economies. In particular, inflation in the U.S. 
and other countries was higher during the 2008-2009 Great Recession 
than the conventional empirical Phillips curve would imply. As noted by 
some economists, this “missing deflation” phenomenon may have already 
started in the mid-2000s. Just as puzzling, during the subsequent 
recovery, inflation has remained subdued relative to the predictions 
generated by existing models, despite the aggressive expansionary 
monetary policies implemented in many advanced economies.

Economists have labeled the previous developments the “twin 
puzzle”. A number of hypotheses to explain these unusual inflation 
dynamics have been put forward, with significant implications for 
the conduct of monetary policy. The XXII Annual Conference of the 
Central Bank of Chile gathered several researchers and policymakers 
to discuss and analyze the causes and consequences of these changing 
inflation dynamics, their potential policy implications, and the 
challenges they represent for central banks. 

* At the time of producing this book, Mr. Saravia was Economic Research Manager 
at the Central Bank of Chile.

Changing Inflation Dynamics, Evolving Monetary Policy edited by Gonzalo Castex, 
Jordi Galí, and Diego Saravia, Santiago, Chile. © 2020 Central Bank of Chile.
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The eight papers presented and discussed at the XXII Annual 
Conference can be found in the present volume. Their content spans a 
wide range of issues regarding inflation and its changing relationship 
with economic activity. Several articles document the weakened 
relationship between real activity and prices. Some authors propose 
alternative measures of inflation for which the link with real activity 
seems restored. Other articles explore the strength of the Phillips 
relationship in specific sectors and countries, and conditional on the 
nature of the shocks driving economic fluctuations. 

Next we provide a brief summary of the papers included in this 
volume.

In “The Passthrough of Large Cost Shocks in an Inflationary 
Economy,” Fernando Álvarez and Andy Neumeyer analyze several 
episodes involving large changes in the nominal price of inputs in 
Argentina over 2012–2018 by using microprice data for the city 
of Buenos Aires. They focus on input-price changes resulting from 
large changes in regulated prices or exchange rates. They find a high 
short-term pass-through to prices. They compare the observed price 
dynamics to the predictions of a menu-cost model of price setting, 
where firms face both idiosyncratic and aggregate cost shocks. They 
show that the evidence and theory can be reconciled if both large shocks 
and a high underlying inflation are assumed. By contrast, the authors 
argue, neither flexible-price models nor models with time-dependent 
price setting can be easily reconciled with the evidence.

In “The Nonpuzzling Behavior of Median Inflation,” Laurence Ball 
and Sandeep Mazumder analyze the performance of the U.S. Phillips 
curve since the Great Recession of 2008–2009, with a special focus on 
the 2017–2018 period. The authors propose an alternative measure 
of inflation for which there is no sign of breakdown in the Phillips 
curve relationship. Their proposed measure is the weighted median 
of industry inflation rates, after excluding food and energy sectors. 
This measure is argued to filter out large relative-price changes 
unrelated to aggregate forces. It is also less volatile than traditional 
core inflation. And most importantly, it displays a stronger, largely 
unbroken relationship with the unemployment rate.

In “The Link between Labor Cost Inflation and Price Inflation 
in the Euro Area,” Elena Bobeica, Matteo Ciccarelli, and Isabel 
Vanteenkiste document the strong relationship between price 
inflation and labor costs in Europe. Their analysis focuses on different 
economic sectors (construction, manufacture, services) in four main 
economies (Germany, France, Italy, and Spain) by using quarterly data 
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from 1981Q1 to 2018Q1. The authors estimate a structural vector 
autoregression (VAR) to understand the high frequency relationship 
between labor costs and price inflation. They document that this 
relationship depends on the state the economy and the type of shock 
that the economy is subject to. The interpretation of their finding is 
related to the cost-push/price-markup view of the inflationary process. 
They find that the passthrough is highest in the construction sector in 
France, services in Germany and Italy, and manufacturing in Spain. 
Their findings shed light on the circumstances under which labor costs 
are the main driver of inflation.

In “Has the U.S. Wage Phillips Curve Flattened? A Semi-Structural 
Exploration,” Jordi Galí and Luca Gambetti start by documenting the 
decline in recent years in the estimated slope coefficient of a reduced-
form wage Phillips curve for the U.S. economy, as well as the shrinking 
role of lagged price inflation in the determination of wage inflation. 
They provide estimates of a conditional wage Phillips curve, based on 
a structural decomposition of wage, price, and unemployment data 
generated by a VAR with time-varying coefficients, identified by a 
combination of long-run and sign restrictions. Their estimates show 
that the key qualitative findings from the unconditional reduced-form 
regressions also emerge in the conditional evidence, thus suggesting 
that they are not entirely driven by endogeneity problems or possible 
changes over time in the importance of wage-markup shocks. The 
conditional evidence, however, suggests that actual changes in the 
slope of the wage Phillips curve may not have been as large as implied 
by the unconditional estimates.

In “Trade Exposure and the Evolution of Inflation Dynamics,” 
Simon Gilchrist and Egon Zakrajšek analyze the potential role played 
by globalization as a factor behind the weakening of the link between 
price inflation and economic activity. They use a panel of industry-level 
data for the U.S. economy, with information on prices, wages, output, 
and employment. Their data allows them to exploit cross-sectional 
heterogeneity and to control for aggregate dimensions for inflation 
and economic activity. They focus on comovements between inflation 
and measures of resource utilization driven by disturbances to the 
financial intermediation process, a specific form of aggregate demand 
shocks. Their analysis points to a significant effect of international 
trade exposure on the responsiveness of inflation to economic activity 
at the industry level, with the Phillips curve slope coefficient being 
about three times larger for low trade intensity industries as compared 
with their high trade intensity counterparts.
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In “The Supply-Side Origins of U.S. Inflation,” Bart Hobijn argues 
that the weak Phillips relationship observed in recent years can be 
explained by the coexistence of demand and supply shocks. He argues 
that the monetary policy transmission remains valid once we allow 
monetary policy to affect also the short-run aggregate supply. The 
author uses growth-accounting techniques to decompose the sources of 
U.S. inflation at different horizons. His analysis suggests that nearly 
half of the variance of inflation is driven by changes in the price of 
imports, with oil being one of the most important factors. An important 
message of the paper is that policymakers have to think beyond the 
need to stabilize aggregate demand in order to avoid fluctuations in 
inflation.

In “Inflation Globally,” Òscar Jordà and Fernanda Nechio address 
two important issues. First, they seek to understand the global trends 
of inflation after the financial crisis. Secondly, they assess whether 
tighter credit conditions affect inflation. The authors use a long panel 
database (20 years, quarterly data) including 45 countries (advanced 
and emerging economies). The identification of the Phillips curve is not 
trivial—if output gap is correlated to supply shocks, the estimation may 
be affected by simultaneity bias. To deal with this issue, the authors 
adopt an instrumental-variable approach by using the Germany or the 
U.S. interest rate as an instrument for the corresponding interest rate 
in countries with an exchange-rate peg. As the authors note, observed 
changes in the Phillips curve may be spuriously attributed to the crisis 
even if they have a different origin. To assess this possibility, Jordà and 
Nechio pursue a diff-in-diff approach by using, as a treated group, a 
list of countries that were affected by the crisis and, as a control group, 
a list of countries that were not affected by the crisis. They find that 
inflation has declined globally, while at the same time is now more 
forward-looking. They provide mixed evidence on the hypothesis that 
the missing deflation was caused by firms facing credit constrains 
being forced to raise prices when demand was low. They document a 
gradual change in the Phillips curve, with an increasing weight on 
expected inflation and a declining weight on backward-looking terms. 
That development seems to affect all economies, regardless of their 
exposure to the financial crisis.

The last paper in the volume is “Trend, Seasonal, and Sectorial 
Inflation in the Euro Area”, by James H. Stock and Mark W. Watson. 
They estimate an unobserved components model with stochastic 
volatility for euro-area inflation. Their goal is to come up with a 
measure of underlying or trend inflation that is cleansed from seasonal 
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and irregular components. The authors first use a univariate model to 
decompose inflation into its trend, seasonal, and irregular components. 
A drawback of the univariate approach is that the resulting estimates 
of trend inflation are highly imprecise. This motivates the analysis 
of a multivariate unobserved components model that exploits the 
heterogeneity in the time-series properties of 13 sectoral inflation 
measures, while allowing for stochastic volatility in the seasonal 
components. By estimating a multivariate model, the authors can 
obtain much precise estimates for the trend component of inflation. 
Trend inflation is shown to display a substantial correlation with 
measures of cyclical activity.
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THE PASSTHROUGH OF LARGE-COST 
SHOCKS IN AN INFLATIONARY ECONOMY

Fernando Álvarez
University of Chicago and NBER

Pablo Andrés Neumeyer
Universidad Torcuato Di Tella

This paper surveys and modestly extends the theory of menu-cost 
models of the behavior of the aggregate price level after large-cost 
shocks. It does so in the context of an economy with a high underlying 
rate of inflation. It concentrates on the effect of large permanent and 
unexpected increases in the nominal price of inputs on the price level at 
different horizons. We use a simple theoretical model where increases 
in nominal cost will increase aggregate prices one for one in the long 
run. We study how the nominal rigidities implied by a menu cost 
distribute the increases in the price level between the impact effect 
immediately after the cost shock and the subsequent price adjustment 
until the price catches up with its long-run increase. In other words, 
we study the passthrough of large-cost shocks at different horizons. 
We pay particular attention to the role of the underlying inflation rate 
as well as to the role of the size of the cost shock, since both elements 
are important to determine the dynamics of aggregate prices.

Our interest in that question comes both from interest in testing 
aspects of price-setting theories and from a practical monetary policy 
point of view. On the theoretical side, the differential effect of large 
versus small shocks is the hallmark difference between menu-cost 
models and time-dependent models of price adjustment. Hence, the 
characterization of the model’s behavior is important to be able to 
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25–26. We thank participants at the XXII Conference in Santiago de Chile; Seminars 
at the Federal Reserve Banks of Minneapolis, St Louis, and Chicago; and at the Mantel 
lecture at the AAEP meeting in Argentina. We especially thank the comments by David 
López-Salido.

Changing Inflation Dynamics, Evolving Monetary Policy edited by Gonzalo Castex, 
Jordi Galí, and Diego Saravia, Santiago, Chile. © 2020 Central Bank of Chile.
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discern between theories with observed experiences. On the monetary 
policy side, we are interested in this particular question because of 
the recent experience in Argentina, an economy where inflation has 
been quite high for international standards in the last decade, and 
where due to changes in macroeconomic policies in the last four years 
there have been large-cost shocks. In particular, there have been 
large changes in exchange rates as well as extremely large changes 
in the price of regulated prices, mainly inputs related to energy. In 
this context we ask the question of whether the response to these  
large-cost shocks is close to one of an economy with fully flexible prices 
or to one with time-dependent price setting, such as the Calvo model.

We give a short narrative of instances where, in a single month, 
there have been very large-cost changes in the inputs for goods that 
make up the core CPI for Argentina between 2012 and 2018. We also 
use a comprehensive, never used in the price adjustment literature, 
micro-data set underlying the construction of the core CPI for the 
city of Buenos Aires to compute the objects analogous to the ones we 
describe in the theory. From the comparison between statistics in the 
model and in the data, we conclude that either full price flexibility 
or time-dependent rules are quite counterfactual. Nevertheless, in 
the cases of very large positive cost shocks in an economy with an 
underlying high inflation, the passthrough of the shock to prices is 
quite fast. In the most extreme case, when the exchange rate jumped 
almost 25% in one day (from 31.94 pesos per dollar on August 29th 
to 39.60 on August 30th), the fraction of firms changing prices, which 
is 24% in normal times, rose to almost 60% between August and 
September 2018.

We believe that through this narrative approach we can make a 
plausible case that regulated prices can be thought of as exogenous 
changes in cost, and that the same will be true for some of the large 
changes in exchange rates. The change in regulated prices followed a 
period of many years during which, despite the fact that inflation was 
very high for international standards, regulated prices were frozen in 
nominal terms. The situation became untenable from the fiscal point 
of view, costing at least 3% of GDP, and also due to the distortions that 
this policy generated. The normalization of prices occurred in steps due 
to the very large increases that it implied, as well as due to challenges 
in the courts. To get an idea of the magnitude of the change in relative 
prices, during the sample period, the price of natural gas relative to 
the core CPI was multiplied by a factor of five and the relative price 
of electricity by a factor of three. On the exchange-rate changes there 
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were different reasons for the observed large changes. In 2014 there 
was a devaluation within a regime with severe capital controls and 
dual exchange rates. At the end of 2015 and beginning of 2016, there 
was a large devaluation, when the multiple exchange-rate regime 
was abandoned essentially overnight. The sharp depreciation of the 
exchange rate throughout April–August 2018 is probably the result 
of a mix of a reaction to a change in economic policies (perhaps larger 
than what policymakers had anticipated) and exogenous shocks within 
the framework of a dirty floating exchange-rate regime. In our model, 
cost shocks are once-and-for-all unexpected changes, which may not 
be completely accurate for some of the episodes.1

We use the microdata underlying the construction of the consumer 
price index (CPI) in the city of Buenos Aires to compare the predictions 
of the model with actual observations after several of the large-cost 
increases that occurred between 2014 and 2018. Some readers may 
be aware that the National Statistical Agency (Instituto Nacional de 
Estadística y Censos, Indec) produced price indices that are widely 
regarded as underestimating the inflation rate between 2008 and 
2015.2 The price index of the city of Buenos Aires has the advantage 
that it was independent from the National Statistical Agency and 
produced figures very similar to the privately produced price indices.

We propose a theoretical model where firms have both idiosyncratic 
as well as aggregate changes in costs. We assume that firms are 
monopolistic competitors and that they face a fixed menu cost for 
changing prices. The solution to the firms’ price-setting problem gives 
rise to a classical sS rule for price changes, which postulates price 
increases as well as price decreases. The optimal decision rule, as well 
as the response of the aggregate price level, depends crucially on the 
ratio of the inflation rate to the variance of the idiosyncratic shocks. 
While idiosyncratic shocks make the analysis more complicated, we 
think that they are essential to the answer of the problem for two 
reasons. First, they are required to reproduce the large fraction of 
price decreases that are observed even when inflation rate is above 

1. For instance, the normalization of the exchange-rate system and removal of 
capital controls is a policy that was to a large extent announced by the two main parties 
before the elections at the end of 2015. Indeed there is an unsettled debate in the 
Argentine economic circles on whether the effect of the likely increase in the exchange 
rate that the unification of the exchange-rate markets will entail was anticipated and 
included in price changes months before it happened. We discuss these episodes in 
more detail in section 1.

2. See, for instance, Cavallo (2013).
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25% per year. Second, the behavior of the passthrough depends on 
the magnitude of these shocks relative to the level of inflation. In the 
theoretical section, we compare the effect of cost increases in three 
cases: a very low inflation rate, which is the case of most economies; 
high inflation rates, of the order of Argentina during this period (say, 
25% per year); and very high inflation. The degree of passthrough 
depends on both the size of the steady-state inflation rate and the 
size of the shocks. It turns out that, even for inflation rates as large 
as 25% per year, still one can see clear effects of price stickiness. Yet, 
for large-cost increases of the magnitude that occurred in Argentina, 
the passthrough occurs in an extremely short time. In particular, there 
is a very large impact effect, with most of the adjustment occurring 
at the time of the shock, and a very short half-life, smaller than two 
months, for the remaining adjustment. Indeed this matches what we 
see during the months of large-cost increases in Argentina: a very 
sharp increase in the fraction and in the size of price increases, almost 
no change in the fraction and in the size of price decreases, and a jump 
on the inflation rate close to the size of the cost increase.

It is well known that cost shocks explain a large fraction of the 
variance of inflation in standard estimates of medium size New 
Keynesian models. Nevertheless, these costs are typically a residual 
in the standard specification. On the other hand, there is a literature 
that tries to use identified cost shocks to evaluate different price-
setting mechanism. Our paper adds to the literature that studies the 
effect of large-cost shocks in price-setting models with menu costs 
of price adjustment. Early examples of this literature are Gagnon 
(2009) and Gagnon and others (2013). These papers consider the 
experience of Mexico in the mid-90s, when there was both a large step 
devaluation (about 40%) and changes in the VAT (from 10% to 15%). 
Another similar recent exercise is the one in Karadi and Reiff (2019), 
which uses changes in the VAT in Hungary. In both cases, a version 
of a menu-cost model is used to interpret the microdata underlying 
the construction of CPI and to compare the predictions of this class of 
models with the data. A related, yet different evidence, is the study of 
the exchange-rate passthrough to export and import prices in customs 
data in Bonadio and others (2016), comparing small changes in the 
Swiss franc’s value with the large change that occurred when the Swiss 
National Bank abandoned its peg to the euro in January 2015. Finally, 
Álvarez, Lippi, and Passadore (2016) estimate panel regressions of the 
short-term passthrough of exchange-rate changes to consumer prices 
that include non-linear terms in the size of the exchange-rate changes. 
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Differently from the previous studies, these panel regressions do not 
use microprice statistics. Relative to Gagnon (2009), Gagnon and others 
(2013), and Karadi and Reiff (2019), and motivated by the levels of 
inflation in Argentina during the period of interest, this paper has a 
more systematic treatment of the role of the running (or steady-state) 
inflation and of the size of the cost shocks on the level of short-term 
passthrough, and on the overall speed of adjustment. Finally, relative 
to Álvarez and others (2019) we study a different period of time for 
Argentina, but more importantly, in this paper we concentrate on the 
effect that large unexpected-cost shocks have on price dynamics, as 
opposed to the effect of different steady-state inflation levels, which 
is the main point of Álvarez and others (2019).

The remainder of the paper is organized as follows. In section 1 we 
provide a brief narrative of macroeconomic events in Argentina in the 
period 2012–2018 as they pertain to nominal cost shocks and inflation. 
The theoretical analysis is in section 2. The firm’s problem is described 
in subsection 2.1; subsection 2.2 describes the steady-state distribution 
of price markups over nominal marginal costs; subsection 2.3 explains 
how inflation affects optimal decision rules; subsection 2.4 derives 
analytically expressions for the impulse responses of consumer prices 
to cost shocks; and subsection 2.5 contains numerical simulations of 
how cost shocks affect consumer price dynamics for small and for 
large-cost shocks, and for three different inflation rates (low, high, 
and extremely high). Finally, section 3 compares the predictions of the 
model with the evidence emerging from city of Buenos Aires consumer 
price microdata.

1.  NOMINAL COST SHOCKS AND INFLATION, ARGENTINA 
2012-2018

In this section we provide some background on the evolution 
of inflation and the nominal value of some key inputs during our 
sample period, July 2012 to December 2018. We first comment on the 
monetary policy framework and exchange-rate developments, and 
later on regulated price policies for energy inputs.

We divide the analysis of the monetary policy framework in three 
periods: the dual exchange-rate regime prior to December 2015, the 
inflation-targeting regime between March 2016 and December 2017, 
and the abandonment of the inflation-targeting regime throughout 
2018.
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During the first period, the monetary policy framework was a dual 
exchange-rate regime. The Central Bank fixed the Argentine peso price 
of the U.S. dollar for transactions related to international trade as 
well as for some limited financial ones. Capital controls were binding 
and a shadow exchange-rate market that carried a premium over the 
official one developed. We believe that this was caused by the high 
rate of money growth due to the monetary financing of deficits. Part 
of the monetary financing of deficits was sterilized with Central Bank 
debt that reached close to 6% of GDP in March 2016. The average rate 
of core inflation between July 2012 and December 2015 in the city of 
Buenos Aires was 31% (with a median of 28%).3 The official exchange 
rate crawled at a median rate of 17% (annualized median monthly rate 
of devaluation). Between November 2013 and March 2014, a succession 
of jumps in the exchange rate resulted in a cumulative increase of 32% 
in the exchange rate. Core CPI prices in those months rose by 15%.

On December 15th, 2015, exchange-rate controls were removed 
and the exchange rate started to float with limited central bank 
intervention. The unification of the foreign-exchange market entailed 
a depreciation of the peso of over 50% between December 2015 and 
February 2016.4 In March 2016 the Central Bank adopted an interest 
rate peg as its policy instrument in the context of an incipient inflation-
targeting regime, which was formally adopted in September. The 
national inflation targets were 12–17% for 2017, 10% ± 2% for 2018, 
and 5% ± 1.5% for 2019. The actual core inflation rates in the city of 
Buenos Aires were 35% in 2016, 24% in 2017, and 43% in 2018. Wages 
increased by 34% in 2016, 24% in 2017, and 21% in the first nine 
months of 2018 (prices increased by 30% in this period).5

Starting in December of 2017, there was a gradual abandonment 
of the inflation-targeting framework. On December 28th, 2017, the 
inflation target for 2018 was raised from 10% to 15%, and in January 
the Central Bank lowered interest rates by 150 basis points from 
28.75% to 27.25%. The market perception was that this interest rate 
move was motivated by political pressure. A speculative run on the 
Central Bank’s debt unraveled between April and September 2018. In 
the period between April and September (end of period), the Central 
Bank paid (did not rollover) 529 billion pesos of short-term debt (40% 
of its debt and 53% of the monetary base in April), and the monetary 

3. Average and median of annualized monthly inflation.
4. See table 1 and figure 1.
5. Core inflation for the city of Buenos Aires. Wages are from Ministerio de Trabajo, 

Empleo y Seguridad Social (2018). [Ministry of Labor, Employment and Social Security]
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base increased by 250 billion pesos in the same period.6,7 This led to 
a sharp depreciation of the Argentine peso. The peso-dollar exchange 
rate quivered around 17 pesos per dollar in the period July–December 
2017, then around 20 pesos between late January and the end of April, 
and reached 41 pesos per dollar in late September. The evolution of 
the (log) exchange rate is depicted in figure 1.

Public utilities prices were also an important source of large 
nominal cost shocks during our sample period. The nominal price of 
regulated goods such as electrical power, natural gas, water, and public 
transportation was practically frozen for a decade up to 2014. With 
the price level rising, the relative price of regulated goods, especially 
energy items, steadily eroded. The gap between the nominal marginal 
cost of these regulated goods and their sale prices was covered with 
government subsidies that in 2015 are conservatively estimated 
around 3% of GDP. A small attempt at normalizing these prices 
resulted in large nominal increases in the price of natural gas during 
2014. A more ambitious normalization started in 2016.

Figure 1. Cost Shocks and Inflation

0

0.5

1

1.5

2

2.5

3

3.5

L
og

ar
it

h
m

ic
 p

oi
n

ts

0.01

0.02

0.03

0.04

0.05

0.06

0.07

M
on

th
ly

 L
og

ar
it

h
m

ic
 d

if
fe

re
n

ce

Core
Regulated
Electricity
Gas
Exchange rate
Core inflation

Jan19Jan18Jan17Jan16Jan15Jan14Jan13Jan12

Source: Authors’ calculations.
Note: Prices on the left axis are the natural logarithm of the price index published by the city of Buenos Aires 
normalized to one at the initial date. The exchange rate is the natural logarithm of the monthly average published 
by the Central Bank. Core inflation is the monthly log difference of the core price level (rest), which excludes seasonal 
and regulated goods and services.

6. See Bassetto and Phelan (2015) for a related theoretical model.
7. Establishing the reasons behind this run is difficult and goes beyond the purpose 

of this paper. Several explanations have been proposed in local economic circles, including 
the importance of current account deficits, the effect of negative productivity shocks 
on agriculture (a very large drought), the size and maturity of the Central Bank debt, 
changes in local taxation of capital flows, the fear of fiscal dominance in the near future, 
and the adverse international financial circumstances, just to cite a few.
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Figure 1 provides an overview of the evolution of the nominal 
variables described in the preceding paragraphs. All prices are from the 
city of Buenos Aires CPI.8 The solid lines depict the natural logarithm 
of the core CPI, regulated prices in the CPI, the price of electricity, the 
price of natural gas, and the exchange rate. Core inflation excludes 
seasonal products and regulated prices. All five are normalized to 
their July 2012 value.

The black solid line is the price level for core goods and services 
while the dotted black line represents its rate of change (in log 
differences). The dark grey line represents the exchange rate expressed 
as pesos per dollar. There are three major devaluations. During the 
dual exchange-rate period, the exchange rate exhibits a rate of growth 
below that of core prices except for the period of the devaluation 
around January of 2014. There is a second sharp depreciation of the 
peso between December 2015 and February 2016 after the removal 
of capital controls. The last episode of depreciation of the peso, about 
80%, occurred between April and September of 2018.

Regulated consumer prices in the city of Buenos Aires are 
represented by the light grey line in figure 1. As it was the case for 
the exchange rate, prior to December 2015 these prices grow at a 
slower pace than core prices and there are two important relative 
price corrections, one in 2014 and another in 2016. The main drivers 
of regulated prices are the prices of energy, especially electricity, and 
gas. The middle grey line represents the price of electricity. It is a step 
function with jumps of 253% in February 2016, 92% in January–March 
2017, 68% in December–February 2018 and 25% in August 2018. The 
price of natural gas follows a similar pattern.9,10

We summarize the behavior of nominal cost shocks in a proxy 
variable, which we refer to as cost proxy of cost shock. We assume 
that consumer goods are produced with labor, tradable inputs, and 
regulated goods. In our model we assume that there is a consolidated 
sector that produces and retails consumption goods. It purchases an 

8. We work with data for the city of Buenos Aires as the reliability of national 
statistics between 2007 and 2016 has been severely questioned. For example, on 
February 2013, the International Monetary Fund issued a declaration of censure against 
Argentina in connection with the inaccuracy of CPI data from the National Statistical 
Agency, the Indec. Also see Cavallo (2013) for a comparison of national statistics and 
online prices across several Latin American countries, including Argentina.

9. See table 1.
10. The price of natural gas fell 68% in August 2016 because the Supreme Court 

stayed the April price increase on procedural grounds. The price increases were resumed 
after the Executive remedied the judicial objection to the previous price increase.
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aggregate input in a flexible price competitive market and sells its 
output to consumers in a monopolistically competitive market. To 
construct our intermediate input measure, we assume following Jones 
(2011) that the share of intermediate inputs in the production of the 
final consumption goods is 50%, and that the remaining is a labor 
share of 50%. The weights of energy and tradable intermediate goods 
are 10% and 40%, respectively. Hence, our measure of cost shocks is 
obtained by computing first a geometric price index for this aggregate 
input as pR

0  .1 E0.4W0.5, where pR denotes regulated prices, E is the 
peso/U.S. dollar exchange rate, and W  are nominal wages. 

Figure 2 depicts the cost shock proxy variable, wholesale prices and 
core inflation.11 The proxy for nominal cost shocks tracks wholesale 
prices closely with a correlation of 0.92. Observe that spikes in nominal 
cost shock inflation are associated with spikes in core inflation.

Table 1. Large Nominal Cost Shocks

Elect. Natural 
gas

Exchange 
rate

Elec. Natural 
gas

Exchange 
rate

Oct-12 9 Feb-17 48

Nov-12 15 18 Mar-17 30

Jan-14 12 Apr-17 31

Feb-14 11 Jul-17 7

Apr-14 57 Dec-17 43 42

Jun-14 32 Jan-18 8

Aug-14 29 Feb-18 17

Dec-15 19 Apr-18 36

Jan-16 19 May-18 17

Feb-16 253 8 Jun-18 12

Apr-16 184 Aug-18 25 9

Jul-16 5 Sep-18 28

Aug-16 –68 Oct-18 27

Oct-16 134 Nov-18 6

Nov-16 14
Source: Authors’ calculations.
Note: We report the percentage change between prices in month t and t–1. Price data for electricity and natural 
gas is from the Consumer Price Index for the city of Buenos Aires. Exchange rate is the change in the monthly 
average exchange rate.

11. There is no official reliable data on wholesale prices prior to December 2015.
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Figure 2. Cost Shocks and Inflation
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In the next section we present a theoretical model of the pricing 
decision of a retail firm in order to study the speed and the magnitude 
of the passthrough of these cost shocks to consumer prices.

2. PASSTHROUGH OF COST SHOCKS TO PRICES: THEORY

In this section we study the nominal passthrough to consumer 
prices of the nominal cost shocks in a menu-cost model of price 
adjustment. We consider the problem of a monopolistically competitive 
firm that faces idiosyncratic demand and productivity shocks in 
an environment in which the cost of an aggregate input grows at a 
constant inflation rate. We study how the aggregate consumer price 
level reacts to an unexpected jump in nominal marginal costs in this 
environment.

We first describe the firm’s price-setting problem in subsection 2.1 
and then look at the cross sectional distribution of prices in  
subsection 2.2. We then proceed to describe how steady-state inflation 
affects decision rules in subsection 2.3, which refers to Álvarez 
and others (2019). Finally, in subsection 2.4, we report the impulse 
response of price distributions to cost shocks and, in subsection 2.5, 
we compare the reaction of prices to small and large-cost shocks and 
find interesting nonlinear effects.
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2.1 Price-Setting Problem for the Firm

We consider an economy where firms’ marginal nominal costs have 
a common and an idiosyncratic component. The common component 
is given by a nominal cost, which we will assume that, after an initial 
value is realized, will grow at a deterministic constant rate. The (log 
of the) idiosyncratic component follows driftless Brownian motion, 
with innovation variance 2. Firms face a downward sloping demand, 
act as monopolistic competitors, and must pay a fixed menu cost to 
adjust their price. The firm’s marginal (and average) cost will then be  
W(t)x(t), where W(t) is the nominal cost of the aggregate input and 
x(t) is an idiosyncratic shock. We assume that x(t) = exp( B(t)), where 
B(t) is a standard Brownian motion, independent across firms. We 
will start the firms at a steady state, where Wt has been growing at a 
constant inflation rate , so that W(t0+T) = W(t0)eT

We will use g to describe the logarithmic deviation of the firm’s 
current markup relative to the one that maximizes instantaneous 
profits. We refer to this variable as the “price gap”. The price gap is 
positive, g > 0, if the price of the product is relatively high or if the 
firm’s cost is relatively low. We will assume that the optimal markup 
is independent of the level of the costs and of the demand, as it 
will be the case with an iso-elastic demand function and constant 
marginal cost. Note that during a period where the firm does not 
change prices, its markup changes only because its cost changes, i.e.,  
dg(t) = – dlogW(t) – dlogx(t). For instance, at steady state, we have 
that dg = – dt – dB during the period at which the price of the good 
does not change. At the times when the firm decides to pay the fixed 
cost and change prices, g(t) changes discretely and in equal proportion 
(equal in log points) to the change in price.

The firm problem can be summarized by the Bellman equation:

 (1)

subject to

dg(t) = – dt – dB(t) for all 0  ≤ t  ≤  and g(0) = g. (2)

In this problem  is the fixed cost,  is the (real) discount rate, 
 is the inflation rate (of the aggregate input),  is the idiosyncratic 

volatility of the cost shocks, and F(·) is the instantaneous profit 
function, written as a function of the price gap. The expectation in 
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the objective function is with respect to the cost shocks, the values of 
the path for B(t). Mathematically speaking, the object of choice are 
stopping times. A stopping time indicates the time and circumstances 
under which prices will be adjusted. In this kind of problem, the 
optimal rule is that  occurs the first time that g(t) is outside a range 
of inaction. After paying the cost and deciding the optimal price we find 
the optimal return point as , or . 
In appendix B we write the ordinary differential equation (o.d.e.) and 
boundary conditions which simultaneously determine the function V(·) 
and the values of g, g  and g. In appendix C we formulate and compute 
a discrete time and discrete state-space problem that approximates 
the continuous one.

The optimal policy for the firm is an sS rule described by three 
numbers g , g  and g . We refer to g  < g  as the boundaries of the range 
of inaction, and to g g  g as the optimal return point. The inaction 
region is thus described by the interval g  g . If the price gap g is in 
the inaction region, the price of the firm stays constant and the price 
gap changes with the cost changes—with opposite sign. If the price 
gap is lower than g , so that the markup is very low, then the firm will 
pay the fixed cost  and increase prices so that, right after the price 
change, the price gap will be g . Likewise, if the price gap is higher or 
equal than g , so that the markup is very high, the firm will pay the 
fixed cost and decrease its price, so that, right after the price change, 
the price gap becomes g .

Note that we are writing the profit function F as a function of the 
price gaps exclusively. In general, even at steady state, it should be a 
function of both the price and the cost. Below, we explain the conditions 
under which this simplification can be obtained. We choose units so 
that F is measured in either terms of units of the aggregate input, or 
as deviations of maximized steady-state profits—our preferred choice. 
Of course, the fixed cost  has to be measured in the same units as F. 
The optimal decision rule depends only on the ratio /B, since the value 
function is homogeneous of degree one in  and B. Intuitively, the fixed 
cost matters only through the relative advantages of changing prices, 
captured by the curvature of F, rather than on each of them separately. 
Furthermore, the discount factor  is a real interest rate measuring 
the intertemporal price of the aggregate input. The inflation rate  is 
also the nominal change in the price of the aggregate input. Since , 
 and 2 are rates per time unit, the optimal decision rule depends, 

apart from on /B, only on the ratios { / 2, / 2}.
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Derivation of the profit function F. We have written the 
profit function F having the price gap g as its only argument. This 
is a simplification which provides lots of tractability. In Álvarez and 
others (2019), we work without this simplifying assumption and obtain 
essentially the same results.12 We describe here the assumptions so 
that we can use the simplified version. Let Q(p/W)z be the quantity 
demanded as a function of p/W, the ratio of the nominal price of the 
good p and the nominal price of the generic input W. In steady state 
we can write this relative price or the relative price with respect to 
some aggregate good without loss of generality. It also turns out that in 
the set-up described by Golosov and Lucas (2007), which is in no way 
pathological, this is a consequence of the general equilibrium structure. 
The variable z is a multiplicative shifter of the demand, which we use 
for two different illustrations. The nominal marginal cost is xW. We 
will proceed by steps. First we will derive the profit  with (g, z, x) as 
arguments. Then we will add assumptions to eliminate (x, z) from it. 

Let’s use m for the log of the optimal markup, i.e., let the nominal 
price that maximize instantaneous profits be: P*= emxW. Thus g is 
defined as:

. (3)

Now we are ready to write the profit function. The units of profits 
will be first in terms of the real value of the aggregate input. Profits 
in nominal terms are [P – xW]Q(P/W, z), i.e., nominal markup times 
quantity. By dividing this expression by W, we obtain profits in time 
t units of the aggregate input.

 (4)

Furthermore, assuming that Q is iso-elastic, with elasticity equal to 
, so that Q(P / W) = A(P / W) z  for some constant A, then the optimal 

markup M, or its log m, will be constant and equal to m = log( /( –1)). 
In this case profits will be:

.

12. See the section on the model with random walk shocks and CES demands, which 
we refer to Kehoe and Midrigan (2015) version of the Golosov and Lucas (2007)’s model.
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It should be clear that, by definition, F is maximized when g = 0.
Adding the extra assumption that the demand shifter satisfies  

z = x –1, then we obtain that  does not depend on (x, z). To be honest, 
this is a strange assumption; it requires the shock that increases cost 
to simultaneously push the demand up, so that the maximized profit 
remains the same for any value of x. On the other hand, it simplifies 
the algebra a lot! As mentioned above, in Álvarez and others (2019) we 
work out both versions of the models and find very small differences.

An alternative is to use a second order approximation of the 
function  (g, x, z) and to retain only the leading terms on g. In 
particular, we use a second order approximation of  (g, x, z) around  
g=0, x= x  and z= z . Using that g = 0 maximizes profits, and the 
multiplicative separable nature of the profit function into three terms, 
ignoring the terms that are higher than second order and the terms 
not involving g, we have

  (5)

where we are measuring profits relative to the maximized profit at  

x= x and z= z , which equals  . Of course, we 

can combine these assumptions too.
Lack of First-Order Strategic Complementarity. Finally, 

the result in equation (5) is useful because it states that in the model 
we focus on, there is no first-order strategic complementarity. This is 
because we can summarize the behavior of the rest of the firms in z. 
This will be the case in the standard New Keynesian model, where 
there will be at least two effects on the profit function coming from 
aggregate consumption: one is that with CES demand for each firm, 
higher output of each of the other firms shifts the demand up, and 
the other, in opposite sign, that higher output decreases the Arrow-
Debreu price of the good in the current period. But as we have seen, 
these effects—captured by z—are of third order in the profit function 
in the current set-up.13 Interestingly, this means that we can use as 
an accurate approximation the firm’s decision rules characterized by 
{ g , g , g} even if the rest of the economy is not at a steady state, as 
long as the firm expects constant growth rate of the aggregate input 

13. The general equilibrium version in Golosov and Lucas (2007) also makes the 
value of the nominal aggregate input, labor in their case, depend only on the path of 
nominal money.
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prices. We will rely heavily on this property to characterize the impulse 
response of prices to a one-time common shock to their cost.

2.2 Steady-State Distribution of Price Gaps and Price 
Changes

We let f(g) be the steady-state density of the distribution of price 
gaps. This density has support [ g , g]. It solves a simple ordinary 
differential equation, balancing the flows in and out when a price 
change occurs. Its shape depends on the parameters { g , g , g , / 2}. Of 
course, g , g , g  depend on all the parameters that define the steady-
state problem of the firm described above, namely { /B, / 2,π/ 2} or, 
using the simplification described in appendix B, it is described by 
just { /B, / 2}. The equations that determine the steady-state density 
given the decision rules and parameters are:

with boundary conditions:

. (6)

The first line is the Kolmogorov forward equation, and the second 
line has the three relevant boundary conditions. The solution is given 
by the sum of two exponential functions. The boundary conditions on 
the extreme of the inaction regions indicate that there is zero density 
in those points. Intuitively, this is because they are exit points, so it is 
“hard” to accumulate density near them. This result will be important 
for some of the results below.

The shape of the density f depends on the inflation rate relative 
to the idiosyncratic variance / 2, both through their direct effect 
as seen in equation (6), and indirectly through their effect on g , 
g and g . For finite / 2, the distribution has zero density in its two 
boundaries, it is strictly increasing in ( g , g ), non-differentiable at 
g , and strictly decreasing in(g , g). In particular for / 2 = 0, the 
distribution is symmetric around g  = 0, and has a tent-shape, with 
f"(g )=0. As / 2 increases, the value of g  becomes positive, and the 
shape of f becomes concave from [ g , g ) and convex between (g , g]. As  
/ 2 , the distribution converges to a uniform distribution between 

[ g , g ] and to a zero density everywhere else, as in the model of 
Sheshinski and Weiss (1979), which has 2 = 0 and finite .
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The change in the shape of the invariant distribution f reflects, in 
a very intuitive way, the different strength of the idiosyncratic shocks 
(measured by 2), which are symmetric, and the effect of inflation 
(measured by ), which is asymmetric. As inflation increases, the 
price gaps g naturally tend to pile up in the left side, since the cost 
increase in expected value as the nominal price remains fixed. Indeed 
as / 2  , this effect is so strong that price gaps essentially march 
deterministically from g  to g , and hence the distribution is uniform, 
as stated above. Lastly, the drastic change in shape of f around g is 
also intuitive, since after a price is changed, the new price of the 
product is set so that g = g , which explains why the mass is highest 
at this point and why it is not differentiable, since the behavior of f 
around this point is governed by mass coming from the boundaries of 
the range of inaction.

In steady state the size of price changes is given by a very simple 
formula of the thresholds of the sS rule. Price increases are given by 
g  – g , since the firm increases its price when the markup is very low, 
i.e., the first time g reaches g . Likewise, price decreases occur when 
the markup has reached the value g  and are of size g– g . Denoting 
the size price increases by +

p and the size price decreases by –
p , we 

have that: +
p = g – g  and –

p = g  – g
We denote the average number of price changes per unit of time by 

a. This can be easily computed as the reciprocal of the time between 
price changes, by the fundamental theorem of renewal theory. The 
expected time until a price change T(g) for a firm with current price 
gap g solves the following Kolmogorov backward equation:

0 = – T '(g) + 
2

2
 T"(g) for all g  [ g , g]with boundary conditions:  

0 = T( g) = T(g).

The boundary conditions are quite natural, at either g  or g  there 
will be a price change, and hence the expected time to reach them 
is zero! Since right after a price change g = g , then the expected 
time until the next price change is T(g ), and hence the frequency of 
price changes a = 1/T(g ). Using a similar procedure we can find the 
frequency of price increases +

a and the frequency of price decreases  
–
a . For instance, letting T+(g )  be the expected time until a price 

increase, it is easy to see that it satisfies the same Kolmogorov 
backward equation than T . The difference is in the boundary 
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conditions, which are T+( g)  = T+(g ) , since a price decrease will occur 
at g  but we need to keep counting; we also have T+( g) = 0, since a 
price increase occurs at g . The frequency of price increases is thus:  

+
a = 1/T+(g ) . A similar argument holds for the expected time until a 

price decrease T –, i.e., it solves the same o.d.e. than T with boundary 
conditions T – ( g) = T – (g )  and T – ( g)=0. The frequency of price 
decreases is thus: –

a = 1/T –(g ) .
We note that the length of the range of inaction equals the sum 

of the average size of price increases plus the average size of price 
decreases: g  – g  = +

p + –
p . This observation will become useful 

because these average sizes can be measured, and the length of 
the range of inaction is important to understand when a cost shock 
is large. Finally, the second moment of price changes is given by 

 .

In appendix C we give a simple alternative numerical procedure 
by using a discrete time and discrete state version of the model to 
compute the steady-state distribution and the frequency of price 
changes per unit of time.

2.3 Optimal Decision Rules and Inflation

This subsection analyzes how optimal pricing decisions vary with 
the rate of normalized inflation, / , keeping the normalized fixed 
cost, /B, constant.14

For / ≈ , then the decision rules are approximately symmetric, 
with g = 0 and g  = – g  .15 This implies that around zero inflation, the 
price increases and price decreases have approximately the same size 

+
p = –

p   . Moreover, the frequency of price increases and price decreases 
is the same around zero inflation, so +

a = –
p .

For higher inflation rates relative to idiosyncratic volatility / 2, 
the optimal return markup g  becomes larger. This is because due to 
inflation, during inaction markups decrease in expected value, and 
thus this expected effect, is compensated by starting with a higher 
markup. In Álvarez and others (2019) we show that for small inflation 
the main adjustment is not in the frequency of price changes a, but 

14. Appendix B shows that, for a given fixed cost relative to the curvature of profits 
/B, the optimal decision rules depend on the normalized level of inflation / 2.

15. We say approximately because under the quadratic approximation at exactly 
/ 2 = 0 the decision rules are symmetric.
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instead in the difference between the frequency of price increases 
and decreases, i.e., the derivative of a( ) with respect to inflation is 
zero at / 2 = 0, but the derivative of +

a ( )  – –
a ( )  is strictly positive. 

We also show analytically that it accounts for 90% of the change in 
inflation at low inflation; the other 10% is explained by changes in  

+
p   – –

p. Summarizing, as we move from zero steady-state inflation  
(where frequency and size of price increases and decreases are 
symmetric) to positive steady-state inflation, the model predicts that 
the frequency of price increases +

a ( )  will be higher than the one of 
decreases –

a ( ) , and that the size of price increases and decreases 
will be approximately the same, i.e., +

p  
 ≈ –

p . Nevertheless, while we 
show that the average size is similar, we also show that as we move 
from zero steady-state inflation, +

p    > –
p .

16

For very large inflation, +
a ( )  a ( ) and –

a ( )  0, as , 
so most price changes are increases, and the model converges to 
Sheshinski and Weiss (1979), in the sense made precise in Álvarez 
and others (2019).

2.4 Impulse Response of the Price Level to Unexpected 
Cost Shocks

In this subsection we characterize the impulse response of the 
aggregate (log of the) price level to a once-and-for-all increase in the 
nominal price of the aggregate input of size , measured in logs. We will 
consider different inflation levels π and different sizes of the shock .

We start with an economy that is in the steady-state distribution 
of price gaps. This economy is characterized by parameters { /B, , 2} 
and . Firms will face a once-and-for-all jump on the nominal price of 
the aggregate input and believe that, after this jump, the price of the 
inputs will rise at the same inflation rate π as before the jump. We are 
interested in computing the effect on the (log of the) aggregate price 
level of the goods produced by these firms. We will distinguish between 
the impact effect on the price level, i.e., the effect on the moment that 
the unexpected jump occurs, and the subsequent effects which lead 
the price level to adjust up to the full amount  of the shock.

We can think of the price level just before the shock as the limit: 
. Likewise, we can let the value of the (log of the) price 

16. For a precise statement, see Propositions 1 and 3 in Álvarez and others (2019). 
Numerically, we find the changes given by these derivatives at zero inflation to be 
accurate even up to inflation rates of 30% per year.
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of the aggregate input just before the shock be . Of 
course, for the price of the aggregate input we have that the jump is 

. As mentioned above, we assume 

that dlogW(t)/dt =  for t ≠ 0. Throughout the exercise, the parameters 
{B, , , 2} and the invariant distribution implied by the optimal 
decision rules, { g , g  g} are fixed.

We will denote the price level t periods after the shock P(t; , ) 
for an economy that is hit by the shock of size  when the inflation 
rate of the aggregate input before and after the cost shock is . We 
will let the price level right before the shock to be denoted by P. We 
distinguish between the impact effect, which we denote by ( , ), and 
the subsequent rate of change of the (log of the) price level, denoted 
by (t; , ). Thus

 (7)

Whenever it is clear, we omit  and  from the expression for P, 
and . Also, while P is the log of the aggregate price level, whenever 
it is clear, we will refer to it as just the price level.

Since we are measuring P in logs, then (s; , ) is the inflation 
rate of the CPI s periods after the shock has occurred in an 
economy with steady-state inflation rate . In particular, after 
the impact effect at time t = 0, the term (s; , )ds yields the 
contribution to the average (log) price of the firms that are adjusting 
prices at times between s and s + ds. This contribution is equal to  
(s; , ) = [ +

p   
+
a (s)  – –

p  
–
a (s) ]  where +

p   and –
p are the same as in 

steady state, but the frequency of price increases and decreases, +
a (s) 

and –
a (s) , are time-varying. The reason these frequencies are time 

varying is that the density of the distribution of firms indexed by 
their price gap g, denoted also by f (g,t), is time varying. This density 
changes through time because the cost shock  and the price changes 
that occur right after the cost shock have displaced it from its steady 
state. Thus, even following the same time invariant decision rules as 
in steady state, it takes time for the density to return to its steady-
state level described by equation (6). See the appendix C for the 
discrete time and discrete state space analog computation of the path 
of the distribution and of ’s, or see Álvarez and Lippi (2019) for the 
continuous time characterization of the impulse response by using an 
eigenvalue-eigenfunction decomposition.
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We will compare the path of the log of the aggregate price level 
P(t; , ) against the path for the price level of the aggregate input. 
Recall that the aggregate input grows at rate  before and after the 
shock, and jumps by  log points at time t = 0. In the long-run prices 
will increase by as much as the shock to the aggregate input, so that

 (8)

Impact effect. We define the impact effect  as the jump in the 
price level at t = 0, i.e.,

 (9)

To be clear, if prices are fully flexible, we will have P(t) = W(t) +  
for some constant  at all times. With menu costs, after the jump in 
the aggregate input prices, we expect that  ≤  and that over time the 
price level P(t) catches up with the increases in the path of W(t). Later 
we show that this is true for values of  and / 2 that are not too large.

The impact effect is simple to compute following this two-step 
procedure. First we shift the distribution of price gaps from the steady 
state to the one right after the shock but before the prices adjust, so 
the new density is f(g + ) with support [ g– , g– ]. This is so because 
with the common increase in cost, the price gap of each firm decreases 
by . Second, using the lack of first-order strategic complementarity, 
all the firms that end up with price gaps g below g  will increase their 
prices from their new value for g to g*. Thus:

 (10)

This yields the following derivatives:

.

Evaluating these expressions at  = 0, and using that, by definition  
 (0, ) = 0 and that at the exit points of the invariant density we have 

f ( g), we obtain the following expansion of  on :

 (11)
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As argued elsewhere,17 if the shock  is small, then the impact effect 
 is very small. Mathematically speaking, is of second order in . We 

can also see that the leading coefficient of  increases with inflation 
since, as explained above, as / 2 increases, the density becomes more 
concave in the lower segment, until in the limit f '( g)  as / 2  . 
Thus the impact effect is of smaller order than , but the coefficient of 

2 increases with inflation. Whether this is an important effect for the 
level of inflation rates for the period of Argentina under consideration 
is an important issue that we will discuss below.

Two extreme examples help to organize ideas: First, consider 
the case where / 2 = 0, then f '(g) = 1/( +

p   )
2 is constant, and thus for  

 ≤ +
p   , equation (10) becomes

 .

As in the general case, for small , the value of is very small. 
Yet when  is large, say in the order of magnitude of +

p   , the impact 
effect can be large. For instance, if = +

p   we have ( , ) = 2/3 , 
which is smaller than , but of the same order of magnitude than . 
Second, consider the other extreme case, where / 2  . In this case f 
converges to a uniform distribution between [g , g*] and thus equation 
(10) becomes

,

which is of order . Note that for small , this gives the same 
answer as the case of full price flexibility, i.e., ≈ , and indeed it 
converges to a version of Caplin and Spulber (1987)’s neutrality case. 
Interestingly, when  is not infinitesimal, then  > . In this case, since  
P(t)– P– t  as t , there must be an overshooting in the short 
run, and thus prices should have an eco and oscillate as they converge 
to their path. Indeed if  = +

p   we have  ( ,  = 3/2 .

17. See Álvarez and Lippi (2014), Álvarez, Le Bihan, and Lippi (2016), and Álvarez, 
Lippi, and Passadore (2016).
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The stark difference between the cases with / 2 ≈ 0 and / 2 
 calls for an evaluation in the case of Argentina during the period 

of interest where inflation rate is quite high, but far away from 
hyper-inflationary levels, say on the order of 25% per year when we 
exclude the peaks. Is this closer to the / 2 limit, or is it closer 
to the / 2 0 limit? Additionally, is the size of the cost changes for 
 for this period in Argentina large enough that we have to go beyond 

the approximation in equation (11)? Note that a relevant theoretical 
comparison is how large  is relative to p

+ . Motivated by these 
considerations, we will evaluate the relevant expressions for calibrated 
parameters values and compare them with the “observed” impact effects.

Initial slope of the impulse response. We now characterize the 
initial inflation rate, just after the impact effect. For this we consider 
a very short-time interval right after the shock, which we denote by . 
On the one hand, we note that immediately after the shock, there is no 
density near the upper bound g . On the other hand, there is a strictly 
positive density at the lower-bound g . Recall that price increases will 
occur for the firms in the lower bound of the inaction region, which gets 
an idiosyncratic increase in cost, and hence a decrease in g. Using the 
assumption of the Brownian motion for the idiosyncratic shocks, it can 
be shown that about half of the firms at the lower bound will increase 
prices in the very small interval of time following the aggregate cost 
shock. This means that, for a very short interval immediately after the 
impact effect, there is an extremely large number of price increases 
and almost no price decreases.

In particular, after the shift due to the common cost shock, the 
density is zero in the upper interval g  [g  –  g]. Thus, –

a ( )  0 
as   0. On the other hand, after the impact effect, and differently 
from what happens at steady state, there is a positive density at  
g = g . This density is equal to 0 < f ( g  + ) < f '( g) , where the 
inequality holds due to the concavity of the steady-state density f 
in [ g , g*]. Consider the discrete-time discrete-state approximation 
developed in appendix C, where each step of the process for g and of 
the discretized steady-state distribution are of size . The number 
of firms changing prices per unit of time +

a ( ) equals the density 
at the boundary times the step size  times the probability that 
those firms have an increase in cost, denoted by pd, and divided by 
the length of the time period . For a diffusion, as   0 then pd  1/2. 
Thus the fraction of firms changing prices per unit of time is f (g  + )

. This implies that +
a ( )  as   0. We have then ( )  +

a 
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( ) +
p    as 0. Yet, ( ) 0, as 0, so the integral for P(t) is 

still well defined. An alternative more general way to show that the 
slope of the impulse response is infinite is in Álvarez and Lippi (2019), 
who use an eigenvalue-eigenfunction decomposition of the relevant 
linear operator.

2.5 Comparative Static of Cost Shocks

In this subsection we compare the effect of a small and a large-cost 
shock, say  = 0.01 and  = 0.1 for three economies: a low inflation 
one  = 0.025, a large inflation one,  = 0.25 and one close to the 
hyperinflationary range,  = 2.5. Recall that cost shocks are measured 
in logs, so we are trying 1% and 10% once-and-for-all shocks. Inflation 
rates are measured as annually continuously compounded (c.c.), so 
we are trying 2.5%, 25% and 250%, but in the last two cases recall 
that continuously compounded and annually compounded can be 
meaningfully different.18

Calibration. We use the same parameters for all cases. The 
parameters for the firm problem are chosen so that at  = 0.25, i.e., 25% 
annual continuously compounded inflation, the steady-state statistics 
resemble the same statistics in Argentina for the period under study. 
We use  = 7, which has a markup of just above 15% and a fixed cost 
of  = 0.012 yearly frictionless profits. We use an annual discount rate  
 = 0.04 and an annual volatility of idiosyncratic shock of  = 0.20.

With these parameters the model implies +
p   = 0.12 and –

p   = 0.097. 
The average number of price changes per year are +

a = 2.88 and  
–
a = 0.89.19 These figures are similar to the averages for Argentina, 

when we omit periods of abnormal cost increases. The size of cost 
changes in the data is around 10%–11%.20 The annual number of 
price changes measured as the fraction of outlets changing prices in 
a “normal” month times 12 is +

a ≈ 0.24 × 12 = 2.88 and –
a ≈ 0.073 × 12 

= 0.88.21

We will discuss the effect of small (  = 0.01 or 1%) and large  
(  = 0.10 or 10%) cost shocks for each of the three continuously 

18. Continuously compounded yearly inflation at rate  implies that the ratio of 
prices (or cost) at the end of the year relative to prices at the beginning of the year is e . 
For example, with  = 0.25, this ratio is e0.25 ≈ 0.28, and for  = 2.5, this ratio is e2.5≈ 12.2!

19. We use a time period  =1/365/12, so two hours.
20. See figure 8.
21. See figure 7.
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compounded annualized inflation rates we consider:  = 0.025,  = 0.25 
and  = 2.5. The plots corresponding to each of the inflation rates 
are in figures 3, 4, and 5, respectively. The small shock is of a size we 
consider in the upper bound of what a normal monetary shock is. The 
large-cost shocks are similar of the type of shocks we argue occurred 
in Argentina during the period under consideration, which we view as 
extremely large. The three inflation rates correspond to: (i) a “common” 
inflation rate for a developed economy (  = 0.025 or 2.5% c.c. per year), 
(ii) a high inflation rate which is about the average running inflation 
during the period of study for Argentina when we exclude the spikes 
we associate to the jumps in cost (  = 0.25 or 25% c.c. per year), and 
(iii) a very large inflation on the hyperinflation range of almost 23% 
monthly compounded inflation (  = 2.5 or 250% c.c. per year).22 For 
each of the inflation rates, we present three panels of plots: the first 
panel with the path of the log of the aggregate CPI level and with the 
path of the log of the price of the aggregate input, the second panel 
with the density of the invariant distribution right before and right 
after the cost shock, and the third panel with the path for the (monthly 
moving average of the) frequency of price increases and price decreases. 
Each panel displays two cases, corresponding to the small-cost change 
(1%) on the left side of the panel, and to the large-cost change (10%) 
on the right side of the panel. In total there are nine subplots for each 
of the three inflation rates.

Some general comments on the objects of figures 3, 4, and 5 are 
in the same order.

First, in the top panel for each figure, we have the path of the 
log of the nominal price for the CPI and of the path of the log of the 
nominal price of the aggregate input. We normalize the price of the 
nominal input so that, at the time of the cost shock, both the core 
CPI and the price of the aggregate input are equal. The time of the 
cost shock is labeled t = 1, and time is measured in years for the first 
and third panels. Second, in the middle panel for each figure we have 
the invariant distribution for the price gaps at steady state and its 
version right after the cost shock, but before the price changes. In 
the horizontal axis we have indicated the values of g , g*, g . The price 
gap is measured in log point deviations, so that g = 0.1 represents 
10% log point difference between the static maximizing markup and 

22. To be clear, for =2.5 annual continuously compounded rate, we have that the 
monthly compounded rate is (e2.5 – 1)×100≈23.12
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the markup corresponding to that value of g. We have shaded in grey 
the distribution of price gaps right after the cost shocks. This shaded 
area measures the fraction of firms (or products) that change prices 
on impact, i.e., at the time of the cost shock. Third, the bottom panel 
displays the average number of price changes per year. This is defined 
as follows: we take the fraction of firms (or products) that change prices 
per model period and then we divide it by the length of the model 
period. In the plot we display a centered monthly moving average of 
this number.23 We take a monthly moving average for comparability 
with the Argentine data, which uses monthly frequency, and also to 
smooth out the large jump. Note that at the time of the increase of 
the cost, these frequencies increase smoothly for about a month due 
to the fact that we use a centered moving average.

We end this section with a brief discussion on how the pattern 
of the different statistics in these figures illustrates the analytical 
properties derived above. First we discuss the difference between the 
impact effect of the jump in the cost of the aggregate input on the 
price level and the rate of converge of the price to the cost. Let’s first 
concentrate on the case of low ( = 0.025) and high inflation ( = 0.25), 
i.e., figures 3 and 4, respectively. Even though the inflation rate that 
roughly corresponds to Argentina is the large case ( = 25% c.c. per 
year), the pattern for the passthrough is similar in figures 3 and 4. 
For both inflation rates, the instantaneous passthrough is larger for 
the large-cost shock (as can be seen by comparing the left and right 
subplots). Nevertheless, as expected, in the case of high inflation  
( = 25%), the passthrough is higher and the convergence is faster, 
i.e., the half-life of the shock with high inflation is one half relative to 
the low inflation one. The convergence rates in the figures with large 
shocks are so high, with half-lives below two months, that we are very 
close to full price flexibility.

23. The centered moving average at time t takes an average of half of (1/Δ)/12 model 
periods before the date t, and half of (1/ )/12 model periods after the date t, where is 
the length—measured in years—of the model period. See section C for details on the 
computations.
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Figure 3. Passthrough of Nominal Cost Shocks for Low 
Inflation (π = 2.5% c.c.)

Path of nominal levels,  = 1%,  
annual inflation = 2.5%

Path of nominal levels,  = 10%,  
annual inflation = 2.5%
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The case of very large inflation of figure 5 with a continuously 
compounded inflation  = 250% per year is different. As anticipated in 
the theoretical section, large shocks in an inflationary economy induce 
an overshooting of the price level on impact as shown in figure 5b. 
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As inflation is very high, firms that adjust prices (and pay the menu 
cost) find it optimal to save on future menu costs by raising prices by 
more than the cost shock. The case of a small shock depicted in figure 
5a instead, is similar to Caplin and Spulber (1987), also as expected.

Now we turn to the middle panel of each of the three figures, which 
in itself is useful to understand the instantaneous passthrough of the 
top panel just discussed. Note that for low inflation (π = 2.5% c.c. per 
year), the invariant distribution is almost a tent-map, as it should be 
for exactly zero inflation. Indeed, it is theoretically known that the 
effect of steady-state inflation around zero inflation is very small. 
For high inflation (  = 25% c.c. per year), the invariant distribution is 
convex-concave, as explained in the theoretical section above. Also as 
explained in the theoretical section, by comparing the small (  = 0.01) 
and large-cost shocks (  = 0.1) corresponding to the left and right 
panels respectively, it is seen that the number of firms (or products) 
that change prices (i.e., the size of the grey-shaded area) increases 
more than proportionally as the shock increases from 1% to 10%. 
Alternatively, we can see that the approximation that the impact effect 
on prices is proportional to the square of the cost shock  is accurate 
for this range of shocks. Moreover, the size of the grey-shaded area for 
the 10% shock in the low inflation rate  = 2.5% case is smaller than in 
the high inflation rate  = 25% case, due to the convex-concave nature 
of the invariant distribution for the higher inflation rates. Again, the 
case of very large inflation (π = 250% c.c. per year) is different. 

The share of firms changing prices on impact is much closer to be 
proportional to  than in the cases of lower inflation, as can be seen 
in figure 5d.

Lastly we turn to the behavior of the frequency of price increases 
and decreases, the bottom panel of the figures for each inflation rate. 
First, note that for low inflation ( = 2.5% c.c. per year in figure 3) while 
the rise in the frequency of price increases is moderately larger than 
the decline in the frequency of price decreases for small-cost shocks  
(  = 0.01 in the left panel), this difference is much larger for the case of 
high-cost changes (  = 0.10 in the right panel). The pattern is similar 
in the case of high inflation (  = 25% c.c. per year in figure 4), except 
that the differences between increases and decreases are a bit more 
stark. Instead, again, the situation for very large inflation (  = 250% 
c.c. per year, or figure 5) is different. Since there are almost no price 
decreases, there is no detectable change in them. On the expected 
number of price decreases, the behavior is very different between 
small-cost shocks (  = 0.01 in the left panel) and large-cost shocks  
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(  = 0.1 in the right panel). For small-cost shocks, we have the one-time 
blip that is characteristic of the mechanism in Caplin and Spulber (1987). 
Instead, as explained in the theory above, for large-cost shocks, there is 
overshooting which leads to a subsequent echo effect, which is seen in 
the damped oscillations in the path of the frequency of price increases.

Figure 4. Passthrough of Nominal Cost Shocks for High 
Inflation (π = 25% c.c.)
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Figure 5. Passthrough of Nominal Cost Shocks for Very High 
Inflation (π = 250% c.c.)
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3. ARGENTINA’S EVIDENCE ON LARGE-COST SHOCKS AND 
PRICE DYNAMICS

In the previous section we studied how firms facing menu costs 
of price adjustments react to unexpected shocks to nominal marginal 
costs. We then studied the aggregate behavior of prices, paying 
particular attention to the effect of these shocks on the average 
price level, on the size of price changes, and on the frequency of price 
adjustment, both on impact and over time. In this section we look at 
how prices in the city of Buenos Aires reacted to the large nominal 
shocks described in section 1 and draw conclusions on the applicability 
of the model.

Figure 6 provides an overview of the behavior of our proxy of the 
nominal cost and of core prices. We prefer to look at core inflation 
because, as it excludes seasonal and regulated goods, this measure of 
prices avoids the mechanical direct impact that changes in regulated 
prices have on the CPI.

Figure 6. Nominal Costs and Pricve Levels
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There are three large jumps in costs: one in early 2014, a second 
one in early 2016, and a third one in May–September 2018. The 
first one is mainly due to a 23% devaluation that took place in the 
second half of January. As our measure of costs is based on monthly 
averages, our cost proxy jumps in December 2013 and in January 
2014. The 40% weight of tradable goods in our cost measure implies 
that the jump in cost is slightly above 9%, roughly in synch with the 
size of price changes in the data24 and in the simulated examples in  
subsection 2.5. Figure 6 also shows that there is a spike in inflation 
associated to each spike in nominal costs. Between November and 
February 2013, the cost proxy increased by 12%, while the price level 
increased by 8%. The second shock took place in the first half of 2016. 
It consisted of a sequence of cost shocks stemming from the impact 
of the removal of capital controls on the exchange rate and from the 
change in the relative price of regulated energy prices as shown in 
table 1. The impact effect relative to the size of the shock is smaller 
than in the first shock. The persistence of the shocks is reflected in the 
persistence of the high inflation. Finally, in the first quarter of 2018, 
there are nominal shocks of about 4% related to regulated prices and, 
starting in May, there are two exchange-rate lead spikes in nominal 
costs with peaks of 7% in May and 12% in September.

Several issues prevent us from using the data underlying  
figure 6 to estimate the impulse response of core prices to cost shocks 
analyzed in subsection 2.4. (i) At the time a shock hits, prices might 
still be adjusting to previous shocks. (ii) The cost shock might have 
been partially anticipated.25 (iii) An aggregate shock might change the 
relative price between consumer goods and wholesale goods. (iv) There 
might be other aggregate cost or productivity shocks not captured by 
our cost proxy. Nevertheless, we can check if the frequency and if the 
size of price changes in the data are consistent with the theoretical 
analysis in 3, illustrated in figures 3 to 5.

Figures 7 and 8 show the frequency and the size of price changes. 
The figures are based on the data underlying the city of Buenos 
Aires core consumer price index (IPCBA-rest). The city collects 
approximately 70,000 prices per month for 628 goods and services.26  
 

24. See figure 8.
25. This issue is especially relevant for the devaluation of December 2015. See for 

example Neumeyer (2015) and Levy-Yeyati (2015).
26. The instructions to the enumerators and other methodological issues are 

described in Dirección General de Estadística y Censos (2013).
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The frequency of price changes is computed as the fraction of prices that 
either increased or decreased between two consecutive observations 
within the goods and services included in the core measure of inflation. 
The size of price changes is the geometric equally weighted average of 
the absolute value of price increases/decreases. The methodology for 
computing these statistics is described in Álvarez and others (2019), 
where we discuss the property of this simple estimator and perform 
robustness checks.

Figure 7 shows the fraction of outlets changing price each month, 
our proxy for costs, and the core inflation level. Observe first that the 
average level of the fraction of price increases in “normal” times is 
0.24 and the one for price decreases is 0.073. The magnitude of the 
frequency of price decreases is interesting because it indicates that, 
for the levels of underlying inflation during 2012–18 in Argentina, 
the benchmark menu-cost model of Sheshinski and Weiss (1979) is 
unlikely to be the appropriate one—something that we will also see 
as we examine other statistics. It rules out the case of /  in  
figure 5, pointing out the importance of idiosyncratic shocks that 
induce some firms to lower prices even when costs are rising at a 
cruising speed of 2% per month.

Figure 7. Cost Shocks and the Frequency of Price Changes
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Second, the three cost shocks identified in our narrative in 2014, 
2016, and 2018 are large in the sense that their size is similar to the 
size of the price changes in normal times. In these three cases, the 
reaction of the frequencies of price changes is consistent with the 
predictions of the model for the case of a large shock with high inflation, 
illustrated in figure 4f. The shock at the beginning of 2014 is short-lived 
and of a magnitude similar to the = 0.1 in the simulated example. As 
suggested by the theory, the data shows a contemporaneous spike of 
the fraction of outlets raising prices to 0.45. The transitory decrease 
in the fraction of outlets lowering prices seems to be in the data, but 
it is hard to distinguish it from noise. The second episode corresponds 
to the sequence of cost shocks that took place in the first half of 2016. 

These shocks also induced an increase in the fraction of outlets 
raising prices that is less pronounced and more persistent than the 
one in 2014. The frequency of price increases peaks at 0.38 in January 
2016 and at 0.35 in May 2016. There seems to be a fall in the fraction 
of outlets lowering prices in the period leading to the devaluation 
but, again, it is hard to distinguish it from noise in the data. Finally, 
the fraction of outlets raising prices rises throughout 2018 reacts to 
the cost shocks, with peaks of 0.43 in June and 0.57 in September, 
coinciding with important jumps in the exchange rate.

Figure 8 describes the absolute size of price changes conditional 
on a price change taking place. In “normal” times, the absolute size of 
positive and negative price changes is similar, around 10–11%. This is 
consistent with the theory. However, the fact that the absolute value 
of price decreases is sometimes higher than the one for price increases 
after 2014 is inconsistent with the theory.27

The reaction of the size of price changes to the cost shocks also 
gives empirical support to the menu-cost model. In the theory, when 
there is a large-cost shock, many firms end up with a markup that is 
outside the inaction range, as shown is figure 4d. This implies that 
the magnitude of price increases has to grow in the presence of large 
unanticipated shocks. The magnitude of price decreases, on the other 
hand, should not change as a result of increases in nominal marginal 
costs, as no firm’s markups are pushed above the upper band, g
. These two predictions of the theory are observed in the data. For 
the three shocks, we observe significant increases in the magnitude 
of price increases in figure 8, which reach 1.5 times “normal” values.  

27. These differences may just be noise.



40 Fernando Álvarez and Pablo Andrés Neumeyer

Figure 8. Cost Shocks and the Size of Price Changes
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Also, the magnitude of price decreases does not show abnormal 
patterns around the time of cost shocks.

We conclude this section by saying that the behavior of the 
frequency and of the size of price changes supports the passthrough 
of costs shocks to prices predicted by the menu-cost model of price 
adjustment. In “normal” times with small shocks, the frequency and the 
size of price changes are consistent with the simulations for  = 0.25 
and  = 0.01 in subsection 2.5, thus supporting the choice of parameter 
values for /B and /  used in the simulations. The frequency of price 
decreases of 0.073 and the fact that the size of price increases and 
decreases imply that idiosyncratic firm shocks are important. The 
expected duration of prices, computed as ( + + –)–1, is 3.2 months, 
thus supporting the importance of price rigidities. For the episodes 
that we interpret as large unanticipated cost shocks, the frequency and 
the size of price adjustments react as the theory predicts with large 
increases in the size and in the frequency of price increases, and with 
no discernible effects on these variables for the case of price decreases. 
This leads us to conjecture that the fast passthrough of costs to prices, 
predicted by the theory but hard to estimate in our dataset, is likely 
to be present in the data.
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APPENDIX A

Derivation of the Profit Function

Define

.

Thus

and evaluating it at g = 0 

.

Likewise

and evaluating it at g = 0

.

The level of the optimized value of ∏ is:

.
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A second order expansion of  around (0, x , z ) gives:

Since '(0) = 0, we have:

.

Finally, ignoring the terms that are smaller than second order, or 
that do not involve g, and dividing by (0, x , z ), the maximum profit 
at x , we have:
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APPENDIX B

Value Function and Optimal Decision Rules

The value function V(·) and the optimal decision rules { g , g , g} 
solve the following system of o.d.e. and boundary conditions:

as well as value matching and smooth pasting at the boundary of the 
range of inaction as well as optimality of g :

As explained in Álvarez and others (2019), the decision rules 
depend on /B, / 2 and / 2. One can further simplify the problem 
by considering the case in which   0, the so called “ergodic” control 
case. Indeed the solutions are very insensitive to  when it takes 
small values—one can show that the derivative of them with respect 
to  is zero when evaluated at  = 0. The appendix in Álvarez and 
others (2019) describes the limit that defines the ergodic control case 
and characterizes its solutions. One can also compare the solutions 
obtained numerically with the method described in appendix C, which 
requires  > 0; they are almost identical. Hence, to simplify, we will 
parametrize the solutions by two ratios: /B and / 2.
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APPENDIX C

Numerical Solution of Value Function and Simulated 
Statistics

An alternative way to compute both the value function and the 
optimal policies, as well as the effect of cost shocks of the price level, 
is to discretize time as well as the state space. We consider there a 
discrete time and discrete state version of the problem. We let  be 
the length of the time period. We will let  be the distance between 
any two points in the state space. For this purpose, we represent the 
Brownian motion during the range of inaction as:

so that  and . Thus 
we can let the state space be  with typical element  
gk  G. The value function is just a vector . The discretized 
version solves the following Bellman equation:

for k = –K, –K + 1,..., K – 1, K. The choice of K should be large enough 
so that the range on inaction is well in the interior of G. The choice of 

 should be small enough so that it approximates well the continuous 
time limit. The solution of this problem will give the thresholds g  and 
g , as well as k* =  argmaxk{Vk} so that g* = gk*.

We let f be a 2K + 1 positive vector containing the fraction of 
firms with different price gaps. For instance, fk will be the fraction 
of firms with price gap gk. The law of motion for the vector with 
the distribution of firms f(t + 1) can be represented by a square 
stochastic matrix L of 2K + 1 × 2K + 1 dimensions, so f (t + ) = Lf 

(t), where we use f (t) for the column vector of 2K + 1 values of the 
fractions of firms fk

 (t) at time t with price gap gk. The matrix L can 
be thought as the sum of two matrices. The first matrix has zeros 
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in all the entries, except in the entries next to the diagonal where 
it has either pu or pd, keeping tract of the mass of firms within the 
inaction region. The second matrix is also sparse—it has zeros and 
ones, with ones indicating that the firms that are outside the range 
of inaction will transit to optimal return point k* with probability 
one. Recall that we have: fj

 (t + ) = k = –K,K Lj.k fk
 (t). Let k, k*and k 

be the indices of the elements of f that correspond to g , g and g , 
respectively.

The elements Li, j are zero, except in the following cases.
1. For k = –K,..., k – 1), then Lk*,k = 1,
2. For k = k + 1,..., K, then Lk*,k = 1,
3. For k = k+ 1,..., k – 1, then Lk,k+1 = pd and Lk,k–1 = pu, 
4. Lk,k+1 = pd and Lk,k–1  = pu, and
5. Lk*,k  = pd and Lk*,k  = pu.
As it is well known, the invariant distribution can be obtained by 

computing the powers of LT for a large value of T. Alternatively, the 
invariant distribution is the eigenvector associated with the eigenvalue 
equal to one of matrix L.

The fraction of price changes per period of length  is given a  
+
a (t) = 1  l+f (t), where l+ is a vector that adds the components of the 

vector f(t) with values below g . In particular, the row vector l+ has:
1. l+

k  = 1 for k = –K,..., k–1,
2. l+

k = pd, and
3. l+

k  = 0 for k = k + 1,..., K.
We can define –

a (t) = 1  l– f (t) in an analogous way. The row vector  
l– has:

1. l–
k  = 1 for k = k + 1,..., K,

2. l–
k
= pu, and

3. l–
k  = 0 for k = –K,..., k – 1.

Thus, the fraction of firms that change prices between t and t +  
per unit of time is a (t) = +

a (t) + –
a (t). Note that the definition of a 

, +
a  and –

a , divides the fraction of firms that adjust prices by  so 
that it is comparable, at least for small , to the continuous time 
expressions. Hence, if we multiply the expressions for a (t), 

+
a (t), or  

–
a (t) by , we will obtain fraction of firms that change prices during 

the interval t and t + . 
Discrete-time – discrete-state impulse response. We can write 

the equivalent of the impulse response on prices using the matrix L.  
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We start with f  given by the invariant distribution implied by L. Then 
we let f  (0; ) be the 2K+1 vector of the displaced initial conditions. 
This is a shift of the mass to the left by an amount equal . This vector 
is given by:

 (12)

and where  which, for simplicity, we assume to be an 
integer. Now we can compute the impact effect :

. (13)

Then we compute the sequence of distribution of firms indexed 
by their price gap as:

f ( ) = [L] j f  (0; ) for j = 1, 2,...

With these elements we compute the rate of increase in prices ’s:

 (14)

where

 (15)

and

 (16)

The analog of the continuous time impulse response is:

where  is the price level in steady state just before the cost shock, 
or  = P(– ).

To simplify the exposition we have not taken into account the 
regular idiosyncratic shocks that also occur during the period between 
t = 0 and t = . To correct for this effect we have included  to the 
initial value of , which is the correct value, since we are starting with 
the invariant distribution. This has the interpretation that the shock 
 occurs at the end the discrete period, but before the next period. As 
  , these effects can be neglected.
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THE NONPUZZLING BEHAVIOR  
OF MEDIAN INFLATION
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Sandeep Mazumder
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For decades, textbooks have explained inflation behavior with 
Friedman (1968)’s Phillips curve: the inflation rate depends on 
expected inflation and the deviation of unemployment from its natural 
rate. Yet this theory has always been controversial, and skepticism 
has been rampant in the decade since the 2008 financial crisis. For 
several years following the crisis, researchers such as Stock (2011) and 
Coibion and Gorodnichenko (2015) puzzled over a “missing deflation:” 
inflation did not fall much despite a sharp rise in the unemployment 
rate. More recently, as the economy has approached full employment, 
economists have puzzled over the failure of inflation to rise toward the 
Federal Reserve’s target of 2 percent. According to Bernstein (2017), 
recent low inflation is “puzzle #1 in economics.”

Some observers, such as Summers (2017) and The Economist 
(2017), have lost patience with the Phillips curve and suggested it 
is “broken.” Blinder (2018) wonders “whether the Phillips curve has 
died or has just taken an extended vacation.” Blanchard (2016) offers 
a tepid defense of the theory, by saying the Phillips curve is alive and 
“at least as well as it has been in the past.” Blanchard emphasizes 
that the residuals in the relationship are large.

This paper argues that inflation behavior is less puzzling if 
we separate the headline-inflation rate into two components: an 

This paper was prepared for the XXII Annual Conference of the Central Bank of 
Chile in October 2018. Thank you to our discussant, Carlos Carvalho, and to conference 
attendees for their comments. We also thank Randy Verbrugge and Tristan Young for 
providing data, and Xu Liu and Jionglin Zheng for research assistance.

Changing Inflation Dynamics, Evolving Monetary Policy edited by Gonzalo Castex, 
Jordi Galí, and Diego Saravia, Santiago, Chile. © 2020 Central Bank of Chile.
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underlying or core level of inflation that the Phillips curve explains, 
and a transitory component arising from changes in relative prices 
due to microeconomic factors. A good proxy for the core-inflation rate 
is a measure proposed by Bryan and Cecchetti (1994): the weighted 
median of price changes across industries.

Many previous researchers, and the policymakers at the Federal 
Reserve, examine core inflation in an effort to filter out transitory 
shocks. However, the usual measure of core inflation is the inflation 
rate excluding the prices of food and energy. This variable filters out 
shocks in the food and energy industries, but many other industries 
also experience large price changes that materially influence the 
headline-inflation rate. The weighted median filters out all of these 
shocks and produces a less noisy measure of core inflation whose 
movements are easier to understand.

Section 1 of this paper briefly reviews the theoretical case for 
measuring core inflation with the weighted median, and the previous 
empirical literature. Section 2 begins our empirical work by examining 
the univariate behavior of alternative measures of core inflation. 
We show that, for both the CPI and PCE (Personal Consumption 
Expenditure)-deflator versions of inflation, the weighted median of 
industry price changes is less volatile than inflation excluding food 
and energy.

Section 3 illustrates the usefulness of weighted-median inflation 
with a careful study of inflation over 2017 and early 2018. Some 
observers believe that inflation behavior was especially puzzling 
during that period: In particular, despite low unemployment rates, 
the Fed’s preferred measure of core inflation—the twelve-month 
percentage change in the PCE deflator less food and energy—fell from 
1.9 in December 2016 to 1.3 in August 2017 and to 1.5 in December. At 
a September press conference, Fed Chair Yellen said that low inflation 
before 2017 was consistent with the Fed’s specification of the Phillips 
curve, but: “This year, the shortfall of inflation from 2 percent [...] is 
more of a mystery, and I will not say that the [Federal Open Market] 
Committee clearly understands what the causes are of that.”

We show that this mystery disappears if we measure core inflation 
with the weighted-median inflation rate rather than inflation less 
food and energy. The weighted median does not fall significantly over 
2017 because it filters out price decreases in a number of industries 
that pushed down the Fed’s core-inflation measure. Examining the 
weighted median also helps resolve confusion among policymakers 
about an apparent uptick in core inflation in early 2018.
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Section 4 turns to the Phillips curve. We examine the fit of a simple 
specification in which quarterly core inflation depends on expected 
inflation (as measured by long-term forecasts from the Survey of 
Professional Forecasters) and the cyclical component of unemployment 
(as measured by the Hodrick-Prescott filter). We first measure core 
inflation with inflation less food and energy and see the source of 
recent skepticism about the Phillips curve: the equation fits the data 
poorly, especially for inflation in the PCE deflator and especially since 
2008. We then see that the Phillips curve shows up clearly when core 
inflation is measured more precisely with weighted median inflation.

All in all, our results suggest that economists should use the 
weighted-median or related variables (such as trimmed means of 
industry price changes) as their primary measures of core inflation. 
Researchers should also work on refining these measures. Section 5 
concludes this paper by discussing directions for future research.

1. BACKGROUND

According to the Phillips curve, the inflation rate depends on 
expected inflation and the level of slack in the economy. Economists 
often suggest, however, that inflation movements are also influenced by 
price changes in certain industries. We will discuss, for example, Chair 
Yellen’s view that large price decreases for cell-phone services and 
prescription drugs reduced inflation during 2017. In earlier episodes, 
economists have explained high inflation with rising medical costs, 
and low inflation with falling prices of imported goods.

The practice of explaining aggregate inflation with industry price 
changes can, however, be dangerous. There are always some prices 
that rise by significantly more than the aggregate inflation rate and 
others that rise by less or fall; that is, there are always changes in 
relative prices. If the inflation rate is higher than the Phillips curve 
predicts, one can always find a cheap “explanation” by citing industries 
whose prices have risen by more than average; in turn, low inflation 
can be explained by industries with price decreases. To avoid such 
vacuity, we need a theory of which relative-price changes truly affect 
aggregate inflation.

Ball and Mankiw (1995) present such a theory, one in which 
relative-price changes matter if they are unusually large. This 
result arises because, with costs of nominal price adjustment, large 
shocks to industries’ optimal prices induce them to change their 
actual prices, while prices are sticky in response to smaller shocks. 
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The disproportionate effects of large shocks imply that inflation is 
influenced by asymmetries in the distribution of price changes across 
industries. If there is a tail of unusually large price increases, which 
skew the distribution to the right, it raises inflation; in turn, a tail of 
large price decreases does the opposite. Ball and Mankiw find strong 
support for these predictions in U.S. data.

Measures of core inflation are intended to filter out the effects 
on headline inflation of unusual relative-price changes, thereby 
isolating the component of inflation explained by the Phillips curve. 
In pioneering work, Bryan and Cecchetti (1994) develop a measure 
of core inflation by extending the reasoning of Ball and Mankiw. If 
asymmetries in the price-change distribution cause fluctuations in 
headline inflation, then one can measure core inflation by eliminating 
the effects of these asymmetries. A simple variable that does so is the 
median of industry price changes, weighted by industries’ relative 
importance in the aggregate price index.

The traditional measure of core inflation is the inflation rate 
excluding food and energy prices. In the U.S. economy, many of the 
large relative-price changes that influence inflation occur in the food 
and energy industries (especially energy), so dropping those industries 
is a step toward isolating the core level of inflation. However, large 
relative-price changes also occur in industries other than food and 
energy. Based on the disaggregated PCE deflator, Dolmas (2005) 
reports that large price changes are common in industries such as 
computers and software, televisions, clothing, airline services, financial 
services, and auto insurance. As we will see in our empirical work, 
filtering out large shocks to all industries with the weighted median 
yields a core-inflation measure that is less volatile and easier to 
understand than inflation less food and energy.

Weighted-median measures of core inflation—as well as trimmed 
means of industry price changes, which also filter out large shocks—have 
gained increasing attention in recent years. In 2016, the Bank of Canada 
announced that it would include a weighted median and a trimmed mean 
among its primary measures of core inflation. Yet most researchers still 
define core inflation as inflation excluding food and energy. Staff at the 
Federal Reserve produce forecasts of PCE-deflator inflation less food 
and energy, and this variable is a focus of FOMC meetings and speeches 
by Fed officials. We hope that this paper helps push economists and 
policymakers toward changing their measures of core inflation.

This paper studies the behavior of two versions of weighted-median 
inflation. One is the weighted-median CPI inflation rate published by 
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the Cleveland Fed, which is currently based on dividing the basket of 
goods in the CPI into 45 industries. The other is a weighted-median 
PCE-deflator inflation rate that we have constructed from data on 178 
industries provided by the Dallas Fed. Researchers at Dallas use these 
data to construct a trimmed-mean measure of core inflation; we construct 
a weighted median instead for comparability with the median CPI 
series. The relative merits of the weighted-median and trimmed-mean 
measures of core inflation are an important topic for future research.1

2. UNIVARIATE EVIDENCE

This section examines the univariate behavior of headline 
inflation, inflation excluding food and energy, and weighted-median 
inflation. We examine the period 1985–2017. We find that both of the 
core-inflation measures filter out much of the transitory variation in 
headline inflation, but that the weighted median filters out more and 
is therefore less volatile.

Table 1 measures the volatility of each inflation series with the 
standard deviation of the change in inflation. We compute this statistic 
for both the CPI and PCE-deflator versions of inflation. We examine 
annualized monthly inflation rates, annualized quarterly inflation 
rates, and a monthly series on the inflation rate over the previous 
twelve months.2

The results in the table are consistent across the two price indices 
and the three data frequencies: the standard deviation of changes in 
inflation is smaller for inflation less food and energy than for headline 
inflation, but smaller still for weighted-median inflation. The ratio 
of the standard deviations of changes in ex-food-energy and median 
inflation range from 1.4 to 1.6 (except for monthly PCE data, where 
the ratio is higher because of an outlier discussed below).

1. A number of previous researchers advocate weighted medians or trimmed means 
as measures of core inflation because these variables are strongly correlated with an 
underlying trend in headline inflation, or because they are good forecasters of future 
inflation. Examples include Bryan and others (1997), Clark (2001), Smith (2004), 
Brischetto and Richards (2006), and Ball and Mazumder (2011). Crone and others 
(2013) question the value of medians and trimmed means for forecasting.

2. The series for median CPI inflation from the Cleveland Fed is monthly, and our 
series for median PCE inflation is derived from monthly data on industry inflation rates. 
We multiply monthly inflation by 12 to produce annualized inflation rates. To derive 
annualized quarterly inflation rates, we convert monthly inflation to monthly price 
levels, average over three months to get quarterly price levels, compute the percentage 
change from the previous to the current quarter, and multiply by four.



Table 1. Volatility of Alternative Inflation Measures

Monthly Quarterly 12-Month
Headline CPI 3.278 2.307 0.387

CPIX 1.403 0.653 0.131

Median CPI 0.916 0.447 0.095

Headline PCE 2.408 1.567 0.268

PCEX 1.633 0.681 0.134

Median PCE 0.868 0.436 0.085
Source: Authors’ calculations.
Note: The numbers in the table are standard deviations of the change in the annualized inflation rate over 
1985–2017. The monthly numbers for headline PCE, PCEX, and median PCE inflation are 2.36, 1.36, and 0.89, 
respectively, when September–November 2001 are excluded.

Figure 1. CPI and PCE Core Monthly Inflation
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To illustrate these results, figure 1 presents the monthly time 
series for the two measures of core inflation; in figure 1(a), both are 
based on the CPI price index, and in figure 1(b) they are based on the 
PCE deflator. We can see the greater volatility of the ex-food-energy 
measure of core. In the CPI case, for example, in the late 1980s and 
early 1990s, median inflation generally fluctuates in a range of about 
3–5 percent; inflation less food and energy (CPIX inflation) is often in 
the same range but spikes up to 6 or 7 percent in a number of months. 
Stating in the late 1990s, CPIX inflation spikes downward to zero or 
below in a number of months, whereas median inflation falls that far 
at only one point (February and March 2010).

The PCE-deflator graph also shows that ex-food-energy inflation is 
more volatile than median inflation. Some of the months with outliers 
in PCE inflation less food and energy (PCEX) are also outliers in 
CPIX inflation (such as March 2017, an observation that we examine 
closely below). But other times, the outlier months differ for CPIX and 
PCEX. For example, CPIX inflation spikes down to 0.2 percent in April 
2013 and then rises to 2.7 percent in July 2013; PCEX inflation is 
more stable, with rates of 0.7 percent in April and 1.2 percent in July. 
Evidently, movements in ex-food-energy measures of core inflation 
can differ due to differences in the industries covered by the CPI and 
PCE deflator and/or differences in how industry prices are measured.

One episode produces large outliers in the PCEX data: the 
annualized inflation rate falls to –6.6 percent in September 2001 and 
then jumps to 8.6 percent in October. These numbers reflect huge 
transitory movements in life insurance premiums, which could be 
related to the September 11 terrorist attacks. Life insurance premiums 
fell at an annualized rate of 655 percent in September and then 
rebounded at a rate of 1457 percent in October. These price changes 
were large enough to strongly influence monthly PCEX inflation rates. 
Weighted-median inflation, by contrast, filters out this episode along 
with less dramatic shocks to industry prices.

Figure 2 compares our two versions of median inflation: median 
CPI inflation and median PCE inflation. Usually, the two medians 
move together fairly closely: it appears that they isolate more or 
less the same underlying level of inflation, despite the differences 
between the CPI and PCE price indices. The standard deviation of 
the difference between median CPI and median PCE inflation is 0.7, 
compared to a standard deviation of 1.2 for the difference between 
CPIX and PCEX inflation.
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Figure 2. Median CPI and Median PCE Monthly Inflation
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Source: Authors’ calculations.

As figure 2 suggests, the average levels over time of the two 
medians are close. For 1985–2017, median CPI inflation averages 2.8 
percent and median PCE inflation averages 2.7 percent. By contrast, 
it is well known that the average levels of headline and ex-food-
energy inflation are higher for the CPI than for the PCE deflator. For 
1985–2017, the averages of CPIX and PCEX inflation are 2.6 and 2.2 
percent, respectively. For the PCE, the fact that the average of median 
inflation (2.7 percent) significantly exceeds the average of PCEX 
inflation (2.2 percent) suggests a tendency toward left skewness in the 
distribution of industry inflation rates. The reason for such a pattern 
is unclear and might be a subject for future research.

3. A CASE STUDY: INFLATION IN 2017–2018

Recent history helps us understand the usefulness of weighted-
median inflation. During 2017, the Fed’s primary measure of core 
inflation, the 12-month inflation rate in the PCEX, fell noticeably 
despite low unemployment, a development that Fed Chair Yellen 
called a “mystery”.3 In trying to explain this mystery, Yellen stated 
“there have been some idiosyncratic factors I think that have held 
down inflation in recent months” including price changes in several 
industries.4 We find that inflation in 2017 is less mysterious if we 

3. See Yellen (2017a).
4. See Yellen (2017b).
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examine the weighted median, which filters out unusual price changes 
systematically. Examining the weighted median also resolves a puzzle 
about an uptick in PCEX inflation in early 2018.

Figure 3 shows inflation rates for the PCEX and median PCE from 
January 2017 through March 2018. Panel (a) shows inflation over 
the previous 12 months, which is the focus of many discussions by 
economists and policymakers. We see the behavior of 12-month PCEX 
inflation that puzzled the Fed: This inflation rate fell from 1.9 percent 
in January to 1.3 percent in August and 1.5 percent in December, a 
period when the unemployment rate fell from 4.8 to 4.1 percent. In 
discussing this experience in September, Chair Yellen said, “I will not 
say that the [FOMC] clearly understands what the causes are.”

The behavior of 12-month median PCE inflation is different. We 
see that this inflation rate starts three tenths of a percent above 
PCEX inflation and stays above it, in line with our earlier finding that 
average median PCE inflation is modestly higher than average PCEX 
inflation. For our purposes, however, the key fact about 12-month 
median inflation is that it is stable: it stays in a range from 2.0 to 2.2 
throughout 2017. Policymakers would not have perceived a puzzling 
decline in core inflation if the median were their measure of core.

Figure 3. PCEX and Median PCE Inflation, January 2017–
March 2018
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Panel (b) of figure 3 shows the one-month inflation rates underlying 
the smoother 12-month rates in Panel (a). For PCEX, we see an 
important outlier: March 2017, when the PCEX inflation rate was 
–1.8 percent. This rate is 3.8 points below the Fed’s inflation target 
of 2.0, so for 12-month periods including March 2017, that month 
pushes inflation below the target by approximately (3.8)/12 = 0.32 
points. Other months in 2017 that pull down the 12-month rate are 
May and November, which each have a PCEX inflation rate of 0.9. For 
median PCE, by contrast, one-month inflation rates in 2017 stay in a 
relatively narrow range from 1.4 to 2.9, thus leading to a very stable 
series when these rates are averaged over twelve months.

For the influential month of March 2017, figure 4 shows a 
histogram of industry price changes within the PCEX index. Each 
bar in the graph represents an interval of 5 percentage points 
in annualized inflation rates and shows the total weights of the 
industries in that range. We see a tail of large price decreases that 
skews the histogram to the left and pulls down PCEX inflation. 
Industries with sizable weights in the PCEX and highly negative 
inflation rates include air transportation (weight of 0.5 percent and 
annualized inflation rate of –65 percent), communications (weight 
of 2.5 percent and inflation rate of –38 percent), hotels and motels 
(weight of 0.9 percent and inflation rate of –34 percent), and men’s 
and boys’ clothing (also weight of 0.9 percent and inflation rate of 
–34 percent). Large price decreases also occur in smaller industries 
such as watches and videocassettes, and discs.

In a series of speeches and news conferences in 2017, officials from 
the Federal Reserve sought to explain the low level of PCEX inflation. 
On several occasions (in May, June, September, and October), Fed 
officials cited a large decline in the quality-adjusted prices of cell-
phone service that occurred when cell-phone companies introduced 
unlimited data plans.5 In June, Fed Chair Yellen also mentioned a 
drop in prescription-drug prices, and in October she mentioned slow 
growth in medical costs in general. In September, she suggested that 
“a variety of special factors” had restrained inflation.

In these remarks, Fed officials are trying in a haphazard way to 
do what the weighted-median inflation rate does more easily and 
systematically: uncover a stable level of underlying inflation by 

5. See Brainard (2017), Yellen (2017b), Evans (2017), and Yellen (2017c).
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filtering out unusual industry price changes. Yellen is right about 
“a variety of factors”: many different industries contributed to the 
negative PCEX inflation of March 2017, and others contributed to 
the low inflation of May and November. Officials are also on target in 
specifically mentioning cell phones, which are a significant factor in 
the March outlier. The March inflation rate was –84 percent for cell-
phone services and –38 percent in the broader communications sector.

On the other hand, Yellen’s reference to prescription drugs is 
puzzling. Prices in that industry rose at an annual rate of 4.7 percent 
in March and 3.4 percent over the 12 months of 2017, numbers that go 
in the wrong direction for explaining low inflation. Yellen is correct that 
some medical industries experienced low inflation in 2017—the prices of 
physician’s services, for example, rose by 0.5 percent over the 12 months. 
However, this inflation rate is only modestly lower than aggregate PCEX 
inflation, and theory suggests that only large relative-price changes 
are relevant. In explaining aggregate inflation, it is suspect to point 
out industries whose inflation rates are modestly higher or lower than 
average, because there are many such industries at all times.

Figure 4. Histogram of Industry Price Changes in March 2017
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We conclude that it would have been easier for the Fed to accurately 
interpret core-inflation movements in 2017 if its measure of core had 
been weighted-median inflation rather than PCEX.6

A focus on median inflation might also have clarified the Fed’s 
analysis of inflation in early 2018. In the minutes of the FOMC meeting 
held on May 1, some participants suggest that inflation is likely to 
overshoot the Fed’s 2 percent target, noting “the recent increase in 
inflation.” This increase is presumably the jump in 12-month PCEX 
inflation from 1.5 percent in February to 1.8 percent in March, the 
last month for which the Committee had data. Other Committee 
members question the importance of the increase, saying “it may have 
represented transitory price changes in some categories of health care 
and financial services.”

This reference to industry price changes, like some of Yellen’s 
remarks in 2017, is questionable. In the first three months of 2018, 
price changes in health care industries were unremarkable. As the 
minutes suggest, the prices of financial services rose substantially in 
March: the annualized inflation rate for financial charges, fees, and 
commissions was 24 percent. But the effect on aggregate inflation 
was modest. The weight on financial fees in the PCEX is 2.6 percent, 
which means the 24 percent inflation rate contributed approximately 
0.6 percentage points to PCEX inflation in March, and only 0.05 points 
to 12-month inflation.

What then explains the March uptick in 12-month PCEX inflation? 
The answer is that March 2018 is the month when the –1.8 percent 
inflation rate of March 2017 drops out of the 12-month average and is 
replaced by the current monthly rate of 1.9 percent. Some journalists, 
such as Rugaber (2018) and Mutikani (2018), note the role of March 
2017 in explaining 12-month inflation a year later, but this point does 
not appear in the FOMC minutes.

Once again, there is less inflation variability to explain, and 
potentially become confused about, if we focus on weighted-median 
inflation. Over the first three months of 2018, there are no outliers in 
the monthly median inflation rates that enter or exit the 12-month 
average. The 12-month inflation rate is stable at 2.2 percent.

6. In her September speech, Yellen briefly mentions that trimmed-mean inflation 
has fallen by less than PCEX inflation, which is some acknowledgment of the usefulness 
of systematically filtering out large industry price changes.
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4. PHILLIPS CURVES

Many of the economists who have puzzled over recent inflation 
behavior emphasize the apparent absence of an unemployment–
inflation relationship consistent with a textbook Phillips curve. Here 
we ask how well a simple Phillips curve fits quarterly data since 1985, 
and especially whether the relationship has broken down since the 
onset of the Great Recession in 2008. The answers depend on how 
inflation is measured. With headline inflation, there is no discernable 
Phillips curve. With core inflation as measured by the CPIX or PCEX, 
the evidence is mixed and we can see why many analysts would not 
find a Phillips curve or would think it has broken down. With weighted-
median inflation, by contrast, the data show a clear and robust Phillips 
curve that remains stable after 2008.

4.1 Specification

We consider a simple version of Milton Friedman (1968)’s 
expectations-augmented Phillips curve, in which the inflation rate 
depends on expected inflation and on deviations of unemployment 
from its natural rate. Specifically, in quarterly data, we assume

t = t
e
 + (u–u*)t + t , (1)

where  is inflation, e is expected inflation, and (u–u*)t  is the average 
of the unemployment rate, u, minus the natural rate, u*, from t – 3 
through t. Our inclusion of three unemployment lags follows previous 
research on the Phillips curve.7 For parsimony, we assume the 
coefficients on the current and three lags of u–u* are all the same, so 
only the average of these terms appears in the equation (a restriction 
that the data do not reject).

Again following previous work,8 we measure expected inflation 
with long-term inflation forecasts, specifically, the mean of ten-year 
forecasts from the Survey of Professional Forecasters (SPF). When 
we measure inflation with any version of the Consumer Price Index 
(whether headline or one of the core measures), we use ten-year 
forecasts of CPI inflation. When we measure inflation with the PCE 
deflator, we have the problem that ten-year SPF forecasts of PCE 

7. See Stock and Watson (2010).
8. See Fuhrer and Olivei (2010); Ball and Mazumder (2019).
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inflation only started in 2007. We use these PCE forecasts when they 
are available. As a proxy for PCE expectations before 2007, we use the 
forecasts of CPI inflation minus the average difference between CPI 
and PCE forecasts when both are available (which is 0.23).

We measure the natural rate of unemployment, u*, with the trend 
in unemployment from the Hodrick-Prescott filter with a smoothing 
parameter of 1600. We eschew more sophisticated methods, such as 
Staiger and others (1997), which use inflation and unemployment data 
to estimate u* along with the parameters of an assumed Phillips curve. 
This approach can bias the estimates of u* in the direction of fitting a 
Phillips curve relationship even if none exists—a problem that does 
not arise with our univariate estimation of u*.

To estimate the Phillips curve, we move expected inflation to the 
left side of the equation and estimate:

t – t
e
 = (u–u*)t + t . (2)

This equation does not include a constant term: when u − u* is zero, 
Friedman’s Phillips curve says  – e should also be zero. However, if 
we add a constant to the equation, we sometimes find it is statistically 
significant, so we present estimates both with and without a constant. 
Arguably, one test of Friedman’s theory is whether the estimated 
constant is close to zero. We do not put too much weight on this test, 
however, because a constant might reflect measurement error in e 
or u* with a non-zero mean.9

4.2 Estimates for 1985–2017

Table 2 presents Phillips curve estimates with inflation measured 
with the CPI—panel (a)—and with the PCE deflator—panel (b). For 
each of these price indexes, we compare results for headline inflation 
and the two measures of core inflation: inflation less food and energy 
(CPIX or PCEX) and weighted-median inflation. For the two core 
measures, figures 5 and 6 present scatterplots of the data underlying 
our regressions.

9. In particular, the HP filter forces the mean of u* to equal the mean of u. Other 
estimates suggest that u* and u have different means over our sample period of  
1985–2017; for example, the mean of the u* series produced by the Congressional Budget 
Office exceeds the mean of u by 0.78 percentage points.
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Table 2. Phillips Curves for 1985–2017

t – t
e
 = (u–u*)t + t

a. CPI inflation

Headline CPIX Median

Constant -0.355 -0.319 -0.167

(0.173) (0.065) (0.061)

-0.195 -0.224 -0.424 -0.450 -0.648 -0.661

(0.312) (0.331) (0.181) (0.128) (0.117) (0.093)

R2  -0.031 -0.002 -0.052 0.216 0.408 0.480

S.E. of Reg. 1.884 1.857 0.627 0.541 0.468 0.439

b. PCE inflation

Headline PCEX Median

Constant -0.533 -0.531 0.017

(0.138) (0.063) (0.062)

-0.093 -0.136 -0.201 -0.244 -0.478 -0.477

(0.233) (0.264) (0.148) (0.080) (0.078) (0.079)

R2  -0.156 -0.003 -0.785 0.066 0.319 0.315

S.E. of Reg. 1.435 1.337 0.768 0.555 0.445 0.446

Source: Authors’ calculations.
Note: OLS with robust (HAC) standard errors is used (standard errors in parentheses). The unemployment gap 
is the deviation of the unemployment rate from the HP filtered series, where the filter is applied over 1948–2017.

These results make it clear, first, that the fit of the Phillips curve is 
highly sensitive to the choice between headline and core inflation. It is 
easy to see why someone who focuses on headline inflation would doubt 
that the Phillips curve exists. For both headline CPI and headline PCE, 
the Phillips curve slope  is insignificant and the R2 of the equations 
are negative (either with or without a constant). The noise in quarterly 
headline inflation obscures any underlying Phillips curve.

We can also see that the choice between the two core-inflation 
measures is important—to a substantial degree for CPI inflation and 
even more for PCE inflation. For CPIX, the Phillips curve slope is 
significant at the 5 percent level, but the R2 is negative with no constant 
term and only 0.22 with a constant. The fit is better with weighted-
median CPI—the R2 is 0.41 without a constant and 0.48 with a constant. 
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Figure 5. Scatterplots of π – πe vs. Unemployment Gap, CPI 
Inflation, 1985–2017
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The scatterplots in figure 5 confirm that a Phillips curve appears 
more clearly for median CPI than for CPIX.

When we turn to PCE inflation, the differences between the 
results for the two core-inflation measures become larger. For PCEX, 
the R2 for the Phillips curve is negative without a constant and only 
0.07 with a constant; for median PCE, the R2 is 0.32 in both cases.  
Figure 6 confirms these big differences in fit.
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Some researchers damn the Phillips curve with faint praise, saying 
that the relationship exists but it is flat—the effect of unemployment 
on inflation is small—and the residuals are large. Blanchard (2016), 
for example, reports an unemployment coefficient of about –0.20 since 
the 1990s and a standard error of the residual of 1.0, indicating a 
“fairly poor fit.” In our results for median inflation, the unemployment 
coefficients are substantially larger in absolute value: –0.48 for 
median PCE and –0.65 or –0.66 for median CPI. The standard errors 
of residuals are between 0.4 and 0.5.

Figure 6. Scatterplots of π – πe vs. Unemployment Gap, PCE 
Inflation, 1985–2017
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4.3 Has the Phillips Curve Taken a Vacation?

Some economists, such as Blinder (2018), suggest that the Phillips 
curve once existed but has disappeared since the Great Recession 
of 2008. Our findings on this issue depend on how core inflation is 
measured, even more strongly than before. When our sample period is 
restricted to 2008–2017, the fit of the Phillips curve becomes weaker 
for inflation less food and energy but stronger for median inflation.

Table 3 and figures 7 and 8 present our results for 2008–2017. 
Notice first that the Phillips curve always fits well in this period if 
core inflation is measured with the weighted median. For both median 
CPI and median PCE, and with and without a constant term, the R2

s 
range from 0.54 to 0.64. The estimated coefficients on unemployment 
are close to those for the full sample since 1985. The Phillips curve 
appears clearly in figures 7(b) and 8(b). Based on these results, we 
doubt that economists would worry about the demise of the Phillips 
curve if they examined median inflation.

When core inflation is measured with inflation less food and energy, 
our results differ somewhat for the CPI and PCE deflator. For the 
CPIX, the evidence for a post-2008 Phillips curve is borderline. The 
unemployment coefficient is significant at the 5 percent level when a 
constant term is included in the equation but not without a constant. 
We can also see in figure 7(a) that the results depend heavily on two 
observations in the lower right of the graph: the first two quarters of 
2010, which had the highest levels of unemployment in the sample and 
the lowest levels of CPIX inflation. If we exclude these observations, 
the Phillips curve slope is far from significant.

For the PCEX, the data since 2008 contain no evidence whatsoever 
of a Phillips curve. In the regressions, unemployment has no 
explanatory power for inflation (R2 = 0.001 with a constant). Figure 
8(a) confirms this result, and we also see that  – e is almost always 
negative: inflation has persistently fallen short of its expected level. We 
understand why the behavior of PCEX, the Fed’s preferred measure 
of core inflation, has puzzled economists.



Table 3. Phillips Curves for 1985–2017

t – t
e
 = (u–u*)t + t

a. CPI inflation

Headline CPIX Median

Constant -0.715 -0.502 -0.183

(0.397) (0.100) (0.102)

0.256 0.349 -0.399 -0.334 -0.699 -0.676

(0.612) (0.647) (0.291) (0.161) (0.189) (0.146)

R2  -0.068 -0.013 -0.487 0.178 0.543 0.601

S.E. of Reg. 2.628 2.561 0.743 0.553 0.476 0.445

b. PCE inflation

Headline PCEX Median

Constant -0.669 -0.544 -0.021

(0.289) (0.089) (0.047)

0.215 0.303 -0.169 -0.098 -0.451 -0.448

(0.433) (0.455) (0.241) (0.116) (0.079) (0.074)

R2  -0.129 -0.006 -1.207 0.001 0.642 0.635

S.E. of Reg. 1.856 1.752 0.733 0.493 0.272 0.275

Source: Authors’ calculations.
Note: OLS with robust (HAC) standard errors is used (standard errors in parentheses). The unemployment gap 
is the deviation of the unemployment rate from the HP filtered series, where the filter is applied over 1948–2017.

Figure 7. Scatterplots of π – πe vs. Unemployment Gap, CPI 
Inflation, 2008–2017
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Figure 8. Scatterplots of π – πe vs. Unemployment Gap, PCE 
Inflation, 2008–2017
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5. CONCLUSION

The measurement of core inflation might seem like a technical 
subject of interest to a narrow range of specialists. We have seen, 
however, that a focus on a sub-optimal core measure, the inflation rate 
excluding food and energy, has contributed to perplexity about inflation 
behavior among economists, policymakers, and op-ed writers. The 
weighted-median measure of core inflation has a stronger theoretical 
foundation than inflation less food and energy and is empirically less 
volatile and easier to understand. In particular, we believe that fewer 
economists would puzzle over a breakdown of the Phillips curve if the 
weighted median received more attention.

In light of these findings, economists should do more research on 
the weighted median and related measures of core inflation. There 
are many open issues. Because the median is a non-linear function 
of industry inflation rates, it could vary significantly depending on 
the level of industry disaggregation. The weighted median is also 
sensitive to time aggregation; for example, a quarterly series computed 
by averaging monthly median inflation rates differs from the median 
of industries’ quarterly inflation rates. Researchers should ask which 
version of the weighted median is the most useful measure of core 
inflation. We should also compare weighted medians to trimmed means 
of industry inflation rates, which also filter out large price changes.
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To gauge inflationary pressures, policymakers generally pay close 
attention to labor cost developments. A key reason has been the widely 
held view that labor cost inflation (i.e., wage inflation adjusted for 
productivity developments) is one of the main causes of price inflation. 
From a theoretical perspective, this assumption represents the post-
Keynesian cost-push/price-markup view of the inflationary process 
whereby wage increases in excess of productivity are seen as putting 
upward pressure on prices, and wages are the exogenous variable 
determining the future direction of inflation.1

We would like to thank Gonzalo Castex, Jordi Galí, Giorgio Primiceri, Juan Rubio-
Ramirez, Frank Smets, Thomas Westermann, the seminar participants at the University 
of Maastricht, at Banque de France and at Bundesbank, and the participants of the 
XXII annual conference of the Central Bank of Chile: ‘Changing Inflation Dynamics, 
Evolving Monetary Policy’ held in Santiago, Chile, on 25–26 October 2018, for their 
useful comments and suggestions on a preliminary version of this paper. The views 
expressed in this paper are of the authors only and do not necessarily reflect those of 
the European Central Bank or the Eurosystem.

1. In the paper we will refer to labor cost as compensation per employee 
developments adjusted for productivity, whereas wages will refer to compensation per 
employee. In some studies, what we consider as the labor cost is also referred to as 
unit labor cost (ULC).

Changing Inflation Dynamics, Evolving Monetary Policy edited by Gonzalo Castex, 
Jordi Galí, and Diego Saravia, Santiago, Chile. © 2020 Central Bank of Chile.
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Such a cost-push view of inflation was often invoked in the 1970s 
to explain inflationary dynamics2 and to this date often remains the 
underlying assumption in policy communication on the outlook for 
inflation. For instance, in the years leading up to the 2008–2009 
global financial crisis, labor cost dynamics were closely monitored 
to sniff out signals of a possible buildup of excessive inflation,3 in 
part due to concerns of a return of the 1970s-type wage spiral. In the 
aftermath of the Great Recession, with concerns having shifted from 
perceiving inflationary and labor cost pressures from being too high 
to too low, forecast narratives see a pickup in labor cost growth often 
as a necessary condition for rising inflation.4,5

While these labor-cost-based explanations of inflation dynamics 
continue to take a prominent place in the policy debate, the academic 
literature has expressed more skeptical views. Empirical studies, 
which generally focused on U.S. data, have drawn mixed conclusions 
on the link between labor cost and price inflation, in particular at 
shorter horizons. First, it remains unclear whether labor costs tend 
to precede or follow prices.6 And second, studies suggest that the 
relationship between labor cost inflation and price inflation may 
have weakened over time, potentially due to an improved anchoring 
of inflation expectations.7

However, when looking at the theoretical literature, it is rather 
unsurprising that empirical studies have not been able to draw any 
firm conclusion on the link between labor cost inflation and price 
inflation at shorter horizons. Theoretical models generally do not 
put into question that, in the long run, labor cost inflation and price 
inflation are closely interrelated and that we should eventually expect 

2. In the 1970s the so-called wage-price spiral was seen as causing inflationary 
dynamics whereby higher labor-cost growth resulted in higher price inflation which in 
turn led workers to push for higher wage growth and, subsequently, even faster price 
increases.

3. See ECB (2004).
4. See ECB (2018).
5. Similar references on the link between labor cost and price inflation developments 

were made in a Bank of England speech by the external Monetary Policy Committee 
(MPC) member Saunders on 20 April 2018, who noted that the Committee forecasts 
a gradual pickup in domestic cost growth that would help keep inflation slight above 
target two and three years ahead even as currency effects fade. For the Bank of Japan, 
the Deputy Governor Iwata noted in a recent speech delivered on 31 January 2018 that 
the inflation rate is projected to rise in line with wage increases.

6. See Knotek and Zaman (2014) and Bidder (2015).
7. See Peneva and Rudd (2017).
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wage inflation, adjusted for productivity, to move together with price 
inflation.8 However, in the short to medium run, it is not at all obvious 
that rising labor costs should translate into price inflation.

In the industrial organization literature, an alternative to the 
cost-push view is that firms will charge whatever the market will bear, 
regardless of their actual costs. If the markets’ acceptance of higher 
prices is the dominant determinant of inflation, the cost-push model 
would have less validity.9 Also, the cost-push view abstracts from any 
influences that monetary policy may have on the inflation process. For 
instance, if a central bank is pursuing a contractionary policy trying 
to keep inflation low, firms might not be able to pass on higher labor 
costs into prices. In fact, the causality between prices and labor costs 
might go the other way: in the case of excess demand, firms would 
be able to increase prices, which would lead to higher demand for 
wages. Reflecting these differentiations, in New Keynesian models, 
the correlation and lead-lag relationship between labor cost inflation 
and price inflation can be expected to depend not only on the degree 
of the prevailing price and wage rigidities in the economy, but also on 
the type of shock that hits the economy. As a result, we should in fact 
expect the link between labor cost inflation and price inflation to vary 
across time, across countries and also across sectors.

Having a better understanding of the signal that labor cost 
developments provide for the inflationary process is of key relevance 
from a policy perspective. In the euro area for instance, it is well-known 
that the reaction of inflation dynamics to accelerating growth has 
been atypically slow in the aftermath of the Great Recession.10 While 
there are a number of plausible explanations for this, it nevertheless 
sheds some uncertainty on the inflation outlook. Having a deeper 
understanding of the drivers of the inflationary process can help 
reduce this uncertainty. However, to date there exists no study that has 

8. In the long run, the real wage is determined by factors such as productivity, 
bargaining power, and the ability of firms to mark up prices over costs. Consequently, 
prices and nominal wages must adjust relative to each other to be consistent with 
these fundamentals. In this case, long-run growth in the real wage can only come from 
productivity growth. Because of this, if nominal wages grow faster than productivity, 
they must, in the long run, be associated with price inflation. Otherwise workers would 
ultimately claim all proceeds of production and business owners would be left with 
nothing. If wage inflation substantially exceeds productivity growth, then inflation must 
also be high to be consistent with real wages rising in line with long-run productivity 
improvements.

9. See Banerji (2005).
10. See Draghi (2018).
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systematically documented and analyzed the empirical link between 
labor cost inflation and price inflation in the euro area.

In this paper, we aim to contribute to the literature by documenting 
and analyzing the link between labor cost inflation and price inflation 
for the largest four euro-area countries, by using quarterly data over 
the period 1985Q1–2018Q1 at the country-wide level and for the 
three largest sectors in each economy (manufacturing, construction, 
and services). We argue that the link between labor cost inflation and 
price inflation is not only state but also shock-dependent. The idea 
that the relationship between variables is shock-dependent is not 
new. It has already been more extensively explored in the exchange 
rate literature,11 but also for understanding the Phillips curve 
relationship.12 However, its relevance for the link between labor cost 
and price inflation has also already been suggested. Gumiel and Hahn 
(2018) present evidence based on one of the European Central Bank 
(ECB) core models for policy simulations that the response of the GDP 
deflator to wage increases/decreases is different for supply shocks (in 
this case wage-markup shocks) than for demand shocks.

Our paper builds on these findings. Concretely, we analyze 
empirically the link between labor cost and price inflation in the 
euro area over the short- to medium-term horizon, and check if the 
extent to which the link has changed over time depends on the level 
of inflation and the type of shocks that hit the economy. We focus on 
the developments in the total economy and three main sectors of the 
four largest euro-area economies.13 As the link between labor cost and 
price inflation has been less documented for the euro-area countries, we 
start by presenting some stylized facts and by conducting preliminary 
analyses that have become commonplace in the U.S. literature on this 
topic. More specifically, we (i) look at the cross-correlation between 
labor cost and price inflation, (ii) test Granger causality, and (iii) 
conduct both a conditional and unconditional forecast evaluation. 
Subsequently, we consider the link between labor cost and price 
inflation in a dynamic and conditional setup by estimating a three-
variable vector autoregression (VAR) model for each sector of each 

11. See Forbes and others (2018), Comunale and Kunovac (2017).
12. See Galí and Gambetti (2018).
13. Note that in this paper we focus on the short- to medium-term horizon, as 

this is the most relevant horizon from a policy perspective. Moreover, this is also the 
horizon at which a clear consensus and view is still missing on the link between wage 
and price inflation.
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country. This allows us to answer questions, such as: (i) whether the 
conditional correlations are different from the unconditional ones; 
(ii) by how much price inflation rises when labor costs increase, and 
(iii) the extent to which this “passthrough” has evolved over time or 
depends, for example, on the level of price inflation. In the final part 
of the paper we move to a more structural setup and analyze whether 
and how the link between labor cost and price inflation depends on 
the type of shocks that hit the economy.

Overall our results show that in the four biggest euro-area 
countries, contrary to the U.S., there is a clear link between labor 
cost and price inflation. This result is confirmed across a battery of 
approaches and tests. The link has also remained overall rather stable 
over time, albeit with some differences across sectors and countries. 
However, at the same time, and in line with the findings in the U.S. 
literature, the link appears to depend on the level of price inflation: 
when inflation is high, the link becomes stronger. Finally, the link is 
shock-dependent: when the economy is hit by a demand shock, there is 
a clear and relatively strong link between labor cost and price inflation. 
This is not the case for supply shocks, where the link is less conclusive. 
These findings have important policy implications. In particular, the 
results suggest that monitoring and analyzing labor cost developments 
in the euro area is indeed relevant to understanding the evolution 
of price inflation. However the importance of these developments 
does depend on the level of price inflation and on the shocks that 
prevail in the economy. In an environment of expansionary demand, 
the information contained in labor cost developments is much more 
relevant for price inflation than when the economy is hit by a supply-
type shock. In other words, under circumstances of predominantly 
demand shocks, one can be confident that labor cost increases will be 
passed on to prices. However, after a period of low inflation (such as 
the one between 2012 and 2018), this passthrough could be moderate 
at least until inflation stably reaches a sustained path.

The remainder of the paper is organized as follows. Section 1 
connects the paper to the existing literature. Section 2 discusses 
some preliminary analysis of the data and presents unconditional 
stylized facts on the link between labor cost and price inflation. 
Section 3 analyses the link in a VAR setup and considers to what 
extent this link has changed over time or depends on the level of price 
inflation. Section 4 presents results based on a structural VAR model.  
Section 5 summarizes and concludes.
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1. LINK TO THE EXISTING LITERATURE

Labor markets have been a focus of interest in the study of price 
inflation ever since Phillips uncovered the negative relationship 
between the rate of change in wages and the unemployment rate, i.e., 
the so-called Phillips curve.14 Since then an extensive literature has 
developed that studies the interrelationship between labor-market 
developments and price inflation. An important share of this research 
has explored how informative labor cost inflation is for price inflation, 
in particular in the short to medium run.15

Studies have taken a number of avenues to analyze this question. 
A first important strand in the literature has focused on the causal 
relationship between wage inflation and price inflation. Theoretically, 
the post-Keynesian view would suggest that the excess of wage gains 
over productivity gains leads price inflation. Instead, according to the 
neoclassical theory, the causality between wages and inflation would 
run in the opposite direction. In this case, the real wage is considered 
the relevant wage variable in the wage-employment relationship 
and nominal wages are expected to respond to price changes so as 
to preserve the real wage for a given productivity level. Empirically, 
analyses based on in-sample Granger-causality-type of tests have 
yielded mixed conclusions. A number of studies tend to favor the 
idea that price inflation causes wage inflation and that the causality 
can differ across sectors. Hu and Toussaint-Comeau (2010) find that 
wage growth does not cause price inflation in the Granger causality 
sense, especially after the mid-1980s. By contrast, price inflation does 
Granger-cause wage growth. Similarly, Emery and Chang (1996), and 
Sbordone (2002) find some evidence that rising prices precede the 
growth in unit labor costs.16 However, some other studies find actually 
no causal link between price and wage inflation. For instance, Hess 
and Schweitzer (2000) find that price and wage changes are best 
predicted by their own lags, meaning that none Granger-causes the 
other. Along similar lines, Gordon (1988) and Darrat (1994) conclude 
that wages and prices are irrelevant to each other and that they “live 

14. Fisher (1926) had already uncovered the link between price inflation and 
the unemployment rate earlier, however he saw price inflation as driving the rate of 
unemployment.

15. In the long run, the relationship between labor-cost inflation (i.e., wage inflation 
adjusted for productivity) and price inflation is rather uncontroversial, both from a 
theoretical and empirical point of view.

16. See Bidder (2015).
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a life of their own”. Finally, Banerji (2005) approaches this changing 
relationship from a different angle, by looking at cyclical turns. He 
finds that labor cost inflation leads price inflation at peaks, but lags it 
at troughs, which would make changes in labor cost a lagging indicator 
of upturns in price inflation. Finally, Rissman (1995) finds that only 
in manufacturing and trade services, wages Granger-cause inflation.

A second strand of the literature has investigated whether wages 
add any information when trying to forecast inflation.17 Overall, these 
studies have found that for out-of-sample forecasts, wages do not 
provide significant additional information beyond what can already 
be gleaned from other sources, including prices themselves.18 At 
the extreme, Stock and Watson (2008) even show that models using 
common wage measures may perform worse than their preferred 
benchmark without wages.

A final strand of the literature has examined whether the link 
between labor cost inflation and price inflation is time-varying. 
Studies here tend to find that, while in the past (i.e., prior to the 
mid-1980s) labor cost inflation did provide signals for price inflation, 
there is little evidence that in recent years movements in average 
labor cost growth have been an important independent influence on 
price inflation. Concretely, Knotek and Zaman (2014) show how the 
correlation between wages and prices has decreased since the mid-
1980s. Similarly, Peneva and Rudd (2017) show how the passthrough 
of labor cost growth to price inflation in the U.S. has declined over 
the past several decades, to the point where it is currently close to 
zero. One explanation put forward has been the better anchoring of 
inflation expectations in recent years. Another one is that low levels 
of inflation change the wage-price nexus because of downward wage 
rigidities.19 Such a view was also empirically uncovered by Mehra 
(2000), who finds that in periods of low inflation wages do not help 
to predict inflation, while it does in a high inflationary environment. 
Zanetti (2007) found similar results when using Swiss data.

From these studies it thus appears generally difficult to ascertain 
that over shorter horizons wages have an independent influence on 
prices and that the link has weakened over recent years. However, 
most of them are based on U.S. data. Instead, for the euro area, only few 
studies have examined this link. IMF (2018) replicates the Peneva and 

17. See Stock and Watson (2008), Knotek and Zaman (2014).
18. See Bidder (2015).
19. See Daly and Hobijn (2014).
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Rudd (2017) approach for the EU15 panel and they find that there is a 
statistically significant passthrough from labor cost growth to inflation 
for these countries. Dees and Guntner (2014) explore the cost-push 
factors to inflation dynamics from the supply side across four sectors 
(industry, construction, services, and agriculture) in the four largest 
euro-area countries over the period 1995–2012. In their analysis the 
authors find that disaggregated information improves the inflation 
forecasting performance and that their model, which also accounts for 
unit labor cost developments, fares comparatively well against common 
alternatives. Forecast errors however do tend to be larger during the 
financial crisis period. Jarocinski and Mackowiak (2017) in turn consider 
whether unit labor cost, among a large set of potential indicators, 
add information when trying to forecast inflation. They conduct their 
exercise for both the U.S. and the euro area. The authors find that the 
unit labor cost ranks low in the U.S. (28th among 38 variables), while 
ranking somewhat better for the euro area (18th among 38 variables). 
Using a different approach, Tatierska (2010) finds, by estimating a 
New Keynesian Phillips curve, that in eight out of eleven euro-area 
countries there is a plausible relationship between inflation and labor 
cost growth. Finally, at the micro level, Druant and others (2009) find 
that wage and price changes feed into each other. Around 40 percent of 
the firms surveyed acknowledge that there exists a relationship between 
wages and prices. However, only 15 percent state that this relationship 
is relatively strong. For half of them, decisions on price changes follow 
those on wage changes. The opposite holds for another three percent, 
while decisions are simultaneous in the remaining four percent.

2. A FIRST EXPLORATORY LOOK AT LABOR COSTS AND 
INFLATION IN THE EURO AREA

In our analysis, we concentrate on the link between labor cost 
and price inflation in the four largest euro-area countries (Germany, 
France, Italy, and Spain) for the economy as a whole and for the three 
main economic sectors: services, manufacturing and construction.20

For this purpose we collected quarterly data over the period 
1981Q1–2018Q1. Details on the data sources and the data series 
included are provided in appendix A. To measure labor costs, we use 
nominal compensation per employee adjusted for productivity—in 

20. The three economic sectors combined represent between 70% (in Germany) 
and 80% (in France) of total value added. We did not include the agricultural sector 
which represents only between 0.7% (in Italy) and 2.9% (in Spain) of total value added.
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line, for instance, with Peneva and Rudd (2017)—rather than nominal 
compensation per employee, as the former is a better proxy of the true 
cost pressure faced by the firm.21 For inflation, we use the implicit 
sectoral gross value added deflator.22

Figure 1. Cost Structure of Production of Manufacturing 
and Services Firms in the Euro Area
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Source: Eurostat, authors’ calculations. 
Latest observation: Input/output tables 2015.

21. Our wage measure is compensation per employee. Alternative measures of wages 
across euro-area countries exist, such as compensation per hour or hourly labor cost. The 
latter encompasses employee compensation (which includes wages, salaries in cash and 
in kind, employers social security contributions), vocational training costs, and other 
expenditure (such as recruitment costs, expenditure on work clothes, and employment 
taxes regarded as labor costs minus any subsidies received). However, these alternatives 
are generally consistently available across sectors and countries on a quarterly basis only 
since 1995 and in some cases (in particular Spain) only later. For this reason, our preferred 
wage proxy is compensation per employee. Moreover, we find that the correlation between 
our wage measure (i.e., compensation per employee) and the other measures is rather 
strong in their overlapping sample periods. For compensation per hour, the correlation 
is on average above 0.8. The only outlier is the Italian manufacturing sector, where the 
correlation is 0.5. When comparing our measure with Eurostat’s labor-cost index during 
overlapping periods, the average correlation is around 0.6.

22. Note that CPI inflation is not available at sectoral level. The gross value added 
deflator at sectoral level has been obtained by dividing nominal value added by real 
value added at sectoral level. The key difference between the implicit gross value added 
deflator and the consumer price index is that the latter measures price developments 
from the perspective of the consumer, whereas the former considers price developments 
from the perspective of domestic production of goods and services. In practice this implies 
that import prices matter for the consumer price index, but not for the gross value 
added deflator (where export prices do matter). Appendix B plots the evolution of the 
GDP deflator, labor cost and CPI inflation for the total economy for the four countries 
of the analysis. The chart shows that the correlation between the annual growth rate 
of GDP deflator and of the consumer price index is very high.
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We conduct our investigation for each country separately, given 
the substantial heterogeneity in labor market institutions and in the 
wage formation process. Moreover, we believe that it is important not 
just to conduct the analysis at the country level but also to exploit the 
sectoral dimension. Sectors differ in terms of labor market tightness and 
many other labor market characteristics that affect the passthrough 
of labor cost to price inflation. The cost structure of production firms 
is different, with services having a bigger share of labor costs (see 
figure 1). At the same time, manufacturing is subject to international 
competition to a larger degree. Furthermore, other characteristics, 
such as workers’ turnover rates, capital intensity, or the degree of wage 
bargaining institutions, are also sector-dependent. Finally, sectors differ 
in terms of their degree of wage rigidity. For instance Du Caju and 
others (2009) show (by using a Belgian firm-level dataset) that wages 
in construction are particularly sticky, less so in services and even less 
so in manufacturing. Tatierska (2010) also argues that the sensitivity of 
price to labor cost inflation differs across sectors, reflecting the different 
degree of price stickiness; the services sector exhibits stickier prices, so 
she finds that for most analyzed countries (out of 11 euro-area countries), 
labor cost inflation Granger-causes price inflation for the total economy 
in more instances than for services.

2.1 Data

Figure 2 plots the year-on-year growth rate of the labor cost and 
our measure of price inflation, for the total economy for each of the 
four countries. The high correlation (ranging between 0.85 and 0.91) 
between the two series demonstrates why analysts have paid close 
attention to labor costs when assessing price inflation.23 However, 
what is not clear from the figure is whether movements in labor costs 
precede movements in price inflation, or vice versa.

At the same time, figure 2 does clearly demonstrate that in part the 
high co-movement between the two data series can be explained by a 
strong common (downward) trend over an important part of the sample 
(in particular in the 1980s and early 1990s) which can be attributed to 
the convergence process in the run-up to the European Economic and 
Monetary Union (EMU) and the improvements in the anchoring of 

23. These high correlations are generally also confirmed at the sectoral level. The 
correlation is however somewhat lower for the construction sector, where it ranges 
between 0.31 (for Spain) and 0.64 (for Italy).
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inflation expectations towards lower levels. These common patterns are 
visible across all countries and sectors (not reported). Therefore, before 
choosing the appropriate level of aggregation at which to remove the 
trend, we compute a single common factor across all price and labor cost 
inflation series as well as within-country factors (common to labor cost 
and price inflation series of all sectors belonging to the same country), 
and check the variance explained by these factors. It turns out that the 
variance of the two variables of interest explained by country factors 
is not only higher on average (60 vs. 50 percent) but also consistently 
higher across countries than the variance explained by a single common 
factor. The latter would explain a high variance of the two variables 
in France, Italy, and Spain (and not in all sectors) but not in Germany.

Figure 2. Unit Labor Cost and GDP Deflator
(year-on-year percentage change)

85 88 91 94 97 00 03 06 09 12 15 18
-4
-2

0

2

4
6

8

10

12
14

DE - total deflator
DE - total - ULC

85 88 91 94 97 00 03 06 09 12 15 18

FR - total - deflator
FR - total - ULC

-2

-1

0

1

2

3

4

5

6

7

85 88 91 94 97 00 03 06 09 12 15 18

IT - total - deflator
IT - total - ULC

-5

0

5

10

15

85 88 91 94 97 00 03 06 09 12 15 18

ES - total - deflator
ES - total - ULC

-5

0

5

10

15

Sources: Various sources, authors’ calculations. 



82 Elena Bobeica, Matteo Ciccarelli, and Isabel Vansteenkiste 

Based on this evidence and on the fact that this common 
movement is related to the improvements in the anchoring of inflation 
expectations to lower levels, we decided to adjust the series for the 
common movements at the country rather than sectoral level. To do 
so, we follow Knotek and Zaman (2014) which are in turn inspired by 
the forecasting literature that has found gains in inflation forecasting 
accuracy by specifying inflation in gap form as the deviation from a 
slow-moving long-run trend.24 Concretely, we construct labor cost and 
price inflation gaps as the year-on-year growth rates in these variables 
minus the consensus survey-based long-run inflation expectations. 
As inflation expectations for the countries in our sample are only 
available since 1989 (and for Spain even only since 1995), we rely 
on an unobserved component model to create labor cost and price 
inflation gaps in the period prior to that.25 The adjusted series are 
shown in figure 3. This adjustment also implies that the series are 
stationary, according to a standard augmented Dickey-Fuller (ADF) 
unit root test.26

The common trend is crucial in understanding the link between 
labor cost and price inflation. As shown in figure 4, the correlation 
between price and labor cost inflation appears to have changed after 
the crisis when looking at unadjusted data, but there is no striking 
difference when considering the adjusted series. For the remainder 
of the paper, we will base our analysis on the adjusted series of labor 
cost and price inflation.

24. See Kozicki and Tinsley (2001), and Zaman (2013).
25. The unobserved component model is estimated on the price inflation series and 

assumes that the inflation trend follows a random walk. This trend estimate from the 
unobserved component model is then applied to both the labor cost and price inflation 
series.

26. To ensure that our results do not depend on the approach taken, we also 
construct alternative price inflation and labor-cost inflation gaps as year-on-year 
growth in these variables minus a series-specific or shared long-run trend. Specifically 
we use a Hodrick-Prescott filter to adjust the series for the time span where inflation 
expectations were not available. The results in the paper were unchanged when applying 
this approach.
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Figure 3. Adjusted Labor Cost and GDP Deflator
(year-on-year percentage change)
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Latest observation: 2018Q1.

2.2 Cross-correlations

In this subsection, we analyze the unconditional connection 
between labor cost inflation and price inflation by looking at cross-
correlations, which allow for a simple examination of the lead-lag 
structure of the correlation and the strength of the connection between 
the series.

If labor cost inflation reliably comes ahead of price inflation in the 
data, then the strongest cross-correlation should be between labor cost 
inflation in quarter t and price inflation in some k-th quarter after t.

The unconditional cross-correlations (figure 5) of the adjusted 
series continue to show a high contemporaneous correlation (albeit 
lower than on the non-adjusted series) ranging between 0.4 (France) 
and close to 0.8 (Spain).
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Figure 4. Adjusted and Unadjusted Labor Cost Growth  
(6 Months Prior) and Price Inflation in the Euro Area
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Latest observation: 2018Q1.

At the same time, we do not observe a systematic lead/lag pattern 
across countries or sectors. While in Italy the highest correlations occur 
mostly contemporaneously, in the German total economy and service 
sector, labor costs seem to lead prices. In France, except for the service 
sector, prices lead labor costs. Similarly, in the Spanish service sector 
and the total economy, prices lead labor costs, while labor costs are 
clearly leading prices in the construction sector.

When examining the same cross-correlations on a rolling sample, 
we notice only small changes over time, though in the post-crisis 
period the correlations have tended to become more contemporaneous 
(except in the Spanish construction and the French service sector).27

27. See figure C1 in appendix C.



85The Link between Labor Cost Inflation and Price Inflation 

Figure 5. Cross-Correlation between Adjusted Labor Cost 
and Price Inflation
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Sources: Various sources, authors’ calculations. 
Note: The charts show the cross-correlation between price inflation gaps at time t and labor cost inflation gaps at 
time t-k. Sample period: 1985Q1–2018Q1.

2.3 Granger Causality and Forecast Evaluation

Another angle to look at the link between labor cost and price 
inflation is to ask whether past changes in labor costs contain useful 
information for predicting future changes in prices. We consider here 
two commonly adopted approaches to analyze this question from an 
in- and out-of-sample perspective, namely Granger causality and a 
pseudo out-of-sample forecast evaluation.

As regards the Granger causality test, we adopt here the classical 
approach whereby, in a single equation model, price inflation is 
regressed on p lags of price and labor cost inflation and the exclusion 
of the labor cost inflation lags is tested. The test is performed on a 
recursive basis, starting by estimating the equation over the period 
1985Q1–1998Q4 and subsequently adding one quarter at a time. Lags 
are optimally chosen with a grid search to minimize the p-values of the 
Granger causality test. In other words, we look for the best specification 
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which is the most likely to result in labor cost inflation being Granger 
causally prior to price inflation.

Results (figure 6) show that, contrary to U.S. data (section 1), 
we can find Granger causality from labor cost to price inflation at 
ten and five percent significance. Moreover, and thus confirming 
the conclusions from the unconditional cross-correlations, we see 
that the labor cost and price inflation link has not weakened in the 
recent period (the notable exceptions are the Italian construction and 
Spanish service sectors). In fact, in most cases the causality from labor 
cost to price inflation has strengthened over time. France is the only 
country where this causality has been less evident throughout the 
sample, except the construction sector and the service sector until 
the financial crisis.

Figure 6. Recursive Granger Causality Test Results 
(p-values)
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Source: Authors’ calculations.
Note: mfg stands for manufacturing, const for construction, and serv for services. The lags for the Granger causality 
test were optimally chosen. The horizontal dark blue line represents the threshold for the significance of the test 
at a ten percent level. 
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In the second approach, we focus on the out-of-sample forecasting 
power of labor cost inflation for price inflation. For this purpose we 
estimate a simple trivariate VAR model for each sector which includes: 
real value added growth, labor cost inflation and price inflation. 
We subsequently perform two exercises: an unconditional and a 
conditional forecast. In the first case, we compare the unconditional 
forecast of price inflation from the trivariate VAR with a bivariate VAR 
(i.e., a model which only includes activity and prices). Our benchmark 
evaluation period is 1999–2018 but we also checked the results for 
the periods 1999–2007 and 2008–2018. Besides the unconditional 
forecast, we also consider a conditional forecast exercise. In this case, 
we compare the inflation forecast from the trivariate VAR conditional 
on the true path of labor costs with the forecast of price inflation from 
the same model where we condition on a constant path for labor costs 
(i.e., we assume a random walk).28

The results from the unconditional and conditional forecasts are 
shown in the tables in appendix D. Overall, while the unconditional 
forecast presents mixed results and would seem to suggest that labor 
costs can, in our exercise, add some useful but limited information to 
the price inflation forecasts across samples, the conditional forecasts 
strikingly show that labor cost inflation has indeed some forecasting 
power for price inflation in this setup. This result appears consistently 
across sectors and countries with the exceptions of the construction and 
service sectors in Spain. When evaluating the forecast before and after 
(the beginning of the) global financial crisis, we observe a tendency to 
improve the forecasting over the latter part of the sample in case of the 
total economy for all countries except Italy (where we do not see a change). 
When checking the opposite direction (from prices to labor costs), overall 
we observe many more ratios bigger than one and a better forecasting 
performance over the last part of the sample for Germany and Spain.

2.4 Summary

This section can easily be summarized: labor cost and price 
inflation show a consistent and strong (unconditional) link across 

28. Concretely, the strategy is the following: (i) we run an initial estimate of the 
model until 1998Q4; (ii) we do a rolling estimate thereafter and project inflation (for 
each sector) eight steps ahead conditional on the true path of labor-cost inflation and 
conditional on a constant labor-cost inflation; and (iii) we evaluate the ratios of root-
mean-square error (RMSE) obtained in both cases.
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euro-area countries and sectors at a cyclical frequency, i.e., even after 
removing a common trend. In fact, without removing a common trend, 
the correlation between labor cost and price inflation would have 
spuriously changed after the real and financial crisis, as found for the 
U.S. data by Peneva and Rudd (2017). The direction of causality is not 
obvious to ascertain but, contrary to the evidence typically based on 
U.S. data, it is possible to find some in- and out-of-sample forecasting 
power of labor costs for price inflation. No obvious country- or sector-
specific pattern emerges from this preliminary analysis.

3. A SIMPLE VAR ANALYSIS

3.1 Empirical Approach

To examine in a dynamic and more conditional manner the 
relationship between labor cost and price inflation, we use VAR models 
for each sector of each country, in total 16 VARs. We do not exclude 
the possibility of cross-countries/sectors interrelationships, which 
could be accounted for in a panel VAR approach as in Canova and 
Ciccarelli (2009), but the sparse number of dynamic interrelationships 
among countries and sectors can make a fully-fledged panel VAR 
setup inefficient for our aim. Moreover, the heterogeneity in the data 
makes the approach used here preferable to approaches that restrict 
the dynamics of the endogenous variables to homogeneity in a pooling 
panel. Estimating sector by sector allows us to look at average results, 
if needed, by simply using consistent mean group estimators on the 
disaggregated results.

Our baseline VAR system contains three variables: the growth 
rates of (i) real value added, (ii) unit labor cost, and (iii) the value added 
deflator. The latter two variables have been adjusted as explained in 
section 2 to remove a common trend. The baseline estimation period 
ranges from 1985Q1 to 2018Q1. The VARs are estimated with four 
lags and Bayesian techniques assuming a normal-diffuse prior with 
a Minnesota prior on the matrix of coefficients to deal with the curse 
of dimensionality.29 We also conduct a robustness check of our results 
by adding the spread between a long- and a short-term interest rate 
to the VAR system. The included variable is intended to proxy for 
monetary policy. Our findings are largely unaffected by this extension, 
as shown in the figures in appendices H and K.

29. See Kadyiala and Karlsson (1998).
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In this simple setup we use the estimates of the 16 VARs to 
evaluate impulse response functions of inflation to a shock in unit 
labor cost inflation by means of a Choleski orthogonalization with the 
variables ordered as listed above. The dynamic responses are used to 
answer the question: how much does inflation rise when labor costs rise 
by one-standard deviation? Standardized multipliers are computed 
mimicking the fiscal literature30 as the ratio of the cumulative 
responses of price and labor cost inflation over the horizons 1 (impact) 
through 28 quarters. With such standardization, the multipliers are 
comparable across countries and sectors.

3.2 Main Findings: Baseline VAR Specification

We first report the estimated contemporaneous correlations 
between labor cost and price inflation computed from the moving-
average representation of the VARs (i.e., the impulse response 
estimates) truncated to 40 lags.

Table 1. VAR-Based Correlation between Labor Cost and 
Price Inflation

Conditional on Total Manufacturing Construction Service

DE All shocks 0.62 0.62 0.50 0.57
Shock to y 0.78 0.91 0.84 0.79
Shock to ulc 0.88 0.77 0.39 0.89
Shock to p 0.33 0.06 0.56 –0.18

FR All shocks 0.40 0.35 0.27 0.48
Shock to y 0.49 0.39 0.02 0.52
Shock to ulc 0.82 0.83 0.83 0.70
Shock to p –0.04 0.28 0.35 0.29

IT All shocks 0.63 0.52 0.55 0.63
Shock to y 0.74 0.88 0.61 0.68
Shock to ulc 0.90 0.27 0.74 0.85
Shock to p 0.34 0.03 0.58 0.45

ES All shocks 0.75 0.65 0.37 0.41
Shock to y 0.85 0.92 0.53 0.77
Shock to ulc 0.96 0.90 0.50 0.42
Shock to p 0.63 0.65 0.31 0.54

Source: Authors’ calculations.
Notes: Table 1 reports estimates of conditional correlations between labor cost and price inflation.
Significance (values in bold) is based on 68% Bayesian credible intervals.

30. See Mountford and Uhlig (2009).
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Table 1 reports the correlation estimates between the two 
variables of interest conditional on all shocks (which is equivalent 
to the unconditional correlation discussed above in section 2) and 
conditional on shocks to real value added growth, labor cost inflation 
and price inflation. In most cases, the estimates point to relatively 
large, positive, and significant correlations, thus confirming the 
previous results that, over the sample of analysis, the link between 
labor cost and price inflation across euro-area countries and sectors 
is quite strong, also after controlling for the own dynamics and for 
the dynamic relationships with a real activity indicator. The only 
exception is the correlation conditional on shocks to price inflation 
which in several occasions is insignificant or negative, and in any 
event almost consistently lower than the correlations conditional on 
other shocks. The same correlation conditional on shocks to labor cost 
inflation is instead always positive and significant and can be as high 
as 0.96 (Spain, total economy).

An interesting result based on the same estimates is given by the 
forecast error variance decomposition (FEVD),31 which indicates that 
almost systematically (with the exception of Italian construction) the 
variance of inflation explained by shocks to labor cost inflation is bigger 
than the variance of labor cost inflation explained by price inflation. 
These percentages are not very high on average, but can reach values 
as high as 70 percent (France).

In order to better understand these results, figure 7 plots the 
impulse response functions of price inflation to a shock to labor cost 
inflation, standardized as explained above in subsection 3.1. The 
estimates can be interpreted as passthrough multipliers from labor 
cost to price inflation. The full set of results can be found in figure 
F1 in appendix F, where we also report the recursive estimates of 
the steady-state passthrough distributions (median and 68 percent 
credible interval) for all sectors and countries.

These charts show that the steady-state passthrough values are 
almost always significantly different from zero. Moreover, they confirm 
the finding from the unconditional cross-correlations (appendix C) that 
there is no apparent structural break or significant change in the link 
between labor cost and price inflation over time and that there are 
important heterogeneities across countries and sectors.

31. See figure F2 in appendix F.
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Figure 7. Choleski Decomposition-Based Passthrough from 
Labor Cost to Price Inflation
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3.2.1 How Does the Passthrough Differ Across Countries?

Another aspect worth considering is how and why our passthrough 
results differ across countries. In this regard, figure 7 shows that 
France exhibits the highest passthrough values across all sectors. A 
cross-check of the conditional and the unconditional cross-correlations 
would confirm that the construction and manufacturing sectors 
in France drive up the passthrough across the economy. A strong 
passthrough from wage growth adjusted for productivity to price 
inflation was also found in Quevat and Vignolles (2018), based on 
a model for core inflation where also changes in VAT are accounted 
for. Charsonville and others (2017) confirm the pattern that we find 
across sectors in France, namely an initial higher passthrough in 
manufacturing and a subsequently more important one for services. 
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One reason for such a relatively high passthrough for France could 
be the presence of stronger second-round effects.32,33

The passthrough in Germany is lower and clearly driven by 
services. Nevertheless, a 0.4 passthrough suggests that labor costs 
are being passed through to prices in a noticeable manner. The 
Bundesbank also acknowledges the importance of wage developments 
for consumer prices and confirms that the passthrough from wages 
to prices is below 50 percent.34 Why would the passthrough be lower 
in Germany than in France? Following the line of thought of Kuegler 
and others (2018), the wage setting process in the two countries 
differs substantially. Germany has witnessed an unprecedented 
decentralization of the wage formation process since the mid-1990s 
and a fall in union coverage rates; trade unions were responsible for 
a prolonged period of wage restraint. In France there was no similar 
decentralization of the wage setting process and labor unions play a 
more prominent role. In a situation of similar productivity growth35 
and an increased convergence in inflation rates across countries, the 
wage moderation process which occurred in Germany would imply, 
mechanically, a lower passthrough to inflation.

Also in Italy the passthrough of labor costs to prices is driven 
by services, thus confirming the results based on unconditional 
contemporaneous correlations. The relatively strong passthrough of 
labor costs to Italian prices is supported by findings based on firm-level 
data, whereby firms’ inflation expectations are significantly affected 
by wage changes, particularly in high inflation regimes.36

Spain stands out with a low steady-state passthrough in the 
services sector. This is unsurprising in light of previous findings, such 
as the fact that in this sector it is price inflation which appears to lead 
labor cost inflation, as reported in figure 5.

In order to put these findings in perspective, we cross-checked our 
findings against two main results of the euro-area Wage Dynamics 
Network (WDN), bearing in mind that those results are based on firm-
level (survey) data that do not cover the post-crisis sample.37 First, 

32. See also Gautier and others (2016).
33. In France the indexation of the minimum wage to harmonized indices of 

consumer prices (HICP) inflation feeds through to a large part of base wages and thereby 
leads to an informal wage indexation; the minimum wage also acts as a benchmark 
for wage agreements.

34. See Kohns (2018).
35. See Kuegler and others (2018).
36. See Conflitti and Zizza (2018).
37. See ECB (2009).
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our general result that on average across sectors and countries the 
passthrough from labor cost to price inflation is positive and significant 
is consistent with the WDN result that a large percentage of firms 
surveyed declare that they use a strategy of increasing prices when 
faced with a (permanent) unexpected increase in wages, especially 
if firms produce intermediate goods. Second, the WDN finds that, at 
the micro level, the strength of the link between prices and labor cost 
depends on the labor share. In particular, firms with a high labor 
cost share report more frequently that there is a tight link between 
price and wage change. If we check the sectors that drive the highest 
passthrough across countries we are not able to confirm this result. 
With the exception of France, where the construction sector has the 
highest passthrough and the highest labor share, in the other countries 
the highest passthrough happens in sectors that have had the lowest 
labor share over the sample of the analysis (services in Italy and 
Germany, and manufacturing in Spain)38.

These results, together with the findings in section 2, would 
suggest that, contrary to the results of the empirical literature based 
on U.S. data39, there is no evident or systematic decline in passthrough 
across euro-area countries or sectors. One possible explanation for 
this divergent finding can simply be the consequence of the different 
detrending strategy that we adopt, i.e., by imposing a theory-based 
long-run restriction that the gap between productivity-adjusted 
nominal wage growth and price inflation disappears in the long run 
because the two variables share a common trend.40

3.2.2 Implications for the Behavior of the Price-Cost Markup

From a theoretical perspective, the markup should be measured 
by the price-marginal cost fraction. Empirically, however, measuring 
the marginal cost is often fraught with important difficulties.41 For 
this reason, marginal cost is often proxied by average cost and, more 
precisely, by average labor cost. Theoretically, a number of conditions 
exist under which the marginal cost equals the average cost. For 

38. See charts in Appendix E.
39. See Peneva and Rudd (2017) and references therein.
40. We have computed a time-varying passthrough for the U.S. data by using the 

same specification as in Peneva and Rudd (2017), removing a common trend from 
adjusted labor cost and price inflation, and the results confirm this intuition.

41. For a detailed discussion on existing approaches to measuring the price-cost 
markup, see Nekarda and Ramey (2013).
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instance with a Cobb-Douglas technology and no labor adjustment 
costs, the marginal wage would equal the average wage, and hence 
the price-average labor cost fraction would represent the markup. 
With a constant elasticity of substitution (CES) production function 
and perfect substitution of labor vis-a-vis other non-labor inputs, it 
is also possible to show that the difference between price and labor 
cost inflation is the price-cost markup. Since we find an incomplete 
passthrough from labor costs to prices, our results have thus 
implications for the price-cost markup.42

The implication from our estimation results for the price-cost 
markup is shown in figure G1 in appendix G. The figure shows the 
evolution of the price-cost markup as the difference between the 
impulse response of price inflation and labor cost inflation. Moreover, 
it also shows the cumulative response on the price-cost markup for the 
total economy. Overall, the figure confirms, by looking at the results 
through a different lens, the incomplete passthrough with price-
cost markups being squeezed following a positive labor cost shock. 
Concretely, following a one percent shock to labor cost inflation, the 
price-cost markup instantaneously declines in the total economy by 
around 0.8 percent across countries.

3.3 Main Findings: State-dependent VAR Specification

Another important dimension in the context of the passthrough 
from labor cost to price inflation is to test the empirical proposition 
that this passthrough could depend on the level of price inflation. We 
look at this particular variable because reduced-form estimates of the 
passthrough from labor costs to price inflation capture the underlying 
nominal rigidities, and the literature has highlighted that these 
rigidities may, inter alia, depend on the level of inflation.

A low passthrough can be associated to a low inflation environment 
either because low inflation and low expected inflation persistence 
cause a low passthrough,43 or because low levels of price inflation 
could be expected to reduce the passthrough due to downward wage 

42. We acknowledge that other costs might make up part of the difference between 
price and labor-costs growth, in particular the cost of capital. Nevertheless, grasping the 
cost of capital is a complicated problem beyond the scope of this paper and encompasses 
issues such as the price of intangible assets or quality-adjusted prices of information 
and communications technology goods.

43. See Taylor (2000).
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rigidities.44 Another argument that has been suggested as to why the 
passthrough from costs to inflation could increase with the level of 
inflation is linked to the search intensity of consumers. Concretely, at 
low levels of inflation, a large fraction of buyers observe a single price. 
In that case, any given shock would increase price dispersion sharply, 
which would increase the search intensity of consumers, thereby 
reducing firm market power, which limits the ability of firms to pass on 
the cost increase to prices. At higher levels of inflation, price dispersion 
is higher and hence any given shock has only a limited impact on price 
dispersion and the search intensity of consumers. As a result, prices 
are, at higher levels of inflation, more responsive to shocks.45

Finally, in a high inflation environment profits might act less 
as a buffer than in a low inflation regime due to an intertemporal 
smoothing of the profit path. For instance, when inflation is high and 
wages increase, firms may expect an increase in interest rates, which 
worsens their borrowing conditions and squeezes their future profit 
margins; hence, they will maintain their profits in the present, which 
would favor the passthrough from labor costs to prices.

Conversely, the opposite might hold in a lower inflation regime, 
where decreases in interest rates are expected. Another explanation 
could relate to the higher degree of economic uncertainty associated 
with a high inflation regime: in such a regime firms may simply not 
be prepared to buffer a labor cost increase with margins. Overall, the 
implicit margin responses in the high and low inflation regimes, as 
shown in appendix J, confirm this intuition, i.e., that margins act less 
as a buffer under high compared to a low inflation regime.

Our sample is not long enough to test this proposition on two 
regimes. However, in our VAR analysis, we can directly test whether 
this is also the case for euro-area countries as the reduced-form 
estimates of the passthrough from labor costs to price inflation would 
capture the underlying nominal rigidities. Therefore, we repeat the 
above exercise by estimating the VAR over two sets of observations 
using a dummy variable approach, with the level of inflation in one 
subset above and in the other below the corresponding historical 
averages, respectively. Country results for the total economy are 
reported in figure 8—the results for the other sectors can be found 
in appendix I.

44. See Daly and Hobijn (2014).
45. See Head and others (2010).
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Figure 8. Choleski Decomposition-Based Passthrough from 
Labor Cost to Price Inflation under Low versus High Price 
Inflation
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The findings support the theoretical and the U.S.-based empirical 
literature. Across euro-area sectors and countries (with the exception 
of the construction sector in Italy), the passthrough is systematically 
higher if it is estimated over samples when the inflation rate of 
the corresponding sector is higher than the historical average. The 
finding also supports the view that a pickup in labor cost inflation 
is a necessary condition for rising inflation, to the extent that higher 
inflation expectations associated with a change from lower to higher 
inflation rates could raise the passthrough, which in turn could speed 
up the inflationary process again.

4. IS THE LINK BETWEEN LABOR COSTS AND PRICE 
INFLATION SHOCK-DEPENDENT?

One of the challenges in empirically grasping the link between 
labor costs and prices arises from the fact that the passthrough may 
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simultaneously depend on several factors. The previous sections 
allowed us to obtain a preliminary indication of the size of the 
passthrough from labor cost to price inflation and of the extent to 
which it has changed over time or has been dependent on the state of 
the economy (e.g., the level of inflation).

This analysis, however, does not allow us to identify the source 
of the correlation between labor cost and price fluctuations or the 
nature of the exogenous shocks that move labor cost inflation and are 
subsequently being passed on to price inflation. In this section, we want 
to take a step further and argue that the passthrough is not a deep 
parameter underlying the economy, but a shock-dependent coefficient 
that reflects the mechanisms underlying macro fluctuations.

We know, for instance, that in a New Keynesian model, the 
conditional correlation between labor cost and prices is different for 
demand and for supply shocks. The idea of the relationship between 
variables being shock-dependent has also recently been advocated in 
the exchange rate empirical literature ,46 but also for understanding 
the Phillips curve relationship.47 The same idea, translated to the labor 
cost passthrough to inflation, has recently become popular in policy 
circles.48 Gumiel and Hahn (2018) present evidence based on the new 
area-wide model (NAWM), where the response of the GDP deflator to 
wages is stronger for demand than for supply shocks, where the latter 
capture frictions in the wage setting such as the impact of structural 
reforms or downward wage rigidity.

46. See Forbes and others (2018), Comunale and Kunovac (2017), and references 
therein.

47. See Galí and Gambetti (2018).
48. The shock dependency of the passthrough should depend on the degree of both 

price and labor-cost stickiness. The theoretical literature analyzing this issue is however 
scant. Most studies have focused on the impact of shocks on both labor cost and price 
inflation rather than on the passthrough of labor costs to price inflation following such 
shock. For instance, Bils and Chang (2000) did put forward a theoretical framework in 
which price rigidity differs with the nature of shocks, with prices being more responsive 
to increases in costs generated by factor prices than to an increase in marginal costs 
generated by an expansion of output. Model-based results show that prices react more 
to a technology (supply) shock than to a preference (demand) shock. Although this paper 
spells out clearly that it is important to disentangle between the nature of the shocks 
in seeing how prices react, it does not speak precisely to the question we are interested 
in, i.e., the passthrough from wages to prices.
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Table 2. The Two-Shock VAR: Identification Scheme

Variables Shocks
Demand Supply Other

Real value added + + •
Prices + – •
Labor cost • • •

Source: Authors’ calculations. 
Notes: • = unconstrained, + = positive sign, – = negative sign

4.1 A Structural VAR Analysis

We address the question of the passthrough shock-dependence in 
the same three-variable VARs and identify a supply- and a demand-
type shock for all countries and sectors by using the most parsimonious 
set of sign restrictions as reported in table 2.

Specifically, a positive demand shock is a shock that increases 
output growth and price inflation, whereas a supply shock increases 
output growth but reduces price inflation. Labor costs are left 
unrestricted, as a certain shock can affect wages and productivity in 
the same direction and the relative impact is not straightforward. 
A third shock in the model is left unidentified. The restrictions are 
imposed only for the first period and as inequality restrictions. The 
VAR is estimated as in the previous section with Bayesian techniques 
and a normal-diffuse prior with a Minnesota prior for the mean and 
the variance of the VAR parameters. Impulse responses are computed 
based on 5000 draws from the posterior simulators.

The baseline results from our estimation are reported in  
appendix L. By construction, we find that output and price inflation 
rise after a positive demand shock, but that output rises and price 
inflation decreases after a positive supply shock. Labor cost growth 
tends to decrease immediately after a positive demand shock and rise 
thereafter—which can be due to the fact that the increase in wages is 
smaller than the one in productivity, as the output tends to grow more 
than employment, as suggested by Gumiel and Hahn (2018). After a 
positive supply shock, labor cost inflation increases.

Equipped with these estimates we run two counterfactual 
experiments. In the first experiment we compute the counterfactual 
labor cost and price inflation that would be generated by a demand or 
a supply shock, and check how the correlation structure between the 
counterfactual variables changes according to the shock. In the second 
experiment we compute the counterfactual responses of price inflation 
to demand or supply shocks, and check how much amplification we 
give up by shutting down the labor cost channel, i.e., the response of 
labor cost inflation to the same shock.
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Figure 9. Maximum Correlation between Price Inflation at 
(time t) and Labor Cost Inflation (time t − k) and the Lag for 
Maximum Correlation
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Note: The chart shows the cross-correlation between counterfactual price inflation at time t and labor cost inflation 
at time t–k. 
Sample period: 1985Q1–2018Q1.

4.2 The Correlation between Labor Cost and Price 
Inflation Conditional on Demand and Supply Shocks

The first experiment consists in computing a historical decomposition 
and isolating the counterfactual labor cost inflation and price inflation 
that would have been generated by demand or supply shocks only. 
The correlation structure between these counterfactual series is then 
checked as in Galí (1999). We compute the maximum correlation over a 
wider lead/lag structure. Results are reported in figure 9, which shows 
the cross-correlation between the counterfactual price inflation at time 
t and labor cost inflation at time t−k. From the figure one can see that 
demand shocks affect prices and labor costs in a similar manner and 
prices appear to lead labor costs in their response to demand shocks. 
Conversely, supply shocks appear to affect prices and labor costs 
differently, with in most cases labor costs leading price inflation. The 
figure also shows that the correlation between labor cost inflation and 
price inflation tends to be higher for demand than for supply shocks. 
This simple fact can help to shed some light on the lack of consensus 
in the empirical literature that has tried to disentangle the direction of 
causality in the wage-price inflation nexus:49 results are likely to depend 

49. See Knotek and Zaman, 2014.
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on the sample and on the combination of shocks hitting the economy 
over that particular sample.

4.3 The Amplification Due to the Labor Cost Channel

In the second experiment, we check the importance of the labor 
cost channel as an amplifier for the response of price inflation. In this 
case, we identify the same demand- and supply-type of shocks and 
then compare the response of price inflation in a system where all 
variables endogenously react to the initial shock with the response 
of price inflation in another system where the response of labor costs 
has been shut down. This will tell us how much of the shock is passed 
on to prices via labor costs.

To give an intuition for this approach, consider a positive demand 
shock which boosts prices as firms have a higher pricing power and 
their demand for inputs of production also increases. Of all the 
mechanisms through which demand shocks affect prices, one particular 
channel relates to labor costs. We would like to isolate this channel 
by gauging the impact of demand shocks on prices through labor 
costs. We will compute an impulse response function (IRF) where 
the response of labor costs to a demand shock is zero, and check the 
difference between the unrestricted IRF for price inflation and the 
IRF for the same variable when labor costs do not react to demand 
shocks. This difference is an indication of how much of the impact of 
demand shocks on inflation is driven by labor costs.

The idea of studying amplification mechanisms in a VAR by building 
a counterfactual scenario in which a certain variable does not react to a 
particular shock has been previously explored for other purposes. The 
impact of oil price shocks has been assessed via the reaction of inflation 
expectations by Wong (2015), or via the reaction of monetary policy by 
Kilian and Lewis (2011) and Bernanke and others (1997), who took 
inspiration from an early version of Sims and Zha (2006). Bachmann and 
Sims (2012) apply the same methodology to isolate the role of confidence 
in the transmission of government spending shocks, while Ciccarelli and 
others (2015) identify the effects of monetary policy shocks via the credit 
channel. What these papers have in common is that they operate with 
a VAR framework identified with contemporaneous zero restrictions. 
In a Choleski framework, each variable has a corresponding shock; it 
is straightforward to shut down the IRF of a variable by constructing a 
sequence of hypothetical shocks in that variable in a recursive manner, 
such that its IRF is zero at all times.
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Figure 10. Amplification of Price Inflation Response due to 
the Labor Cost Channel
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Source: Authors’ calculations. 
Note: This chart indicates, in grey, the quarters following a demand or a supply shock where the median 
counterfactual IRF lies outside the 68 percent posterior uncertainty band of the unrestricted IRF; borderline cases 
were left out. The white diamond indicates the quarter for maximum impact of the price inflation response.

When we move away from the Choleski identification scheme to 
one based on sign restrictions, as we propose in this paper, things 
get more complicated. Let’s say we want labor costs not to react to 
demand shocks; there is no labor cost shock to offset the response 
of labor costs to demand shocks. One would have to make certain 
assumptions on which other shocks are doing the offsetting (i.e., is it 
the technology, other shocks, or—our preferred version—a combination 
of all shocks hitting the economy). Appendix N shows how we derive 
the counterfactual IRFs.

Results of the counterfactual exercise are summarized in figure 
10 (and appendix O). This figure shows, in a synthetic manner, the 
quarters when we find a notable difference between the impulse 
responses with and without the labor cost channel, by marking these 
quarters with blue cells. The white diamond shows the quarter for 
which this amplification reaches its peak.

The striking feature is that, for all countries and sectors, there is a 
notable amplification under demand shocks, whereas the amplification 
under supply shocks occurs in fewer instances. In other words, when the 
economy is predominantly hit by demand-type shocks, it is more likely 
that the increase in wages above productivity is passed on to inflation 
than when the economy is predominantly hit by supply-type shocks. It 
is worth noting that the peaks of this passthrough tend to occur at a 
higher lag for demand-type shocks than for supply-type shocks.
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The question that arises from these results is: why would labor 
costs tend to be passed through to prices when the economy is hit by a 
demand rather than by a supply shock? This analysis cannot provide 
a definite answer. However, it can be reconciled with previous findings 
whereby the willingness of firms to increase prices after labor cost 
increases is larger when positive demand shocks dominate. In such 
an environment, the share of higher income consumers with lower 
demand elasticity increases, which in turn raises firms’ ability and 
power to pass through cost increases to prices.50 This has implications 
for the differentiated behavior of the markup. In an environment where 
labor costs increase due to demand shocks, the price-cost markup 
would act as a buffer to a smaller extent than when the increase occurs 
due to supply shocks. The literature has stressed that the cyclicality 
of the markup is conditional on various types of shocks.51 We find that 
under a positive demand shock, margins are procyclical, as seen in 
appendix P. Initially, the price-cost markup increases as price inflation 
increases, while labor costs growth increases by less or even declines 
in some instances. In a second stage, margins start to decline, as 
labor cost growth starts to increase (e.g., employment increases with 
delay) and they subsequently stabilize. Under a positive supply shock, 
margins appear to be countercyclical. They decrease because price 
inflation falls, while labor costs growth increases. The evolution of the 
price-cost markup is similar in the unrestricted and counterfactual 
scenario. What differs is the magnitudes of adjustment. In the medium 
term, the price-cost markup tends to stabilize at lower levels in the 
unrestricted world compared to the counterfactual, which reflects a 
positive passthrough of labor costs to prices; also, this difference on 
the medium-term is more notable for the markup following a demand 
shock, which reflects the more sizable passthrough in case of demand 
shocks.

We also acknowledge the caveat that the trivariate VAR is 
insufficient to properly identify supply-type shocks which in our 
parsimonious representation are identified based on the negative 
co-movement between output and prices. This simple identification 
scheme can in fact hide various types of supply shocks. One can 
imagine three types of such shocks, all of them increasing output and 
reducing prices: (i) a positive technology/productivity shock, which 
increases wages; (ii) a negative wage mark-up shock, which reduces 

50. See Dornbusch (1987), and Bergin and Feenstra (2001).
51. See Galí and others (2007), and Nekarda and Ramey (2013).
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wages; and (iii) a positive labor supply shock, which also reduces wages. 
The next subsection deals with this idea.

4.4 Robustness Check: A Structural VAR with Labor 
Market Shocks

In this subsection we check the robustness of the results obtained 
above along two dimensions: first, we enrich the identification scheme 
with more shocks on the labor market and, second, instead of a VAR 
including labor cost inflation, we consider a VAR including both wage 
and productivity growth separately, and we construct counterfactual 
IRFs where we impose that the difference in wage and productivity 
growth is shut down after a certain shock hits.52

The first issue we address is particularly important because what 
we identify as a ‘supply shock’ based on the negative co-movement 
between output and prices could in fact bundle together various types 
of shocks, as said above, and this complicates the assessment of the 
passthrough following a certain shock. 

The VAR is now composed of five variables, namely: real value 
added, GDP deflator, nominal compensation per employee, labor 
productivity, and unemployment rate. All variables except the 
unemployment rate are expressed in annual growth rates, with 
the GDP deflator and nominal compensation adjusted by long-
term expectations, as previously discussed. The system can only be 
estimated on the total economies since unemployment rate data does 
not exist at the sectoral level.

Table 3. The 4-shock VAR: Identification Scheme
Variables Shocks

Demand Supply Labor 
supply

Wage 
mark-up Other

Real value added + + + + •
Prices + – – – •
Wages + + – – •
Productivity + + • • •
Unemployment rate – • + – •

Source: Authors’ calculations. 
Notes: • = unconstrained, + = positive sign, – = negative sign

52. See details in appendix N.
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Figure 11. Amplification of Price Inflation Response due to 
the Labor Cost Channel in the 4-sShock VAR
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Note: This chart indicates, in gray, the quarters following a demand or a supply shock where the median 
counterfactual IRF lies outside the 68 percent posterior uncertainty band of the unrestricted IRF; borderline cases 
were left out. The white diamond indicates the quarter for maximum impact of the price inflation response.

Besides the classical demand and supply shocks, this system 
allows us to identify two more labor market shocks, as shown in 
table 3. A positive labor supply would increase the labor force 
participation, which translates into a positive impact on output and 
on the unemployment rate. Wage growth falls, and so does inflation; 
the different wages response allows disentangling labor supply from 
technological shocks, as explained in Peersman and Straub (2009). 
A wage mark-up shock, or a wage bargaining shock, is a shock that 
allows firms to capture a larger share of the bargaining surplus, which 
contributes to lower marginal costs, wage growth, and inflation. Output 
increases and the unemployment rate decreases, as detailed in Foroni 
and others (2018).53

Results are reported in figure 11 and in appendix Q. Overall, the 
results from the larger VAR model confirm the findings in the previous 
subsection, namely that labor costs are being passed through to price 
inflation in an environment where demand shock are predominant. 
When it comes to supply shocks, it turns out that the ‘classical’ supply 
(technology) shocks play a negligible role in the passthrough of labor 
costs to price inflation, but supply shocks originating from the labor 

53. The estimation has been performed by using the BEAR toolbox, see Dieppe 
and others (2016).
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market, namely labor supply and wage mark-up shocks, do matter 
and they trigger a fast transmission (in line with an identified smaller 
lag of maximum impact in case of supply shocks in figure 10). These 
results hold also when controlling for monetary policy. In appendix R 
we identify an additional monetary policy shock by including in the 
VAR model the spread between the long- and the short-term interest 
rates prevailing in each country.54

5. SUMMARY AND CONCLUSIONS

Understanding the signal labor cost developments are providing 
for the euro-area inflationary process is of key relevance from a policy 
perspective. For instance, the projections for euro-area inflation are 
based on the expectation that increasing labor market tightness 
will push up wage growth and, given a rather flat outlook for labor 
productivity, the resulting higher unit labor cost increases should be 
passed on, at least partly, to prices. However, to date, there does not 
exist a study which systematically analyses the empirical link between 
labor cost inflation and price inflation for the euro area and the euro-
area countries. In this paper we document this link for the first time.

When using country and sector quarterly data over the period 
1985Q1–2018Q1, we uncover a number of facts. First, we find that 
the cost-push view of inflation found in the economic theory can have 
some support in the data. We document a strong link between labor 
cost and price inflation in the four major economies of the euro area 
and across three sectors (manufacturing, construction and service).

Second, the analysis supports an imperfect but relatively high 
passthrough on average from costs to prices, in line with available 
firm-level evidence which documents a statistically significant 
relationship from the frequency of wage changes to that of prices, and 
a common strategy by several firms of increasing prices when faced 
with unexpected increases in wages.55

Third, the link between price and labor cost growth is quite 
heterogeneous across countries and sectors. France is the country 
where this passthrough is higher, with the link being strongest in 
the construction sector. In Germany and Italy the driving sector is 

54. This measure could reflect the monetary policy stance also in the unconventional 
monetary policy period—see Baumeister and Benati, 2013—, but admittedly also non-
policy factors affecting the term structure, such as sovereign debt issues.

55. See Druant and others (2009).
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services, while in Spain the manufacturing sector shows the highest 
passthrough. Hence, with the exception of France, this evidence 
contrasts with the idea that the passthrough of wages into prices 
should be particularly strong in firms/sectors with a high labor share, 
i.e., sectors which should also be characterized by a higher degree of 
price stickiness.56

Fourth, the dynamic interaction between prices and wages is 
time-varying and depends on the state of the economy. In particular, 
the passthrough is systematically lower in periods of low inflation as 
compared to periods of high inflation. This result would be in line with 
an expectation theory as proposed, e.g., by Taylor (2000), whereby a 
decline in the degree to which firms pass through changes in costs to 
prices is frequently characterized as a reduction in the pricing power 
of firms.

Fifth, the wage-price passthrough also depends on the shocks 
hitting the economy. The results presented show that it is more likely 
that the labor costs are passed on to price inflation with demand shocks 
than with supply shocks. This result holds also when we augment the 
dynamic system to disentangle more clearly various types of supply 
shocks, e.g., to capture frictions in the wage setting such as the impact 
of structural reforms or downward wage rigidity. Rationalizing this 
result is not simple, as there is no comprehensive theoretical literature 
which focuses on the difference in the wage passthrough to inflation 
according to different shocks. Some limited theoretical frameworks 
are available where price rigidity differs with the nature of shocks, 
with prices being more responsive to increases in costs generated by 
factor prices driven by technology than to increases in marginal costs 
generated by an expansion of output driven by preferences,57 but 
nothing can be inferred about the passthrough from wages to prices.

These results have clear implications for the behavior of profit 
margins or price-cost markups. In an environment where labor costs 
increase due to demand shocks, the price-cost markup would act as 
a buffer to a smaller extent than when the increase occurs due to 
supply shocks.

Finally, our results support the view that a pickup in labor cost 
growth can drive underlying inflation and confirm the idea that, under 
circumstances of predominantly demand shocks, labor cost increases 

56. See Druant and others (2009).
57. See Bils and Chang (2000).
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will be passed on to prices.58 After a period of low inflation, however, 
this passthrough could be moderate at least until inflation stably 
reaches a sustained path.

58. See Gumiel and Hahn (2018).
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APPENDICES

APPENDIX A

Data Documentation

Most standard data (i.e., nominal and real value added, 
compensation of employees, total employees) were obtained as 
seasonally and working-day adjusted series from national accounts 
over the period 1985Q1–2018Q1 for the four biggest euro-area 
countries. All series were obtained for the aggregate economy and 
three sectors: manufacturing, construction, and services. Short- 
and long-term interest rates come from the ECB Statistical Data 
Warehouse (https://sdw.ecb.europa.eu/home.do). Unemployment 
rates were obtained from Eurostat (and back-casted with seasonally 
adjusted data from the IMF International Financial Statistics (IFS) 
in the case of Germany and with data from national sources through 
Haver Analytics in the case of Spain). A number of series were derived 
on the basis of the national accounts data. The value added deflator 
was calculated as the ratio of the nominal to real value added. Labor 
productivity was measured as the ratio of real value added to total 
employees, while compensation per employee was calculated as the 
ratio of compensation of employees to total employees. Finally, unit 
labor costs were calculated as the ratio of compensation per employee 
to labor productivity. More details on the country-specific national 
accounts data are listed below:

Germany: Official aggregate and sectoral data on real value 
added, nominal value added, compensation of employees and total 
employees were obtained from the Federal Statistical Office through 
Haver Analytics. In the case of the services sector and total employees, 
all long time series were constructed by chain linking the ESA2010 
(NACE2) and ESA1995 (NACE1) databases. The series were adjusted 
for the structural break due to unification. Data prior to 1991 is for 
West Germany only. For services, data prior to 1991 is the sum of 
hotels and transport, finance and business services, and public and 
personal services.

France: Official aggregate and sectoral data on real value added, 
nominal value added, compensation of employees and total employees 
were obtained from the French National Institute of Statistics and 
Economic Studies (INSEE) through Haver Analytics. Services sector 
data were calculated as the sum of market and non-market services.
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Italy: Official aggregate and sectoral data on real value added, 
nominal value added, compensation of employees and total employees 
were obtained from the Italian National Statistics Institute (ISTAT) 
through Haver Analytics. In the case of the services sector, all long 
time series were constructed by chain linking the ESA2010 (NACE2) 
and ESA1995 (NACE1) databases.

Spain: Official aggregate and sectoral data on real and value 
added, compensation of employees and total employees were obtained 
from Spanish National Statistics Institute (INE) through Haver 
Analytics. With the exception of the total economy data, long series 
were constructed by chain linking the ESA2010 (NACE2) and ESA1995 
(NACE1) databases. For services, data prior to 1995 is the sum of 
market and non-market services series. Historical data on real value 
added and compensation of employees was obtained from the INE 
website. Long historical data on the manufacturing sector was not 
available, the data used is for industry.



APPENDIX B

GDP Deflator and CPI Series

Figure B1. Labor Cost, GDP Deflator and CPI
(year-on-year percentage change)
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Sources: Various sources, authors’ calculations. 
Latest observation: 2018Q1.



APPENDIX C

Cross-Correlations by Sectors and across Time

Figure C1. Cross-Correlation between Adjusted Labor Cost 
and Price Inflation since 2008
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Sources: Various sources, authors’ calculations. 
Note: The charts show the cross-correlation between price inflation gaps at time t and labor cost inflation gaps at 
time t-k. Sample period: 2008Q1–2018Q1.



APPENDIX D

Forecasting Power of Labor Costs for Price Inflation

Table D1. Ratio of RMSE of Inflation Forecasts of Models 
with to Models without Labor Lost

199Q1-2018Q1 1999Q1-2007Q4 2008Q1-2018Q1
Germany

steps total mfg const serv total mfg const serv total mfg const serv
1 1.01 0.96 1.04 0.99 1.12 0.93 1.02 1.01 0.90 0.97 1.07 0.95
2 0.97 0.97 1.02 0.98 1.13 0.91 0.99 1.02 0.83 1.01 1.04 0.93
3 0.93 0.90 1.01 0.99 1.10 0.85 0.99 1.02 0.81 0.94 1.02 0.95
4 0.91 0.90 1.01 0.99 1.05 0.82 0.99 1.01 0.80 0.96 1.02 0.96
5 0.89 0.87 1.00 0.99 1.05 0.82 0.99 1.01 0.78 0.93 1.00 0.98
6 0.87 0.84 0.99 0.99 1.04 0.82 0.99 1.00 0.77 0.83 0.99 0.99
7 0.85 0.77 0.99 1.00 0.99 0.89 0.99 0.99 0.77 0.68 0.99 1.00
8 0.87 0.75 0.99 1.00 0.98 0.99 0.99 1.00 0.79 0.62 1.00 1.01

France
steps total mfg const serv total mfg const serv total mfg const serv

1 1.00 1.02 1.04 0.96 1.04 1.01 1.06 0.99 0.96 1.03 1.00 0.94
2 0.96 1.01 1.07 0.91 0.95 1.01 1.12 0.90 0.96 1.01 1.01 0.93
3 0.93 1.02 1.07 0.88 0.88 1.01 1.12 0.80 0.96 1.02 1.02 0.92
4 0.91 1.01 1.05 0.85 0.83 0.99 1.09 0.72 0.97 1.01 1.05 0.92
5 0.88 0.99 1.04 0.84 0.77 0.97 1.07 0.69 0.96 0.99 1.06 0.91
6 0.87 0.97 1.02 0.86 0.78 0.95 1.05 0.74 0.95 0.98 1.06 0.91
7 0.88 0.97 1.01 0.89 0.81 0.95 1.05 0.83 0.94 0.97 1.03 0.91
8 0.90 0.98 1.01 0.92 0.86 0.96 1.06 0.93 0.93 0.99 1.00 0.90

Italy
steps total mfg const serv total mfg const serv total mfg const serv

1 0.95 1.09 1.00 1.00 0.92 1.06 1.00 1.01 0.99 1.11 1.00 0.99
2 0.99 1.04 1.00 1.01 0.95 1.06 1.00 1.02 1.05 1.04 1.00 0.98
3 1.05 1.01 1.00 1.01 1.05 1.01 1.00 1.03 1.06 1.01 1.00 0.99
4 1.07 1.01 0.99 1.03 1.07 1.02 1.01 1.06 1.08 1.01 0.99 0.99
5 1.06 1.01 0.99 1.02 1.04 1.00 0.99 1.05 1.08 1.01 0.99 1.00
6 1.06 1.01 0.99 1.00 1.03 0.99 0.98 1.01 1.09 1.02 0.99 1.00
7 1.05 1.01 0.98 1.01 1.04 0.98 0.97 1.01 1.07 1.03 0.98 1.00
8 1.04 1.02 0.98 0.99 1.01 0.98 0.95 0.98 1.06 1.04 0.98 1.00



Table D1. (continued)

199Q1-2018Q1 1999Q1-2007Q4 2008Q1-2018Q1
Spain

steps total mfg const serv total mfg const serv total mfg const serv
1 0.95 1.03 1.01 1.40 0.97 1.19 1.01 1.26 0.94 0.96 1.00 1.47
2 0.88 1.04 1.01 1.61 0.94 1.23 1.02 1.46 0.87 0.98 0.99 1.66
3 0.81 1.00 1.00 1.70 0.93 1.16 1.01 1.62 0.79 0.96 0.98 1.73
4 0.80 0.97 1.00 1.71 0.96 1.08 1.01 1.58 0.77 0.95 0.97 1.74
5 0.80 0.97 1.00 1.73 1.05 1.04 1.01 1.57 0.76 0.96 0.96 1.77
6 0.81 1.00 1.00 1.71 1.17 1.04 1.01 1.57 0.76 0.99 0.98 1.76
7 0.83 1.03 1.01 1.69 1.21 1.03 1.01 1.54 0.78 1.03 1.00 1.73
8 0.85 1.04 1.01 1.66 1.21 1.06 1.01 1.45 0.79 1.03 1.01 1.71



Table D2. Theil’s U of Inflation Forecasts Conditional on 
Observed Path of Labor Cost

199Q1-2018Q1 1999Q1-2007Q4 2008Q1-2018Q1
Germany

steps total mfg const serv total mfg const serv total mfg const serv
1 1.00 0.91 0.89 0.99 1.00 0.86 1.09 1.07 1.03 1.03 1.09 0.98
2 0.98 0.95 0.85 0.97 0.97 0.78 1.04 1.07 1.06 1.13 1.12 0.96
3 0.96 0.95 0.82 0.94 0.94 0.72 0.94 1.11 0.98 1.15 1.08 0.85
4 0.96 0.85 0.81 0.93 0.97 0.66 0.89 1.16 0.79 1.03 1.04 0.81
5 0.93 0.79 0.80 0.86 0.96 0.64 0.82 1.12 0.59 0.86 0.97 0.75
6 0.89 0.77 0.82 0.79 0.94 0.62 0.81 1.07 0.49 0.83 0.93 0.72
7 0.87 0.76 0.87 0.73 0.96 0.66 0.84 1.04 0.44 0.80 0.94 0.72
8 0.84 0.72 0.91 0.66 0.96 0.71 0.88 0.88 0.46 0.73 0.94 0.69

France
steps total mfg const serv total mfg const serv total mfg const serv

1 0.78 0.94 0.83 0.99 0.90 0.96 0.95 1.07 0.90 0.95 0.73 0.99
2 0.75 0.88 0.78 1.00 0.88 0.93 0.98 1.07 0.86 0.84 0.63 1.01
3 0.74 0.83 0.77 0.99 0.86 0.90 1.04 1.05 0.88 0.77 0.60 1.03
4 0.77 0.80 0.79 0.98 0.87 0.85 1.09 1.01 0.93 0.74 0.60 1.04
5 0.83 0.80 0.86 0.97 0.96 0.83 1.17 0.98 0.96 0.75 0.63 1.05
6 0.90 0.84 0.94 0.95 1.03 0.89 1.23 0.98 0.99 0.79 0.67 1.04
7 0.95 0.91 0.99 0.92 1.06 0.97 1.18 0.99 1.00 0.85 0.70 1.01
8 0.99 0.94 0.99 0.88 1.03 1.00 1.11 0.99 1.01 0.88 0.70 0.96

Italy
steps total mfg const serv total mfg const serv total mfg const serv

1 0.69 0.96 0.82 0.58 0.76 0.87 0.75 0.65 0.72 0.98 0.75 0.60
2 0.73 0.89 0.84 0.69 0.78 0.71 0.76 0.72 0.79 0.89 0.71 0.79
3 0.71 0.83 0.82 0.72 0.75 0.65 0.70 0.75 0.77 0.81 0.68 0.84
4 0.67 0.79 0.78 0.68 0.69 0.61 0.60 0.66 0.74 0.73 0.66 0.80
5 0.71 0.76 0.79 0.73 0.71 0.62 0.64 0.67 0.76 0.67 0.69 0.86
6 0.73 0.78 0.76 0.79 0.77 0.65 0.70 0.75 0.75 0.68 0.67 0.82
7 0.76 0.82 0.80 0.81 0.78 0.71 0.83 0.75 0.76 0.73 0.74 0.84
8 0.77 0.84 0.97 0.82 0.76 0.75 1.23 0.74 0.77 0.75 0.93 0.84

Spain
steps total mfg const serv total mfg const serv total mfg const serv

1 0.96 0.93 1.03 1.05 0.80 0.87 0.95 1.25 0.82 0.94 1.16 1.24
2 1.02 0.89 1.06 1.07 0.87 0.81 0.97 1.36 0.76 0.89 1.06 1.33
3 0.97 0.87 1.07 1.07 0.86 0.80 0.96 1.49 0.70 0.84 1.01 1.34
4 0.99 0.88 1.07 1.07 0.86 0.83 0.98 1.55 0.69 0.82 0.99 1.31
5 0.96 0.91 1.02 1.09 0.86 0.92 0.98 1.71 0.67 0.80 0.86 1.22
6 0.94 0.93 0.94 1.09 0.86 1.04 0.97 1.86 0.68 0.76 0.73 1.16
7 0.95 0.93 0.87 1.09 0.90 1.09 0.96 1.89 0.73 0.73 0.67 1.06
8 0.94 0.95 0.82 1.05 0.92 1.08 0.92 1.57 0.77 0.71 0.60 1.02



Table D3. Ratio of RMSE of Labor Cost Inflation Forecasts of 
Models with to Models without Price Inflation

199Q1-2018Q1 1999Q1-2007Q4 2008Q1-2018Q1
Germany

steps total mfg const serv total mfg const serv total mfg const serv
1 1.04 1.06 1.04 1.01 0.96 0.90 1.04 1.04 1.07 1.08 1.03 0.98
2 1.04 1.10 1.01 1.01 0.89 0.88 0.99 1.05 1.08 1.12 1.00 0.98
3 1.03 1.12 0.99 1.02 0.83 0.89 0.91 1.05 1.09 1.15 0.98 1.00
4 1.03 1.09 0.96 1.01 0.85 0.93 0.81 1.04 1.08 1.11 0.95 1.00
5 1.00 1.05 0.98 1.01 0.84 1.02 0.84 1.03 1.05 1.06 0.96 1.00
6 0.97 1.01 1.04 1.00 0.87 1.06 0.87 1.01 0.96 1.02 1.07 1.00
7 0.96 1.00 1.02 1.00 0.91 1.07 0.82 1.00 0.84 1.00 1.15 1.01
8 0.96 0.99 0.99 1.00 0.99 1.07 0.84 0.98 0.78 0.97 1.16 1.01

France
steps total mfg const serv total mfg const serv total mfg const serv

1 1.00 1.01 1.00 1.02 1.01 0.99 1.00 1.02 1.00 1.01 1.00 1.02
2 1.01 1.00 0.98 1.04 1.01 0.99 1.00 1.04 1.00 1.01 0.97 1.04
3 1.01 0.99 0.97 1.05 1.02 0.97 0.99 1.06 1.01 1.01 0.96 1.04
4 1.01 0.97 0.97 1.06 1.01 0.96 0.99 1.07 1.01 0.99 0.95 1.05
5 1.01 0.97 0.97 1.09 1.01 0.99 1.01 1.10 1.01 0.99 0.94 1.07
6 1.01 1.00 0.97 1.11 1.00 1.05 1.00 1.11 1.02 1.02 0.95 1.12
7 1.01 1.02 0.97 1.12 1.00 1.10 0.99 1.10 1.04 1.05 0.96 1.17
8 1.01 1.02 0.97 1.11 1.00 1.09 0.98 1.09 1.05 1.01 0.97 1.20

Italy
steps total mfg const serv total mfg const serv total mfg const serv

1 0.98 1.04 0.93 1.15 0.96 0.93 0.93 1.12 1.05 1.10 0.92 1.26
2 1.06 1.04 1.00 1.04 1.01 0.90 0.98 1.03 1.26 1.09 1.01 1.14
3 1.13 1.01 1.01 0.90 1.06 0.86 0.97 0.87 1.29 1.05 1.03 0.94
4 1.11 0.98 0.99 0.88 1.04 0.88 0.90 0.86 1.30 1.01 1.03 0.93
5 1.12 0.95 1.02 0.81 1.02 0.93 1.00 0.79 1.39 0.97 1.03 0.87
6 1.14 0.94 0.99 0.77 1.02 1.00 0.99 0.69 1.57 0.92 0.99 0.90
7 1.15 0.96 0.96 0.81 1.07 1.08 0.93 0.77 1.51 0.89 0.96 0.89
8 1.09 0.98 0.97 0.80 1.02 1.10 0.99 0.76 1.32 0.95 0.95 0.93

Spain
steps total mfg const serv total mfg const serv total mfg const serv

1 0.98 0.96 0.93 1.02 1.00 1.00 0.92 0.81 0.98 0.93 0.93 1.08
2 0.94 0.93 0.96 1.02 0.96 0.99 0.92 0.79 0.92 0.88 0.97 1.08
3 0.92 0.90 1.00 0.97 0.96 0.99 0.93 0.71 0.90 0.83 1.02 1.02
4 0.90 0.87 1.03 1.00 0.95 1.00 0.94 0.64 0.88 0.77 1.05 1.06
5 0.88 0.85 1.04 1.00 0.94 1.01 0.94 0.60 0.87 0.77 1.06 1.06
6 0.89 0.84 1.05 1.00 0.95 1.00 0.94 0.60 0.88 0.78 1.08 1.05
7 0.90 0.83 1.04 0.99 0.95 0.99 0.95 0.63 0.89 0.79 1.08 1.04
8 0.91 0.85 1.03 0.98 0.95 0.99 0.97 0.67 0.90 0.82 1.06 1.01



Table D4. Theil’s U of Labor Cost Inflation Forecasts 
Conditional on Observed Path of Price Inflation

199Q1-2018Q1 1999Q1-2007Q4 2008Q1-2018Q1
Germany

steps total mfg const serv total mfg const serv total mfg const serv
1 0.95 0.78 1.02 0.99 1.19 0.98 1.15 1.07 0.86 0.82 0.99 0.90
2 0.95 0.78 1.02 0.98 1.22 0.92 1.16 1.06 0.85 0.83 1.01 0.93
3 0.94 0.77 1.04 0.97 1.20 0.85 1.24 1.04 0.85 0.83 1.00 0.95
4 0.94 0.73 1.07 0.94 1.19 0.80 1.33 0.99 0.85 0.80 0.99 0.95
5 0.94 0.72 1.08 0.95 1.18 0.76 1.47 1.00 0.84 0.78 0.97 0.98
6 0.94 0.71 1.05 0.93 1.12 0.73 1.45 1.01 0.82 0.74 0.90 0.99
7 0.93 0.69 1.05 0.89 1.06 0.77 1.38 0.97 0.82 0.69 0.85 0.99
8 0.92 0.70 1.07 0.85 0.98 0.79 1.32 0.87 0.91 0.69 0.81 1.02

France
steps total mfg const serv total mfg const serv total mfg const serv

1 0.92 1.00 0.88 1.02 0.93 1.03 0.94 1.00 1.00 1.00 0.87 1.12
2 0.93 0.98 0.84 1.00 0.93 1.07 0.96 0.98 0.98 0.97 0.83 1.14
3 0.97 0.96 0.85 0.99 0.95 1.13 0.96 0.96 1.01 0.93 0.86 1.14
4 1.01 0.92 0.86 1.01 0.95 1.14 0.99 0.97 1.04 0.89 0.90 1.12
5 1.05 0.87 0.88 1.04 0.97 1.14 0.99 0.98 1.05 0.82 0.94 1.13
6 1.09 0.81 0.90 1.08 0.98 1.04 1.04 1.00 1.07 0.76 0.97 1.16
7 1.11 0.80 0.92 1.11 0.98 0.95 1.07 1.00 1.10 0.83 0.98 1.26
8 1.05 0.79 0.91 1.09 0.95 0.88 1.08 0.97 1.03 0.89 0.96 1.29

Italy
steps total mfg const serv total mfg const serv total mfg const serv

1 0.72 0.88 1.01 0.64 0.81 0.99 1.05 0.75 0.66 0.81 0.94 0.54
2 0.79 0.83 0.91 0.80 0.87 0.90 0.96 0.86 0.79 0.76 0.81 0.90
3 0.79 0.80 0.88 0.85 0.87 0.85 1.00 0.91 0.79 0.74 0.75 1.06
4 0.71 0.79 0.83 0.77 0.79 0.80 0.99 0.83 0.73 0.71 0.69 0.95
5 0.74 0.80 0.79 0.84 0.81 0.77 0.89 0.89 0.75 0.70 0.65 1.38
6 0.72 0.82 0.80 0.86 0.85 0.72 1.03 0.99 0.66 0.68 0.65 1.14
7 0.69 0.83 0.76 0.81 0.78 0.68 1.00 0.92 0.60 0.64 0.63 1.18
8 0.70 0.83 0.76 0.86 0.80 0.68 0.88 0.95 0.57 0.67 0.65 1.11

Spain
steps total mfg const serv total mfg const serv total mfg const serv

1 1.01 0.99 0.98 0.98 0.97 1.00 1.00 1.01 0.99 1.06 0.99 0.99
2 1.05 0.99 0.97 0.99 1.03 1.09 1.08 1.01 1.02 1.02 0.99 0.99
3 1.04 0.94 0.92 0.99 1.11 1.04 1.05 1.02 1.01 0.94 0.98 0.99
4 1.03 0.90 0.89 0.96 1.16 0.95 1.08 1.02 1.01 0.87 0.98 0.99
5 1.03 0.84 0.86 0.95 1.22 0.83 1.10 1.01 0.99 0.79 0.94 0.99
6 1.01 0.82 0.82 0.94 1.21 0.77 1.11 1.00 0.95 0.70 0.89 0.98
7 1.02 0.83 0.81 0.93 1.22 0.75 1.12 0.98 0.95 0.71 0.84 0.98
8 1.02 0.86 0.81 0.93 1.28 0.83 1.09 0.97 0.93 0.72 0.80 0.97



APPENDIX E

Labor-Share Developments

Figure E1. Labor Share across Countries and Sectors
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Source: Authors’ calculations based on Organization for Economic and Co-operation and Development (OECD) data.
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APPENDIX G

VAR-based Analysis: Impulse Response from Choleski 
Orthogonalization —Implications for the Markup

Figure G1. Choleski Decomposition-based Passthrough from 
Labor Cost to Price-cost Markup

Germany: Total economy
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Figure G1. (continued)

Italy: Total economy
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Source: Authors’ calculations. The price-cost markup is calculated as the difference between the impulse response 
of price inflation to a shock to labor cost inflation.
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APPENDIX L

SVAR with Sign Restrictions: Impulse Response 
Functions

Figure L1. Impulse Response Functions for the Total 
Economy
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Figure L1. (continued)
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Figure L1. (continued)
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APPENDIX M

Sign-Restricted SVAR: Historical Contributions

Figure M1. The Contribution of Demand Shocks to Price and 
Labor Cost Inflation
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Sample period: 1985Q1–2018Q1.



Figure M2. The contribution of supply shocks to price and 
labor cost inflation
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APPENDIX N

The Derivation of the Counterfactual IRFs

Consider the following VAR(1)59 :

 (1)

where Yt is the vector of endogenous variables, A0, A1  the matrices of 
contemporaneous and lag coefficients, respectively and t are structural 
shocks.

 (2)

 (3)

A simple way to calculate IRFs is to iterate starting with t = 0.

 (4)

 (5)

 (6)

 (7)

The IRF of variable i following a certain shock j at period h( )  
is achieved by setting 0 = ej , where ej is an identification column vector 
with 1 on the j-th position and zero otherwise.

We choose variable i* for which the counterfactual responses to 
shock j are set to zero.

In order to offset the IRF of variable i* to shock j, we produce a set 
of counterfactual shocks ( t). We set:

 (8)

where ej is a column vector with 1 on the l position and zero otherwise 
and n is the number of structural shocks.

59. Lag 1 was selected for illustration purposes, the formulas derived for the 
counterfactual IRFs also hold in the general VAR(p) case.



142 Elena Bobeica, Matteo Ciccarelli, and Isabel Vansteenkiste 

At this point we depart from similar approaches. For example, 
if the VAR is identified using a Choleski framework, the impact 
of shock j on variable i* is offset by modifying only the shock 
corresponding to variable i* in the recursive identification scheme. 
As in the sign restriction framework each identified structural shock 
can impact instantaneously all endogenous variables, in deriving 
the counterfactual IRFs we assume that all the structural shocks 
contribute to the offset. One assumption we make in order to ensure 
determinacy is that the shocks have an equal contribution in offsetting 
the impact of shock j on variable i*.60

 (9)

. (10)

We determine  such that  for all periods 
, where i* is the variable whose IRF is being shut down.

 (11)

. (12)

The counterfactual IRF of variable i to shock j at the moment 0 
is :

 (13)

but , therefore:

. (14)

Notation:  (the sum for the period h of all IRFs 
of variable i to all other shocks).

60. In this approach the combination of structural shocks that is constructed to 
offset the response of variable i* to structural shock j also impacts instantaneously all 
the other variables. This is consistent with assuming the existence of instantaneous 
effects, but it may be argued that this instantaneous impact contribute to the difference 
between the unrestricted and the counterfactual IRFs. We checked therefore an 
alternative way of constructing the counterfactual IRFs, in which each structural 
shock can have a different contribution to the offsetting (relaxing the equal weights 
assumption). The resulting system is identified assuming that the counterfactual shock 
impacts instantaneously only variable i*. The results are qualitatively similar as in 
the baseline approach.
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 (15)

 (16)
 

 (17)

 (18)

 (19)

 . (20)

In general:

 (21)

 . (22)

As shown in equation 21 for the case of i = i*, for a given variable 
i the counterfactual IRF61 is the following:

. (23)

61. The derivation of counterfactual IRFs follows the same principles when setting 
the difference between the IRF of wages and of productivity to zero after a structural 
shock j. Additionally, we assume that the two IRFs contribute equally to setting this 
difference to zero and the weight of shock j is allowed to vary from that of other shocks 
contributing to the offsetting.



APPENDIX O

Unrestricted and Counterfactual IRFs in the Two-
Shock VAR

Figure O1. Impulse response functions for the total economy
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APPENDIX P

The Response of Margins after a Demand and after a 
Supply Shock

Figure P1. The cumulated response of margins for the total 
economy
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APPENDIX Q

Unrestricted and Counterfactual IRFs in the Four-
Shock VAR

Figure Q1. Impulse response functions for the total economy
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Figure Q2. Impulse response functions for the total economy
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APPENDIX R

Results Based on a Five-Shock VAR

Table R1. The Five-Shock VAR: Identification Scheme

Variables Shocks

Demand Supply Labor 
supply

Wage 
mark-up

Monetary 
pol Other

Real value added + + + + + •
Prices + - - - + •
Wages + + - - + •
Productivity + + • • • •
Unemployment rate - • + - - •
Spread + • • • - •

Source: Authors’ calculations. 
Notes: • = unconstrained, + = positive sign, - = negative sign

Figure R1. Amplification of price inflation response due to 
the labor cost channel in the five-shock

VAR
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Note: This chart indicates, in blue, the quarters following a certain shock where the median counterfactual IRF lies 
outside the 68 percent posterior uncertainty band of the unrestricted IRF.
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HAS THE U.S. WAGE PHILLIPS CURVE 
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The deep and prolonged recession triggered by the global financial 
crisis of 2007–2009 led to a large increase in the unemployment rate in 
most advanced economies. Ten years later, at the time of writing this 
paper, the recession has long ended, and the subsequent recoveries 
have brought the unemployment rate to levels close to, and in some 
cases even below, those at the peak of the previous expansion. In 
the U.S., the unemployment rate increased from 4.4 percent in May 
2007 to 10 percent in November 2009. Since that peak was attained, 
the unemployment rate has decreased, albeit at a slower pace than 
in earlier recoveries, down to its current level below 4 percent. Both 
movements represent, respectively, the largest increase and the 
largest decrease in the unemployment rate experienced by the U.S. 
economy during the postwar period. Despite those wide and persistent 
fluctuations in unemployment, inflation has remained surprisingly 
stable during the same period, as illustrated in figure 1. The previous 
phenomenon, often referred to in the literature as the “twin puzzle,” 
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appears to be robust to the measure of inflation and economic slack 
used,1 and has also been observed in other advanced economies.2

Not surprisingly, central banks around the world have sounded the 
alarm in the face of that development, and with good reason.3 For one, 
a flattening of the Phillips curve implies a larger sacrifice ratio and the 
need for more extreme policy measures in order to eliminate deviations 
of inflation from target. Furthermore, an outright decoupling of inflation 
from indicators of economic slack would call into question the inflation 
targeting framework widely adopted by central banks over the past 
decades, since that framework hinges critically on the existence of a 
positive relation between inflation and the level of economic activity. This 
is because it is only through its ability to influence the latter through 
an appropriate setting of the interest rate and other policy instruments 
that central banks can aim at controlling inflation.

In the present paper we revisit a key link of the relation between 
prices and economic activity, namely, the relation between wage 
inflation and unemployment. This empirical relation, which was the 
focus of Phillips's original work (Phillips (1958)), is widely perceived to 
be at the heart of the “twin puzzle.” In particular, the failure of wage 
inflation to respond sufficiently to the tightening of the labour market 
in recent years is generally viewed as one of the main factors behind 
the extremely accommodating monetary policies at central banks, like 
the Federal Reserve or the ECB. Figure 2 shows a scatterplot of wage 
inflation and the unemployment rate to illustrate that phenomenon. We 
use quarterly data for the period 1964Q1–2017Q4.4 As discussed in Galí 
(2011a), the absence of a clear inverse relation between the two variables 
over the full sample period can be attributed to the large changes in 
mean price inflation experienced by the U.S. economy in the ’70s (“the 
Great Inflation”) and in the early ’80s (the Volcker disinflation). When 
we restrict ourselves to the ‘60s and the Great Moderation period, a 
clear negative relation between the two variables becomes noticeable. 
Interestingly, that relation can be seen to become nearly flat in the years 
of the financial crisis and the subsequent recovery, in a way analogous 
to the "twin puzzle" phenomenon for price inflation.

1. See Stock and Watson (2018), Coibion and Gorodnichenko (2015), and Daly and 
Hobijn (2014) for U.S. evidence and possible interpretations

2. See Ciccarelli and Osbat (2017) for euro-area evidence. 
3. See Constancio (2017).
4. The wage inflation measure is the (centered) year-on-year change in the (log) 

average hourly earnings of production and nonsupervisory workers in the private sector, 
from the Establishment Survey.
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Figure 1. Unemployment and Price Inflation
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Figure 2. The U.S. Wage Phillips Curve
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In the present paper, we seek to accomplish two tasks. First 
we document changes in the U.S. wage Phillips curve by using 
simple reduced-form regressions. Secondly, and after discussing the 
limitations of such a reduced-form approach, we report estimates of a 
conditional wage Phillips curve, based on a structural decomposition 
of wage, price, and unemployment data generated by a VAR with 
time-varying coefficients and identified by a combination of long-run 
and sign restrictions.
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Our main findings can be summarized as follows. First, our 
reduced-form estimates point to a substantial decline in the estimated 
coefficients on both lagged inflation and unemployment in the U.S. 
wage Phillips curve. Secondly, our estimates of conditional wage 
Phillips curves display similar qualitative results, thus suggesting that 
the reduced form evidence is not driven by endogeneity problems or 
possible changes in the relative importance of wage-markup shocks. 
The conditional evidence, however, suggests that actual changes in 
the slope of the wage Phillips curve may not have been as large as 
implied by the unconditional estimates. Finally, we show that the 
reduced sensitivity of wage inflation to unemployment is also reflected 
in the estimated changes in a dynamic-multiplier statistic relating the 
time-varying joint responses of wage inflation and unemployment to 
both demand and monetary-policy shocks.

The paper is organized as follows. Section 1 describes the reduced-
form estimates of a wage Phillips curve and discusses some of its 
limitations. Section 2 presents our structural vector autoregressive 
(VAR) model and describes the “semi-structural” evidence based on 
it. Section 3 concludes.

1. WAGE INFLATION AND UNEMPLOYMENT: REDUCED-FORM 
EVIDENCE

In the present section we provide some reduced-form evidence on 
the changing relation between wage inflation and the unemployment 
rate in the U.S. economy. The starting point of our empirical analysis 
is the estimation of a baseline wage inflation Phillips curve given by:

 (1)

where t
w  400(wt – wt–1) is (annualized) quarterly wage inflation 

(with wt denoting the log nominal wage),  is a measure of price 
inflation (also annualized), and ut is the unemployment rate. A 
specification similar to (1) has often been proposed and used in 
empirical applications.5

Table 1A reports the OLS estimates of the coefficients on lagged 
inflation and the unemployment rate in (1) for different sample periods, 
using our baseline specification. We use average hourly earnings of 

5. See Blanchard and Katz (1999).



153Has the U.S. Wage Phillips Curve Flattened?

production and nonsupervisory workers in the private sector from the 
Establishment Survey to construct our wage inflation measure. Our 
baseline price inflation measure is the (annualized) quarterly rate of 
change in the GDP deflator. The civilian unemployment rate is our 
measure of unemployment. We take 2017Q2, which corresponds to 
the trough in the unemployment rate, to be the cutoff date splitting 
the two sample periods.

Several observations stand out. First, for the sample period before 
the financial crisis, the coefficients on both lagged inflation and 
unemployment are highly significant and with the expected sign. In 
particular, the estimated slope coefficient suggests that an increase 
of 1 percentage point in the unemployment rate is associated with 
a reduction of (annualized) wage inflation of about 30 basis points, 
given price inflation.

We uncover substantial changes within the precrisis sample 
period, however. Thus, in the 1986Q1-2007Q2 subsample (roughly 
corresponding to the Great Moderation), the estimated inflation 
coefficient becomes much smaller (though still significant), while the 
negative effect of unemployment on wage inflation is estimated to be 
about twice as large (and significantly different from the pre-86 period, 
as reflected in the p-value reported).

Table 1A. Empirical Wage Phillips Curves

Earnings, GDP deflator (Q)

t
p
–1 ut R2

Precrisis

1964Q1-2007Q2 0.67 -0.29 0.57

(0.04) (0.07)

1986Q1-2007Q2 0.17 -0.58 0.45

(0.07) (0.07)

p-value 0.003 0.016

Crisis and recovery

2007Q3-2017Q4 0.01 -0.11 0.10

(0.12) (0.04)

p-value 1 0.002 0.102

p-value 2 0.056 0.001

Source: Authors’ calculations.
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Our estimates for the period of crisis and the subsequent recovery, 
shown in the bottom panel of the table, point to a large decline in the 
sensitivity of wage inflation to the unemployment rate, though the 
coefficient on the latter still remains significant. While the test of 
equality of that coefficient between the full precrisis and the post-crisis 
samples can only reject that hypothesis at the 10 percent level (see 
p-value 1), the equality with the “late” precrisis period is rejected with 
very low p-values (see p-value 2). In addition, it is worth noting that the 
estimated coefficient on lagged inflation becomes insignificant in the 
more recent subsample period, thus suggesting a further decline in the 
importance of price indexation in wage setting over the past decade.6

Figure 3A. Unemployment Coefficient  
(unconditional estimate)
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Figure 3B. Inflation Coefficient 
(unconditional estimate)
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6. The finding of a reduced importance of lagged inflation since the 1980s is 
consistent with Blanchard (2016)’s estimates of price inflation Phillips curves.
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Figures 3A and 3B show the time-varying estimates of  and, 
respectively, based on a rolling OLS regression with a 32-observation 
window. The estimates illustrate, in a flexible way, the evidence 
reported earlier, namely, the consecutive steepening (during the 
Great Moderation) and flattening (during the financial crisis and its 
aftermath) of the wage Phillips curve in the U.S., as well as the seeming 
irrelevance of lagged price inflation since the mid-1980s.

The qualitative findings discussed above are, for the most part, 
robust to alternative specifications of equation (1), as shown in tables 
1B (using CPI inflation), 1C (using lagged unemployment), and 1D 
(using year-on-year lagged price inflation).

Table 1B. Empirical Wage Phillips Curves

Earnings, CPI (Q)

t
p
–1 ut R2

Precrisis

1964Q1-2007Q2 0.45 -0.16 0.42

(0.04) (0.08)

1986Q1-2007Q2 0.09 -0.57 0.45

(0.04) (0.07)

p-value 0.001 0.021

Crisis and recovery

2007Q3-2017Q4 0.05 -0.11 0.14

(0.04) (0.05)

p-value 1 0.001 0.56

p-value 2 0.243 0.001

Source: Authors’ calculations.
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Table 1C. Empirical Wage Phillips Curves

Earnings, GDP deflator (Q), lagged unemployment

t
p
–1 ut–1 R2

Precrisis

1964Q1-2007Q2 0.65 -0.22 0.55

(0.04) (0.07)

1986Q1-2007Q2 0.16 -0.56 0.43

(0.07) (0.07)

p-value 0.014 0.367

Crisis and recovery

2007Q3-2017Q4 0.01 -0.15 0.18

(0.11) (0.05)

p-value 1 0.002 0.34

p-value 2 0.020 0.001

Source: Authors’ calculations.

Table 1D. Empirical Wage Phillips Curves

Earnings, GDP deflator (YOY)

t
p
–1 ut R2

Precrisis

1964Q1-2007Q2 0.80 -0.49 0.63

(0.04) (0.06)

1986Q1-2007Q2 0.25 -0.61 0.47

(0.08) (0.07)

p-value 0.045 0.028

Crisis and recovery

2007Q3-2017Q4 0.03 -0.11 0.10

(0.19) (0.05)

p-value 1 0.015 0.001

p-value 2 0.045 0.001

Source: Authors’ calculations.
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1.1 Shortcomings

The evidence reported above, based on OLS estimates of  
equation (1), has several shortcomings as a measure of the sensitivity  
of wage inflation to variations in unemployment. Firstly, the  
specification of (1), while frequently found in textbooks and empirical 
applications, is generally viewed as being largely ad-hoc. In appendix 
A.1 we provide some possible microfoundations for such a specification 
based on the staggered wage-setting model of Erceg and others 
(2000) augmented with partial indexation to (lagged) price inflation 
and reformulated in terms of unemployment, as in Galí (2011a). The 
resulting microfounded wage equation takes the form:

where , , , and  are functions of structural parameters, and 
 represents exogenous fluctuations in the natural wage markup.7

Under the previous microfounded interpretation, the assumption 
of orthogonality between the right-hand side variables and the 
disturbance term in (1) that would justify the use of OLS is unlikely 
to be satisfied in practice. Estimated dynamic stochastic general 
equilibrium (DSGE) models suggest that natural wage-markup shocks 
are far from negligible sources of macro fluctuations. In particular they 
have significant effects on both price inflation and unemployment.8  

The latter observation suggests that reduced-form OLS estimates of 
 and would likely be inconsistent. Furthermore, changes over time 

in the volatility of wage-markup shocks could be a source of spurious 
changes in the OLS estimates of those coefficients across subsample 
periods, thus giving a misleading impression of a “structural change” 
in the response of wage inflation to unemployment.

Below we propose and implement an empirical framework that 
aims at assessing possible changes in the responsiveness of wage 
inflation to unemployment in a way that overcomes (at least in 
principle) some of the previous limitations of unconditional reduced-
form estimates of the wage Phillips curve.

7. The natural wage markup is the gap between the average real wage and the 
marginal rate of substitution that would prevail under flexible wages.

8. See Smets and Wouters (2007), and Galí and others (2012).
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2. WAGE INFLATION AND UNEMPLOYMENT:  
SEMI-STRUCTURAL EVIDENCE

In the present section we describe our empirical approach to 
identifying the different components of unemployment, wage inflation, 
and price inflation, based on a structural vector autoregressive model 
with time-varying coefficients (TVC-SVAR). Our empirical model 
provides a flexible specification which allows for structural changes 
in the relation between wage inflation and unemployment, as well as 
other structural changes that the U.S. economy may have experienced 
over the sample period considered.9 In addition, our framework 
makes it possible to overcome the potential endogeneity problem 
discussed above. More generally, our approach allows us to estimate 
the joint dynamics of wage inflation and unemployment in response 
to monetary-policy interventions, and to uncover any changes over 
time in those dynamics.

2.1 Empirical Model

Let xt = [ (yt – nt), t
w, t

p, ut, it
L] where yt is (log) GDP, nt denotes 

(log) hours of all persons in the nonfarm business sector, and it
L

 is the 
yield on 10-year government bonds. Price inflation and wage inflation,  

t
w and t

p, are now defined as quarterly (log) first-differences of wage 
earnings of production and nonsupervisory workers and of the GDP 
deflator, respectively, i.e. t

w  wt – wt–1 and t
p  pt – pt–1. As above, ut 

denotes the civilian unemployment rate. We use a long-term yield to 
avoid problems related to the binding zero lower bound at the end of our 
sample. All data are quarterly. The sample period is 1964Q1-2017Q4.

We assume the existence of a TVC-VAR representation

 (2)

where A 0,t is a vector of time-varying intercepts, A i,t, for i = 1,…,p are 
matrices of time-varying coefficients, and ut is a Gaussian white-noise 
vector process with time-varying covariance matrix t. We assume 

9. These may include the change in the cyclical behaviour of productivity 
emphasized in Galí and Gambetti (2009), or the change in monetary policy starting 
with Paul Volcker’s tenure at the Fed; see Clarida and others (2000).
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the reduced-form innovations ut are a (possibly time-varying) linear 
transformation of the underlying structural shocks t given by

ut  Qt t (3)

where  It follows 
that QtQ't = t. As described in the appendix, our approach assumes  
all the time-varying coefficients follow random walks with independent 
innovations.

Estimation is carried out as in Del Negro and Primiceri (2013).10 

Estimates of (2) can be used to obtain the (local) reduced-form moving 
average (MA) representation:

xt = t + Bt(L) ut.

Equation (3) can then be used to recover the structural (local) 
TVC-MA representation:

xt = t + Ct(L) ut.

where Ct (L) = Bt (L)Qt, and where xt
i
 
j = Ct

i
 
j (L) t

j represents the 
component of the ith variable associated with the jth shock. 
Determination of Qt requires a set of assumptions to identify the 
different shocks (i.e. the different elements of t) driving fluctuations 
in xt.

We identify technology shocks, following Galí (1999), as the only 
shocks in vector t to have a long-run effect on labour productivity, 
implemented by imposing Ct

1 j (1) = 0 for all t and j = 2,3,4,5. In addition 
to a technology shock, we assume the existence of four additional 
shocks typically found in estimated DSGE models: (non-monetary) 
demand shocks, monetary-policy shocks, price-markup shocks, and 
wage-markup shocks. By construction, those four shocks are restricted 
to have only transitory effects on labour productivity. We disentangle 
them through restrictions on the sign of their implied comovements 
between certain variables over a four-quarter horizon after each 
shock.11 Our sign restrictions are motivated by the predictions of the 

10. We refer the reader to Galí and Gambetti (2014) for details.
11. The use of sign restrictions for identification purposes in structural VARs was 

pioneered by Uhlig (2005).
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estimated medium-scale New Keynesian model with unemployment 
in Galí and others (2012).12 Here are our short-run sign restrictions:

• Demand shocks (to be understood as non-monetary) are assumed 
to generate a positive comovement among yt, t

p, and it
L.

• Monetary-policy shocks imply a positive comovement between 
yt and t

p, but a negative comovement between each of those variables 
and it

L.
• Price-markup shocks are identified as the only source of 

fluctuations that generates a positive comovement between t
p
 and 

the price markup t
p  ( yt – nt) – ( wt – pt).

• Wage-markup shocks are assumed to be the only structural 
disturbances that generate a positive comovement between t

w
 and 

the unemployment rate ut, with the latter variable interpreted as a 
proxy for the wage markup, following Galí (2011a, 2011b).

Table 2 summarizes our identification strategy in a compact way.

Table 2. Identification

yt – nt t
w ut t

p
t
p it

L

Technology

Demand 0∞ + - + - +

Monetary policy 0∞ + - + - -

Price markup 0∞ +/- -/+ + +

Wage markup 0∞ + + +/- -/+

Source: Authors’ calculations.

12. That model is itself an extension of those in Smets and Wouters (2007) that 
introduces an explicit relation between the unemployment rate and the wage markup 
discussed in Galí (2011b).
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2.2 Conditional Wage Phillips Curves

The next step in our approach consists in re-estimating the wage 
Phillips curve (1) using the time series for wage inflation, price 
inflation and unemployment, purged of the component associated 
with wage-markup shocks obtained using the TVC-SVAR described 
above. To the extent that the error term in (1) captures fluctuations 
in wage-markup shocks, the estimation of such a conditional wage 
Phillips curve should overcome any bias resulting from the correlation 
between the error term and the regressors.13

Table 3A reports estimates of coefficients and  in (1) for different 
sample periods, using the non-wage-markup components of the three 
variables involved. As in our TVC-SVAR specification, price inflation 
is measured as the log first-difference of the GDP deflator. As in our 
baseline estimates of (1), we annualize both inflation variables before 
applying OLS. The estimates for the full precrisis period point to a 
smaller price inflation coefficient (0.32) and a larger (in absolute terms) 
unemployment coefficient (0.55) than the “unconditional” estimates of 
Table 1A. Interestingly, when we now restrict ourselves to the Great 
Moderation period, we still get a smaller inflation coefficient and 
larger unemployment coefficient than in the full precrisis period, but 
now the differences in the estimated coefficients are much smaller 
(and in the case of the inflation coefficient, statistically insignificant). 
When we turn to the crisis and recovery period, we obtain estimates 
of the inflation and unemployment coefficients that are smaller (in 
absolute value) than in the precrisis period. As in our unconditional 
estimates of table 1A for this period, the coefficient on lagged inflation 
is now insignificant. The estimated coefficient on unemployment is 
significantly smaller (in absolute value) than in the precrisis period, 
though more than twice as large as its unconditional counterpart.

Figures 4A and 4B report time-varying estimates of  and 
respectively, based on rolling OLS regressions with a 32-observation 
window, applied to the non-wage-markup components of the time series 
involved. Note that, relative to figures 3A and 3B, and consistent with 
the evidence just discussed, the coefficient on unemployment appears 
to be more stable over time, and to experience a smaller decline in 
recent years. On the other hand, the conditional rolling estimates 

13. Our approach is similar in spirit to that of Barnichon and Mesters (2018a), 
who estimate a New Keynesian Phillips curve for price inflation by using current and 
lagged monetary-policy shocks as instruments.
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of the inflation coefficient display a pattern which is very similar to 
their unconditional counterparts, though with slightly lower values 
in the 1980s.

The previous qualitative findings are largely robust to alternative 
specifications of conditional wage Phillips curves, as shown in tables 
3B (using lagged unemployment) and 3C (using year-on-year lagged 
price inflation). An exception to this similarity is given by the estimates 
of the coefficient on lagged year-on-year inflation in table 3C, which 
do not appear to vary significantly across sample periods.

Figure 4A. Unemployment Coefficient (conditional estimate) 
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Figure 4B. Inflation Coefficient (conditional estimate) 
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Table 3A. Conditional Wage Phillips Curves

Earnings, GDP deflator (YOY)

t
p
–1 ut R2

Precrisis

1964Q1-2007Q2 0.32 -0.55 0.39

(0.04) (0.07)

1986Q1-2007Q2 0.21 -0.74 0.64

(0.05) (0.06)

p-value 0.226 0.019

Crisis and recovery

2007Q3-2017Q4 0.07 -0.29 0.10

(0.09) (0.05)

p-value 1 0.24 0.04

p-value 2 0.36 0.001

Source: Authors’ calculations.

Table 3B. Conditional Wage Phillips Curves

Earnings, GDP deflator (Q), lagged unemployment

t
p
–1 ut–1 R2

Precrisis

1964Q1-2007Q2 0.31 -0.40 0.31

(0.05) (0.00)

1986Q1-2007Q2 0.20 -0.70 0.44

(0.06) (0.07)

p-value 0.199 0.009

Crisis and recovery

2007Q3-2017Q4 0.07 -0.32 0.56

(0.08) (0.05)

p-value 1 0.28 0.46

p-value 2 0.34 0.001

Source: Authors’ calculations.
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Table 3C. Empirical Wage Phillips Curves

Earnings, GDP deflator (YOY)

t
p
–1 ut R2

Precrisis

1964Q1-2007Q2 0.43 -0.65 0.47

(0.05) (0.07)

1986Q1-2007Q2 0.33 -0.76 0.68

(0.06) (0.06)

p-value 0.420 0.026

Crisis and recovery

2007Q3-2017Q4 0.32 -0.23 0.57

(0.12) (0.05)

p-value 1 0.665 0.001

p-value 2 0.96 0.001

Source: Authors’ calculations.

2.3 Conditional Dynamic Multipliers

The empirical approach described in the previous subsection 
should in principle overcome one of the shortcomings of the reduced-
form evidence, namely, the potential biases in the OLS estimates of  
equation (1) resulting from the endogeneity of unemployment and 
inflation with respect to wage-markup shocks. Yet, the estimates of 
conditional wage Phillips curves are still subject to another important 
caveat, namely, the ad-hoc specification of (1). In the present subsection 
we uncover possible changes over time in the relation between 
unemployment and wage inflation without the straitjacket of any 
assumed functional relation between the two variables. Instead, we 
focus on the estimated impulse responses generated by our TVC-SVAR 
and trace the evolution over time of the dynamic wage inflation–
unemployment multiplier, defined as a ratio of the cumulative impulse 
responses of those two variables to a given shock t

i at different horizons:
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for K = 0,1,2,…,8. A similar impulse response-based statistic was 
originally proposed and implemented in Barnichon and Mesters 
(2018b) in order to measure the sensitivity of price inflation to different 
slack measures, using a constant coefficient SVAR.

Figure 5A displays the evolution of the above dynamic multiplier 
conditional on monetary-policy shocks. As expected, the multiplier 
is always negative, suggesting that a monetary shock tends to move 
wage inflation and unemployment in opposite directions. We also see 
that its absolute value declines with the horizon, thus suggesting 
a more persistent effect of the shock on unemployment than on 
wage inflation. More interestingly, however, the (absolute) size of 
the multiplier appears to decrease over time. This is true at all the 
horizons considered (up to eight quarters) but particularly so at the 
shortest horizons. Thus, in the early part of the sample, we see how an 
expansionary monetary-policy shock that drives the unemployment 
rate down by one percentage point, simultaneously raises (quarterly) 
wage inflation by about 3 percentage points, thus implying a multiplier 
of 3. This short-run multiplier decreases over time in absolute value 
to a level close to 1. This finding is consistent with the evidence 
in previous sections pointing to a more muted response of wage 
inflation to fluctuations in unemployment. In contrast with that 
evidence, however, the present estimates suggest that such a change 
in responsiveness has been quite gradual, having started well before 
the financial crisis.

Figure 5B displays analogous evidence for (non-monetary) demand 
shocks. Many of the qualitative patterns observed in figure 5A are also 
present here, including the gradual decline in the (absolute) size of 
the estimated multiplier at all horizons. A different picture, however, 
emerges in figure 5C, which displays the dynamic multiplier for price-
markup shocks and which does not suggest any major changes over 
time.

The above evidence rules out a change in the relative importance 
of different shocks as the main or only source of any reduction in the 
sensitivity of wage inflation to unemployment fluctuations: a change 
in that relation appears to have occurred even when conditional on 
specific shocks. Unfortunately, our approach cannot shed direct light 
on the nature of the structural change(s) that may underlie the lower 
conditional dynamic multipliers. A greater decoupling of wage inflation 
from price inflation, possibly due to a stronger anchoring of inflation 
expectations associated with the adoption of a price stability-oriented 
monetary policy, and captured in our estimates of the wage Phillips 
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curve (both conditional and unconditional) would limit the so-called 
second round effects on wage inflation and dampen the response of 
the latter variable to any given variation in the unemployment rate, 
thereby providing a possible explanation to the evidence above.14

Figure 5A. Dynamic Multiplier: Monetary-Policy Shocks 
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Figure 5B. Dynamic Multiplier: Demand Shocks
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Source: Authors’ calculations.

14. Blanchard and Galí (2009) point to that mechanism as an explanation of the 
smaller macroeconomics effects of oil price shocks in the 2000s relative to the 1970s.
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Figure 5C. Dynamic Multiplier: Price-Markup Shocks 
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3. CONCLUSIONS

We have started the present paper by documenting the changes in 
the wage Phillips curve, using simple reduced-form regressions applied 
to aggregate U.S. data. In particular, we have provided evidence of a 
substantial decline in the estimated coefficients on both lagged inflation 
and unemployment in our wage Phillips curve. We have also provided 
estimates of conditional wage Phillips curves, based on a structural 
decomposition of wage, price, and unemployment data generated by 
a VAR with time-varying coefficients identified by a combination of 
long-run and sign restrictions. Our estimated conditional wage Phillips 
curves show that most qualitative findings from the reduced-form 
evidence are not driven by endogeneity problems or possible changes 
in the relative importance of shocks, though such factors may have led 
unconditional reduced-form estimates to overstate some of the actual 
changes. Finally, we have shown that the reduced sensitivity of wage 
inflation to unemployment is also reflected in the estimated changes 
in a dynamic-multiplier statistic, based on the estimated time-varying 
impulse responses to monetary-policy and demand shocks.

We draw two main conclusions from our findings. Firstly, we 
confirm the existence of a growing disconnect between wage inflation 
and unemployment. Secondly, more research is needed in order to 
understand the nature of that phenomenon.
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APPENDIX

A.1 Some Microfoundations for the Wage Phillips 
Curve

In this appendix we sketch how one may derive our wage Phillips 
curve from a microfounded model. As shown in Galí (2011a, 2011b), 
the aggregation of wage decisions by monopolistically competitive 
unions reoptimizing the nominal wage with a constant probability 
every period and with partial indexation to a measure of lagged price 
inflation  in case of no reoptimization implies the following relation 
between wage inflation and the wage-markup gap , i.e. the gap 
between the average wage markup , and the natural (or flexible 
wage) wage markup, 

where . Assuming  one can 
write:

In addition, and as shown in Galí (2011a, 2011b), the following 
relation between the average wage markup and the unemployment 
rate obtains:

Combining both relations one can derive

where a “hat” represents deviations from an assumed constant mean. 
Note that the previous specification is consistent with the estimated 
wage Phillips curve (1), with the error term in the latter capturing 
exogenous fluctuations in the natural wage markup.
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A.2 Specification and Estimation of the Empirical 
Model

Let  where  and vec( ) is the column 
stacking operator. We assume t evolves over time according to the 
following equation:

t = t–1 + t (4)

where t is Gaussian white-noise vector process with covariance 
matrix .

Time variation of t is modelled as follows. Let t = Ft Dt F't where  
Ft is lower triangular, with 1s on the main diagonal, and Dt a diagonal 
matrix. The vector containing the diagonal elements of Dt

1/2, denoted 
by t, is assumed to evolve according to the process

 (5)

Moreover, let i,t denote the column vector with the non-zero 
elements of the (i + 1)-th row of Ft

–1. We assume

 (6)

where t and i,t are Gaussian white-noise vector processes with zero 
mean and (constant) covariance matrices  and i, respectively. We 
further assume that i,t is independent of j,t for all j ≠ i , and that t,  

t, t, and i,t (for all i) are mutually independent.

Priors Specification

We make the following assumptions about prior distributions:
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where W(S,d) denotes a Wishart distribution with scale matrix S 
and degrees of freedom d and In is a n × n identity matrix, with n the 
number of variables in the VAR.

We use a time invariant VAR for xt estimated by using the first 
 = 64 observations to calibrate prior means and variances.  and V  

are set equal to the OLS estimates. Let  be the covariance matrix 
of the residuals ut of the initial time-invariant VAR. We apply the 
decomposition FDF' and set log 0 equal to the log of the diagonal 
elements of D1/2.  i is set equal to the OLS estimates of the coefficients 
of the regression of ui+1,t the i + 1-th element of ut, on –u1, t , …, –ui,t 
and V i equal to the estimated variances. 

The scale matrices are parametrized as follows:  
 The degrees of freedom  and  are set 

equal to the number of rows  –1 and In plus one respectively while 

 is i + 1 for i = 1,…, n– 1. Finally 1 = 0.0002, 2 = 0.01, and 3 = 0.01.

Gibbs sampling algorithm

The Gibbs sampling algorithm is identical to that described in 
the online appendix of Galí and Gambetti (2014). We use all the data 
points available from 1964:Q2 to 2017:Q4. We draw 50000 realizations, 
discard the first 40000, and then take 1 out of 10 draws, therefore 
collecting a total of 1000 realizations.
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The Phillips curve—the relationship between price inflation 
and fluctuations in economic activity— is a central building block 
of economic models that allow for nominal rigidities and are relied 
upon by central banks around the world to gauge cyclical inflationary 
pressures and forecast inflation. The lack of deflationary pressures 
during the Great Recession and, more recently, the apparent lack 
of inflationary pressures during the recovery have brought into the 
forefront the question of whether this relationship still exists in the 
data.1 More generally, the fact that inflation appears to have become 
less responsive to fluctuations in economic activity during the past 
couple of decades has been documented for the United States by 
Atkeson and Ohanian (2001), Roberts (2006), Mavroeidis and others 
(2001), and Blanchard (2016). This flattening of the Phillips curve 
appears to have occurred in other advanced economies as well;  

We are grateful to Kimberly Bayard for her expert help with the industry-level 
industrial production data. We also thank Larry Ball, Mark Watson, Eduardo Zilberman 
(our discussant), Kurt Lewis, and conference participants for numerous helpful 
comments and suggestions. Tyler Pike and Gerardo Sanz-Maldonado provided excellent 
research assistance. The views expressed in this chapter are solely the responsibility 
of the authors and should not be interpreted as reflecting the views of the Board of 
Governors of the Federal Reserve System or of anyone else associated with the Federal 
Reserve System. 

1. Recent work that studies the unusual inflation dynamics during the Great 
Recession and its aftermath in the United States and other advanced economies includes 
Stock and Watson (2010b), Ball and Mazumder (2011, 2018), Gordon (2013), Friedrich 
(2016), Berganza and others (2016), Miles and others (2017), Blanchard (2018), and 
Stock and Watson (2018).

Changing Inflation Dynamics, Evolving Monetary Policy edited by Gonzalo Castex, 
Jordi Galí, and Diego Saravia, Santiago, Chile. © 2020 Central Bank of Chile.
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see Beaudry and Doyle (2000) for Canada, and Kuttner and Robinson 
(2010) for Australia, for example.

Reasons for the apparent attenuation of the relationship between 
inflation and resource utilization are often linked to the rise in 
globalization and an associated increase in the cross-border movement 
of goods, services, technology, labor, and capital since the 1990s.2 

The resulting greater openness of national economies implies that a 
greater share of an increase in domestic demand is satisfied through 
imports, rather than domestic production. In turn, this implies that 
changes in the domestic output gap will have a smaller effect on 
domestic marginal costs, thereby reducing the responsiveness of 
domestic inflation to fluctuations in domestic economic slack, while 
increasing the sensitivity of domestic inflation to foreign economic 
slack. Increased international trade also gives rise to a common 
component for inputs such as commodities, thus implying that local 
costs—and hence prices—become less sensitive to domestic economic 
conditions. Increased openness of labor markets is another factor that 
attenuates the link between inflation and fluctuations in economic 
activity at the local level.3

Although prominent in recent policy discussions, the evidence 
in favor of a weakening in the relationship between inflation and 
economic activity due to increased global economic integration is 
mixed. Ball (2006) and Ihrig and others (2010) argue that there is 
little evidence to suggest that increased international trade and 
other globalization factors have attenuated the relationship between 
inflation and economic slack in the United States. Borio and Filardo 
(2007), Auer and others (2017), and Zhang (2017), on the other hand, 
present evidence that globalization has indeed led to a decline in the 
sensitivity of inflation to domestic factors, arguing that the integration 
of China and other lower-cost producers in world production networks 
has increased competition, thereby inducing downward pressure on 
wages and import prices in the U.S. and other industrial countries. 

2. Another hypothesis posits that the observed flattening of the Phillips curve over 
the past couple of decades is due to a lower frequency of price adjustment at the firm 
level, reflecting the significantly lower average inflation rate that has prevailed over that 
period (see Ball and others, 1988). Relatedly, some economists have hypothesized that 
firms and households have started to pay less attention to macroeconomic conditions 
when setting wages and prices because of a prolonged period of low and stable inflation—
the so-called rational inattention hypothesis (see Sims, 2003; Pfajfar and Roberts, 2018).

3. See Bernanke (2007) for an overview of the various channels through which 
ongoing global economic integration can affect inflation dynamics.
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Similarly, Forbes (2018) shows that global factors have played a 
more prominent role in determining U.S. inflation outcomes since the 
1990s; these global factors, however, are primarily linked to the food 
and energy component of consumer prices and play a diminished, 
rather than an increased, role in explaining movements in the core 
measures of U.S. consumer price inflation.

In this chapter, we re-examine this “globalization” hypothesis 
by using both U.S. aggregate data on measures of inflation and 
economic slack and a rich panel data set containing producer prices, 
wages, output, and employment at a narrowly defined industry level. 
Industries in our data set are defined at the 6-digit North American 
Industry Classification System (NAICS) level, and the data on prices 
and output serve as the basis for the construction of the U.S. producer 
price index (PPI) published by the Bureau of Labor Statistics and the 
industrial production index (IPI) published by the Federal Reserve 
Board. We also measure international trade exposure at the industry 
level—albeit at a somewhat coarser level of aggregation (i.e., 4-digit 
NAICS)—by using information on exports, imports, and value-added 
output. Linking these trade exposures to industry-level prices, wages, 
employment, and production allows us to directly determine the 
extent to which the response of inflation to fluctuations in output 
differs systematically across industries that are more or less exposed 
to international trade.

We begin our analysis by examining the time-series relationships 
between inflation and fluctuations in economic activity. Specifically, 
we consider the extent to which the relationship between inflation 
and economic activity has evolved over time. We address this question 
by estimating the sensitivity of both producer and consumer price 
inflation to economic slack using 15-year rolling-window regressions, 
starting in the early 1960s. This evidence shows that this relationship 
has indeed weakened substantially over the past 30 years or so. 
Importantly, our findings are robust to using both headline inflation 
measures, as well as core measures of inflation that remove the direct 
influence of swings in the volatile food and energy prices. They are 
also robust to measuring economic slack using alternative concepts 
such as the output gap or the unemployment gap.

We next consider the responsiveness of inflation to economic 
activity at the industry level. In this analysis, we exploit the cross-
sectional dimension of our data and can directly control for the 
common aggregate component driving both inflation and output. We 
again find that fluctuations in output are an important determinant 
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of inflation—indeed, the estimated response of industry-level inflation 
to variation in industry-level output is very similar to that obtained 
from aggregate time-series data over comparable sample periods.

Using both the industry-level and aggregate time-series data, we 
then examine the extent to which an increase in trade exposure has 
altered the response of inflation to fluctuations in economic activity. 
Here again our findings are consistent across both aggregate and 
industry-level data. In the time-series dimension, the rising exposure of 
the U.S. economy to international trade can indeed explain a significant 
fraction of the overall decline in responsiveness of aggregate inflation to 
economic slack. This result is confirmed by our cross-sectional evidence, 
which shows that increased trade exposure significantly dampens the 
response of inflation to fluctuations in output across industries.

The results discussed above, however, do not directly determine 
the causal impact of fluctuations in economic activity on inflation. 
While demand shocks typically move inflation and output in the same 
direction, supply shocks have the opposite effect. Thus any attenuation 
in the observed response of inflation to output may be due to changes 
in the mixture of demand and supply shocks that the U.S. economy 
has experienced over our sample period. To address this issue, we 
examine the effect of identified aggregate shocks on industry-level 
outcomes. In this exercise, we are explicitly interested in the extent 
to which the intensity of trade exposure at the industry level alters 
the responsiveness of inflation to such aggregate shocks.

Given the high dimensionality of our industry-level data, we 
consider the dynamic effects of identified aggregate demand shocks 
using a Factor-Augmented Vector Autoregression (FAVAR) model, 
whereby the information contained in the large panel of industries 
is summarized by a small subset of common factors. By using this 
framework, we study how shocks to broad financial conditions—a 
specific form of aggregate demand shocks—affect the dynamics of price 
and wage inflation, output, and employment at the industry level. We 
focus on disturbances to the financial intermediation process because 
we view them as readily identified from economic and financial time-
series data; moreover, there exists a large body of empirical evidence 
indicating that financial shocks account for a sizable fraction of the 
variability in output and inflation over the past 30 years.4

4. See Gilchrist and others, 2009; Gilchrist and Zakrajšek, 2012; Jermann and 
Quadrini, 2012; and Peersman and Wagner, 2014.
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Using the FAVAR approach, we first document that an 
unanticipated tightening in broad financial conditions causes a 
significant decline in price and wage inflation, as well as in output 
and employment growth across all industries. Thus financial shocks 
deliver the positive comovement between inflation and output that 
is typically associated with shocks to aggregate demand. We then 
examine the extent to which responses of inflation and output to 
financial shocks differ across industries based on their trade exposure. 
Our results indicate that industries with a high trade exposure exhibit 
a substantially smaller response of inflation to movements in output 
induced by the unanticipated changes in financial conditions, relative 
to industries with a low trade exposure.

These differential dynamics occur despite the fact that the effect 
of such shocks on economic activity is virtually identical across these 
two industrial groupings. Translated into the movements of inflation—
relative to output—our results imply that, in response to such shocks, 
inflation is about three times more responsive to changes in output for 
industries with a low trade exposure, compared with industries with 
a high trade exposure. These findings further support the argument 
that external trade exposure attenuates the link between inflation 
and fluctuations in economic activity and that increased international 
trade is indeed a likely reason behind the reduced responsiveness of 
aggregate inflation to economic slack that has been observed in the 
data since the early 1990s.

The remainder of the chapter is organized as follows. Section 1 
considers the aggregate time-series relationship between inflation 
and economic activity and documents its evolution over time. 
Section 2 explores the relationship between inflation and economic 
activity using industry-level data and documents the extent to which 
differences in trade exposure across industries affect this relationship.  
Section 3 provides the FAVAR analysis, which shows how industry-
level variables respond to financial shocks, as well as the extent to 
which these responses differ across industries depending on their 
exposure to international trade. Section 4 offers a brief conclusion.

1. AGGREGATE PHILLIPS CURVE

In this section, we establish some stylized facts about the 
relationship between inflation and economic slack by using aggregate 
time-series data, which serve as a useful benchmark for the subsequent 
industry-level analysis. While the vast literature on this topic has 
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focused on consumer price inflation, we analyze inflation dynamics 
at both the producer and consumer levels; the focus on the former is 
especially important because movements in producer prices directly 
capture the price response of production units to changes in the 
underlying economic conditions.5 In terms of data used in this analysis, 
the solid line in panel A of figure 1 shows the behavior of prices 
received by U.S. producers for their output, measured by the four-
quarter percent change in the PPI for final demand, while the solid 
line in panel B shows the four-quarter percent change in the consumer 
price index (CPI), a measure of prices paid by urban consumers for 
a market basket of consumer goods and services. The slashed lines 
in each panel show the corresponding core inflation, which strips out 
items belonging to the food and energy categories from each headline 
price index.6

Clearly evident in the data are several distinct inflation regimes. 
First, the 1970s, a period of high and volatile inflation that was early 
on influenced importantly by the OPEC-induced increases in oil prices 
(Hamilton, 1983) and later by the Federal Reserve’s overly optimistic 
view of the natural rate of unemployment (Orphanides and Williams, 
2013). The early 1980s, in contrast, were marked by a gradual step-
down in inflation reflecting the tightening of monetary policy under 
Chairman Volcker, who was determined to fight inflation and reverse 
the rise in inflation expectations (Lindsey and others, 2005). Since the 
mid-1980s, inflation—at both the producer and consumer levels—has 
stabilized in a narrow range around two percent, a pattern consistent 
with the well-anchored inflation expectations engendered by credible 
monetary policy, aimed at achieving the so-called dual mandate 
stipulated by the Full Employment and Balanced Growth Act of 1978.7

5. It is worth noting that the frequency of price changes in the narrow-item 
categories that are both in the consumer and producer micro-level price data sets 
collected by the Bureau of Labor Statistics are highly correlated (see Nakamura and 
Steinsson, 2008).

6. Each quarterly price index is constructed as a simple average of the monthly 
(seasonally adjusted) index values, and four-quarter percent changes are computed as 
100 times the four-quarter log-difference of the specified series. In addition, while we 
use the CPI to measure inflation at the consumer level, all the results reported below 
are robust to using the personal consumption expenditure (PCE) price index to track 
the change in prices of goods and services purchased by the U.S. consumers throughout 
the economy.

7. More commonly known as the Humprey-Hawkins Act, the Full Employment 
and Balanced Growth Act established price stability and full employment as national 
economic policy objectives.
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Figure 1. Producer and Consumer Price Inflation

A. Producer price inflation
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Source: Authors’ calculations using data from the Bureau of Labor Statistics.
Note: All price indices are seasonally adjusted. The shaded vertical bars denote the NBER-dated recessions.

A striking way to illustrate how inflation is unresponsive to 
fluctuations in economic activity—in other words, how flat the Phillips 
curve is—is to focus on economic downturns. To that end, figure 2 
examines the relationship between inflation and economic activity 
during the past five recessions, downturns in which supply-side 
disturbances—which cause inflation and economic activity to move in 
opposite directions—were arguably not the dominant factor. The first 
three panels of the figure depict the behavior of detrended prices two 
years before and after each NBER-dated cyclical peak since the early 
1980s; the bottom right panel, by contrast, shows the corresponding 
dynamics of detrended real GDP, a simple measure of economic slack.
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Figure 2. Inflation and Output in Recessions

A. Producer prices B. Core producer prices
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C. Core consumer prices D. Real GDP
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Source: Authors’ calculations using data from the Bureau of Economic Analysis, the Bureau of Labor Statistics, 
and the Federal Reserve Board.
Note: The panels depict the behavior of various price measures and real GDP eight quarters before and eight 
quarters after the specified NBER-dated cyclical peak. All series are plotted as deviations from their respective 
stochastic trends, estimated using the Hamilton (2018) filter.

As shown in the top two panels, with the exception of the 2001 
recession, producer prices—especially those that exclude the volatile 
food and energy components—showed virtually no deceleration during 
the past five economic downturns, relative to their trends. And even 
during the bursting of the tech bubble in 2001, the decline in both the 
headline and core PPI is due entirely to the plunge in producer prices 
in the immediate aftermath of the September 11 terrorist attacks—in 
October 2001, the Bureau of Labor Statistics reported that the PPI 
dropped almost 20 percent at an annual rate.8 As shown in the bottom 
left panel, the resilience of inflation in response to the emergence of 

8. It is also worth noting that the sharp increase in commodity prices prompted by 
the First Gulf War confounds the behavior of PPI inflation during the 1990 recession 
to some extent.
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substantial economic slack is also evident at the consumer level. At 
the same time, as shown in the bottom right panel, real GDP declined 
markedly—relative to its trend—during these five episodes.

1.1 Baseline Estimates

To investigate more formally how the relationship between 
inflation and fluctuations in economic activity may have changed over 
time, we begin by estimating a standard Phillips curve specification, 
which expresses inflation as a linear function of expected inflation and 
a measure of economic slack. Specifically, letting lower-case variables 

denote variables in logarithms and defining , 
we estimate the following Phillips curve specification:

, (1)

where pt denotes the logarithm of a price index (i.e., PPI or CPI) and 
gapt is a measure of economic slack, a degree of resource over- or 
under-utilization. Thus equation (1) posits a relationship between 
(annualized) inflation from quarter t – 1 to quarter t + h and a measure 
of economic slack in quarter t, while the lags of inflation pt–s,s = 1,…,4,  
are a proxy for expected inflation.9,10 In this canonical formulation, the 
error term t + h encompasses cost-push shocks—shock to commodity 
prices, for example—which are assumed to be uncorrelated with the 
contemporaneous economic slack.11

Figure 3 shows two measures of economic slack used in our 
analysis: the output gap and the unemployment gap. The output gap, 
denoted by [ yt – yt

* ], is defined as (100 times) the logarithm of the 
ratio of real GDP to its estimate of potential, while the unemployment 

9. See Gordon, 1982; Stock and Watson, 2009.
10. An alternative approach to using lagged values of inflation to capture expected 

inflation would be to use survey measures of expected inflation. However, as documented 
by Mankiw and others (2004), such survey measures do not appear to be consistent 
with either rational expectations or adaptive expectations used in specification (1).

11. It is worth noting that the presence of very low frequency variation in both the 
producer and consumer inflation rates (see figure 1) has the potential to confound the 
relationship between inflation and fluctuations in economic slack at the business cycle 
frequency, which is the primary interest of our analysis. To ensure that our baseline 
time-series results are not unduly affected by this low frequency variation, appendix A 
contains a robustness analysis in which all inflation series are expressed as deviations 
from their respective local means. As evidenced by those results, the main conclusions 
of this section are robust to this transformation of the data.
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gap, denoted by [ Ut – Ut
* ] corresponds to the unemployment rate less 

its estimate of the natural rate. The estimates of both the potential 
real GDP and the natural rate of unemployment are taken from the 
FRB/US model, a large-scale estimated general equilibrium model of 
the U.S. economy that has been in use at the Federal Reserve Board 
since 1996. While the definition of these two slack measures naturally 
produces series of the opposite sign, they paint a very similar picture of 
cyclical resource utilization over the last 50 years or so. One exception 
to this pattern has occurred during the past several years, a period 
in which the unemployment rate has moved below its natural rate, 
whereas the real GDP has yet to return to its potential.12

Table 1 present estimates of the coefficient  for producer price 
inflation at horizons of one and four quarters (i.e., h = 1,4), with panel A 
showing estimates of  for headline PPI inflation and panel B showing 
estimates of  for core PPI inflation; the corresponding estimates of 
 for consumer price inflation—both headline and core—are shown 

in table 2.

Figure 3. Economic Slack
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Source: Bureau of Economic Analysis, Bureau of Labor Statistics, and Federal Reserve Board. 
Note: The output gap is defined as (100 times) the log-ratio of real GDP to its estimate of potential; the unemployment 
gap is defined as the civilian unemployment rate less its estimate of the natural rate. The shaded vertical bars 
denote the NBER-dated recessions.

12. Movements in the output gap can be interpreted as capturing fluctuations in 
real marginal cost, which microfounded models emphasize as a key determinant of 
inflation dynamics (see Roberts, 1995; Galí and Gertler, 2000; Galí and others, 2001; 
Sbordone, 2002; and Galí and others, 2007).



Table 1. Phillips Curve – Producer Price Inflation

Explanatory h = 1 h = 4

variables (1) (2) (3) (4)

A. Producer prices

[yt – yt
* ] 0.356** - 0.414*** -

(0.144) (0.153)

[Ut – Ut
* ] - -0.396* - -0.469*

(0.238) (0.257)

Sum: inflation lagsa 0.578*** 0.600*** 0.470*** 0.495***

(0.113) (0.113) (0.093) (0.100)

sup Wb 15.185*** 11.345** 33.370*** 23.284***

[81.Q2] [91.Q4] [80.Q3] [93.Q4]

qLL
c -6.230 -5.375 -5.297 -4.325

Adj. R2 0.360 0.333 0.392 0.343

B. Core producer prices

[yt – yt
* ] 0.186*** - 0.223*** -

(0.056) (0.067)

[Ut – Ut
* ] - -0.243** - -0.273**

(0.105) (0.131)

Sum: inflation lagsa 0.776*** 0.797*** 0.730*** 0.755***

(0.071) (0.076) (0.071) (0.081)

sup Wb 21.278*** 18.00*** 70.033*** 39.261***

[81.Q4] [93.Q4] [81.Q4] [82.Q3]

qLL
c -9.554** -7.550* -6.304 -5.737

Adj. R2 0.743 0.725 0.760 0.727
Source: Authors’ calculations. 
Note: Sample: 1962:Q2 to 2017:Q4 for headline PPI (panel A), and 1974:Q1 to 2017:Q4 for core PPI (panel B). The 
dependent variable in each Phillips curve specification is Δh+1 pt+h, the annualized log-difference in the specified 
PPI from date t−1 to date t+h. Explanatory variables: [yt −yt

*] = output gap and [Ut −Ut
*] = unemployment gap. All 

specifications include a constant and lags 1,...,4 of Δpt (not reported) and are estimated by OLS. Asymptotic standard 
errors reported in parentheses are computed according to Newey and West (1987) with the “lag-length” parameter 
equal to four: * p < 0.10; ** p < 0.05, and *** p < 0.01.
ª Sum of coefficients on Δpt−s, s = 1,...,4.
b The Andrews (1993) sup-Wald statistic of the null hypothesis that there is no structural break in the coefficient 
on economic slack; the estimated break dates are reported in brackets below.
c The Elliott and Müller (2006) qLL statistic of the null hypothesis that the coefficient on economic slack is constant 
over time. 



Table 2. Phillips Curve – Consumer Price Inflation

Explanatory h = 1 h = 4

variables (1) (2) (3) (4)

A. Consumer prices

[yt – yt
* ] 0.258*** - 0.318*** -

(0.075) (0.084)

[Ut – Ut
* ] - -0.321*** - -0.380***

(0.120) (0.128)

Sum: inflation lagsa 0.779*** 0.795*** 0.690*** 0.709***

(0.066) (0.070) (0.068) (0.077)

sup Wb 34.118*** 28.008*** 70.231*** 44.548***

[83.Q1] [83.Q2] [83.Q1] [83.Q1]

qLL
c -8.199* -6.892 -6.347 -4.986

Adj. R2 0.657 0.635 0.676 0.632

B. Core consumer prices

[yt – yt
* ] 0.176*** - 0.265*** -

(0.044) (0.060)

[Ut – Ut
* ] - -0.263*** - -0.364***

(0.079) (0.107)

Sum: inflation lagsa 0.868*** 0.875*** 0.787*** 0.797***

(0.056) (0.060) (0.065) (0.074)

sup Wb 38.828*** 38.420*** 112.255*** 66.416***

[83.Q1] [83.Q1] [83.Q1] [83.Q1]

qLL
c -8.639*** -6.259 -7.278* -6.056

Adj. R2 0.802 0.794 0.778 0.750
Source: Authors’ calculations. 
Note: Sample: 1962:Q2 to 2017:Q4. The dependent variable in each Phillips curve specification is Δh+1pt+h, the 
annualized log-difference in the specified CPI from date t−1 to date t+h. Explanatory variables: [yt −yt

*] = output gap, 
and [Ut −Ut

*] = unemployment gap. All specifications include a constant and lags 1,...,4 of Δpt (not reported) and are 
estimated by OLS. Asymptotic standard errors reported in parentheses are computed according to Newey and West 
(1987) with the “lag-length” parameter equal to four: * p < 0.10; ** p < 0.05, and *** p < 0.01.
a Sum of coefficients on Δpt−s, s = 1,...,4.
b The Andrews (1993) sup-Wald statistic of the null hypothesis that there is no structural break in the coefficient 
on economic slack; the estimated break dates are reported in brackets below.
c The Elliott and Müller (2006) qLL statistic of the null hypothesis that the coefficient on economic slack is constant 
over time.
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According to the entries in panel A of table 1, fluctuations in 
economic slack have a significant effect on the subsequent behavior of 
producer prices. A decrease in resource utilization of one percentage 
point in quarter t—that is, a decline in the output gap or a rise in 
the unemployment gap of that magnitude—is estimated to reduce 
annualized headline producer price inflation over the next several 
quarters about 40 basis points. The corresponding estimates for core 
PPI inflation shown in panel B are about one-half as large as those 
reported in panel A, though the estimates are significant in both 
economic and statistical terms. As shown in table 2, economic slack is 
also a significant determinant of consumer price inflation. In that case, 
a decrease in resource utilization of one percentage point is estimated 
to shave off about 25 basis points from annualized CPI inflation over 
the subsequent few quarters.

As a first pass on the question of whether the relationship between 
economic slack and subsequent inflation may have changed over the 
past 50 years or so, we report results of two statistical tests. The first 
is the well-known Andrews (1993) test of a structural break—at an 
unknown date— in the coefficient . The second is the Elliott and 
Müller (2006) test of stability of the coefficient , which encompasses 
diverse forms of parameter instability—from relatively rare (including 
a single break) to frequent small breaks, persistent temporal 
parameter variation, and breaks occurring with a regular pattern.13 

This statistical analysis, however, yields a mixed picture. Turning first 
to producer prices (table 1), the Andrews (1993) test provides strong 
evidence of a structural break in , with the point estimate of a break 
date generally falling in the early 1980s, a result consistent with that 
of Roberts (2006). The evidence of parameter instability from the Elliott 
and Müller (2006) test, in contrast, is considerably weaker. A similar 
picture emerges when we look at consumer prices (table 2). Here again, 
the Andrews (1993) test strongly suggest a structural break in  that 
occurred in the early 1980s, whereas the results from the Elliott and 
Müller (2006) test are far less conclusive.

All told, the results reported in tables 1 and 2 clearly indicate an 
important role—in both economic and statistical terms—for economic 

13. In both tests, the null hypothesis is that the coefficient  is stable over the sample 
period. The alternative in the Andrews (1993) test is that  = 1 for t = 1,2,...,  − 1 and 
 = 2 for t = ,  + 1,...T, where  is the unknown (single) break date. The alternative in 

the Elliott and Müller (2006) test is  = t, where the time variation in the parameter 
t is unspecified and can take on a variety of forms.
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slack as a determinant of cyclical inflation dynamics. Nevertheless, 
empirical Phillips curves of the type given by equation (1) predicted a 
significantly greater downward pressure on inflation—if not outright 
deflation—during the Great Recession than was actually realized. 
Economists have advanced a number of hypotheses to explain this case 
of “missing deflation.” A prominent hypothesis that received a lot of 
attention in policy circles argues that the Federal Reserve’s credibility 
has led businesses and households to discount inflation outcomes that 
fall outside the narrow range bracketing the Federal Open Market 
Committee’s inflation target of two percent; this anchoring of agents’ 
expectations has—through the standard expectational effects—
prevented actual inflation from falling significantly below that level.14

Another frequently cited hypothesis posits that the relevant 
measure of economic slack in empirical Phillips curves is not 
the overall unemployment rate gap, but rather the short-term 
unemployment rate.15 Compared with the former, this latter indicator 
of slack increased notably less during the Great Recession and has 
also returned more quickly to its pre-recession levels, thus providing 
substantially less deflationary impetus. And although it has proven 
difficult to identify structural changes in the economy that could 
account for the diminished sensitivity of inflation to the level of 
unemployment, a number of economists have singled out the apparent 
flattening of the Phillips curve as an important reason for the fact 
that the U.S. economy did not experience a Fisherian debt-deflation 
spiral during the 2008–2009 global financial crisis.16, 17

1.2 Time-Varying Estimates

In light of the above discussion and the results reported in  
tables 1 and 2, it seems clear that a further investigation in the time-
varying nature of the relationship between inflation and economic 
slack is warranted. As a simple and relatively straightforward way to 

14. See Bernanke, 2010; Yellen, 2013.
15. Underlying this argument is the idea that workers who have been unemployed 

for a relatively short time are the relevant margin for wage adjustment. The longer-
term unemployed, by contrast, do not put much downward pressure on wages because 
these potential workers are disconnected from the labor market (see Stock and Watson, 
2010b; Gordon, 2013; Krueger and others, 2014).

16. See Ball and Mazumder, 2011; Simon and others, 2013.
17. Gilchrist and Zakrajšek (2016); Gilchrist and others (2017), in contrast, 

emphasize how the interaction of financial distress and customer markets attenuated 
deflationary pressures during the Great Recession.
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consider the possibility of time variation in the coefficient —as well 
as in other parameters of the standard Phillips curve—we re-estimate 
specification (1) by using a 15-year rolling window. We then plot the 
time-varying coefficient on the specified measure of economic slack, 
along with its 95-percent confidence interval. To conserve space, we 
focus on the Phillips curve specifications for inflation at the horizon of 
four quarters (i.e., h = 4). The resulting time-varying estimates of the 
coefficient , for both the headline and core PPI inflation, are shown 
in figure 4, with panel A showing the time-varying sensitivity to the 
output gap and panel B showing the time-varying sensitivity to the 
unemployment gap; the comparable estimates for CPI inflation are 
shown in figure 5.18

The left chart in panel A of figure 4 shows the evolution of the 
response of headline PPI inflation to the output gap. In the early part 
of the sample, the estimates of  are greater than one and significantly 
different from zero, according to the 95-percent confidence intervals. 
Starting in the mid-1980s, however, these estimated sensitivities 
begin to decline steadily before stabilizing in the late 1990s. From 
then onward, the estimates of  fluctuate in a fairly narrow range 
between zero and 0.5, though for most of this latter sample period, 
one would not reject the hypothesis that the coefficient on the output 
gap is statistically different from zero.

The left chart in panel B shows the evolution of the response of 
headline PPI inflation to the unemployment gap. We observe roughly 
the same general pattern in this case. The estimates of  start out 
negative and large in economic terms, as well statistically different 
from zero, according to the conventional significance levels. Once the 
late 1980s enter the sample period, however, the estimates begin to 
converge rapidly to zero. The estimated response of headline PPI 
inflation to the unemployment gap then remains around zero for the 
remainder of the sample period.

18. The convention is that the data point labeled “1994:Q4,” for example, represents 
an estimate based on the 1980:Q1–1994:Q4 estimation window. For both the headline 
producer and consumer price inflation, as well as for the core consumer price inflation, 
our sample period—allowing for lags—starts in 1962:Q2, so that the rolling-window 
estimates begin in 1978:Q1 and run through 2017:Q4, the end of our sample period. 
Core producer prices, by contrast, start in 1974:Q1, which implies that the first rolling-
window estimates—again allowing for lags—become available in 1990:Q1.
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Figure 4. Time-Varying Coefficient on Economic Slack
(Phillips Curve – Producer price inflation)

A. Economic slack: output gap
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B. Economic slack: unemployment gap
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Source: Authors’ calculations.
Note: The dependent variable in each Phillips curve specification is Δ5 pt+4, the annualized log-difference in the 
specified PPI from date t − 1 to date t + 4. The solid line in each panel depicts the time-varying coefficient on the 
specified measure of economic slack estimated using a 60-quarter moving window; the dashed lines depict the 
corresponding time-varying coefficients implied by specifications (3) and (4) in table 3 (see notes to the table and 
the text for details).

The corresponding right charts of figure 4 trace out the estimated 
sensitivities of core PPI inflation to the output gap (panel A) and the 
unemployment gap (panel B). Although the sample begins later in this 
instance, the rolling-window estimates of the coefficient  in the Phillips 
curve for core PPI inflation are much more precisely estimated than their 
counterparts for headline inflation. The estimates of  for the output gap 
begin at about 0.5 for the sample that extends from the mid-1970s to the 
end of the 1980s and then decline monotonically to zero as the sample 
period moves forward; in fact, the estimate of  based on the last 15 years 
of available data implies a sensitivity of core PPI inflation to the output 
gap that is economically and statistically indistinguishable from zero. 
The time-series pattern of coefficients on the unemployment gap is very 
similar: The estimates of  start out negative, large in absolute value, and 
are precisely estimated and then converge to zero by the end of the 1990s.
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Figure 5. Time-Varying Coefficient on Economic Slack
(Phillips Curve – Consumer price inflation)

A. Economic slack: output gap
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B. Economic slack: unemployment gap
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Source: Authors’ calculations.
Note: The dependent variable in each Phillips curve specification is Δ5 pt+4, the annualized log-difference in the 
specified CPI from date t − 1 to date t + 4. The solid line in each panel depicts the time-varying coefficients on the 
specified measure of economic slack estimated using a 60-quarter moving window; the dashed lines depict the 
corresponding time-varying coefficients implied by specifications (3) and (4) in table 4 (see notes to the table and 
the text for details).

Figure 5 shows the time-varying coefficient estimates on economic 
slack for both the headline and core measures of CPI inflation. As 
before, panel A shows coefficient estimates on the output gap, while 
the corresponding estimates for the unemployment gap are shown in  
panel B. Consistent with the full-sample estimates of  reported 
in panel A of table 2, the time-varying coefficient estimates of the 
response of inflation to the output gap for headline CPI inflation are 
very similar to those for core inflation, both in terms of their magnitude 
and their evolution over time. They also show a pattern similar to that 
shown in figure 4: The estimates of  are positive, economically and 
statistically significant in the early part of the sample, and then begin 
to decline sharply once the 1990s enter the estimation window. In 
contrast to the estimated response coefficients for PPI inflation shown 
in panel A of figure 4, the sensitivity of CPI inflation to the output 
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gap is estimated to have increased notably at the end of our sample 
period. That said, these late-sample estimates of , though statistically 
different from zero, are only about one-fourth of those estimated during 
the early part of our sample period. According to panel B of figure 5, 
these patterns are robust to using the unemployment gap, rather than 
the output gap, as a measure of economic slack.

While there are a variety of phenomena that may help explain the 
declining sensitivity of aggregate inflation to fluctuations in economic 
activity, we are specifically interested in the extent to which increased 
globalization and trade may have contributed to the flattening of the 
Phillips curve. The notion that increased trade may help account 
for such changes is consistent with the rising trade intensity in the 
United States—defined as the sum of exports and imports relative to 
GDP—shown in figure 6. According to this metric, the trade intensity 
of the U.S. economy has risen by nearly a factor of three over the past 
50 years or so.

To test the hypothesis that increased trade intensity of the 
U.S. economy may have contributed to the observed decline of the 
sensitivity of inflation to economic slack, we estimate the following 
variant of our baseline Phillips curve specification:

 (2)

where TrdShrt denotes an eight-quarter trailing moving average of 
the U.S. trade share shown in figure 6.19 The resulting coefficient 
estimates of 1 and 2 for PPI inflation are reported in table 3, while 
those for CPI inflation are reported in table 4.

19. The Phillips curve specification (2) is similar to that used by Ball (2006), 
except that it does not include the “smoothed” trade share, TrdShrt−1, as a separate 
explanatory variable; the inclusion of this term, however, had no material effect on 
any of the results reported below. Note also that appendix A contains results from the 
estimation, which controls for the slow-moving changes in the average inflation rate 
over our sample period; again, those results are qualitatively and quantitatively similar 
to those reported in the main text.
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Figure 6. U.S. Trade Share
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Source: Bureau of Economic Analysis. 
The trade share is defined as the sum of the nominal value of U.S. imports and exports, expressed as a percent of 
nominal GDP. The shaded vertical bars denote the NBER-dated recessions. 

According to the entries reported in panel A of table 3, the 
coefficient on the interaction term between the output gap and the 
trailing moving average of the U.S. trade share is negative— though 
not statistically different from zero—at the one-quarter horizon  
(column 1) and negative and marginally significant at the four-
quarter horizon (column 3). Similarly, the interaction effect between 
the unemployment gap and trade share is positive and imprecisely 
estimated for h = 1, whereas the coefficient on the interaction term for 
h = 4 is positive and statistically different from zero at the 10-percent 
significance level. On balance, therefore, the evidence based on headline 
PPI inflation does not seem to support strongly the hypothesis that 
increased trade exposure of the U.S. economy can explain the decline 
in the sensitivity of inflation to fluctuations in economic activity.

As shown in panel B, however, the corresponding estimates for 
core PPI inflation paint a very different picture. The coefficients on 
the interaction terms between the output gap and trade share are 
negative and quite precisely estimated at both the one- and four-
quarter horizons (columns 1 and 3). And similarly, the coefficients on 
the interaction terms between the unemployment gap and trade share 
are negative and statistically different from zero for both h = 1 and 
h = 4 (columns 2 and 4). Moreover, these estimates are economically 
meaningful. At the four-quarter horizon, they imply that when the 
trade share was at the 5th percentile of its distribution, the sensitivity 
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of core PPI inflation to the output gap was 0.766 (std. error = 0.186) 
and −1.262 (std. error = 0.416) when the unemployment gap is used 
to gauge the degree of resource utilization in the economy; the 
corresponding estimates at the 95th percentile, in contrast, are −0.058 
(std. error = 0.122) and 0.092 (std. error = 0.188), respectively. In other 
words, these results indicate a robust relationship between the rising 
trade share and the diminished sensitivity of core PPI inflation to 
fluctuations in economic activity.

In table 4, we report the estimates of coefficients 1 and 2 for 
Phillips curve specifications involving headline (panel A) and core 
(panel B) CPI inflation. These results again imply an economically 
large and statistically significant reduction in the responsiveness of 
inflation to economic slack as the trade share rises. This is true for 
both the headline and core measures of CPI inflation and holds at both 
the one- and four-quarter horizons. Moreover, the strong attenuation 
of the response of CPI inflation to economic slack is robust to using 
either the output or the unemployment gap as a gauge of cyclical 
resource utilization.

To summarize how the increasing exposure of the U.S. economy to 
international trade over the past 50 years affected the responsiveness 
of inflation to fluctuations in economic activity, we calculate the time-
series evolution of the response coefficients associated with economic 
slack, as implied by the estimates of coefficients 1 and 2 reported 
in tables 3 and 4 and the trajectory of the U.S. trade share shown 
in figure 6. We then plot these estimates, as dashed lines in figures  
4 and 5, next to their corresponding time-varying estimates based on 
the 15-year rolling window. The comparison of solid and dashed lines in 
the panels of these two figures shows that this specific parametrization 
of the time-varying slope of the Phillips curve—a simple interaction 
between the trade share and economic slack—can account for about 
one-half of the decline in the responsiveness of PPI and CPI inflation 
to economic slack observed over the past 50 years. In addition, this 
interaction effect captures remarkably well the attenuation in the 
response of core PPI inflation to changes in economic slack that we 
observe during the latter part of the sample period.



Table 3. Phillips Curve and the Trade Share – Producer 
Price Inflation

Explanatory h = 1 h = 4

variables (1) (2) (3) (4)

A. Producer prices

[yt – yt
* ] 0.968** - 1.459** -

(0.449) (0.584)

[yt – yt
* ] × TrdShr t–1 -0.030 - -0.052* -

(0.023) (0.07)

[Ut – Ut
* ] - -1.349** - -1.759**

(0.674) (0.822)

[Ut – Ut
* ] × TrdShr t–1 - 0.047 - 0.063*

(0.033) (0.038)

Sum: inflation lagsa 0.583*** 0.604*** 0.479*** 0.500***

(0.111) (0.108) (0.086) (0.093)

Adj. R2 0.369 0.342 0.440 0.371

B. Core producer prices

[yt – yt
* ] 0.903* - 1.125*** -

(0.309) (0.305)

[yt – yt
* ] × TrdShr t–1 -0.031** - -0.040*** -

(0.014) (0.014)

[Ut – Ut
* ] - -1.591*** - -1.851***

(0.596) (0.648)

[Ut – Ut
* ] × TrdShr t–1 - 0.056** - 0.065**

(0.024) (0.026)

Sum: inflation lagsa 0.751*** 0.790*** 0.698*** 0.747***

(0.067) (0.067) (0.058) (0.068)

Adj. R2 0.762 0.742 0.794 0.754
Source: Authors’ calculations. 
Note: Sample: 1962:Q2 to 2017:Q4 for headline PPI (panel A), and 1974:Q1 to 2017:Q4 for core PPI (panel B). The 
dependent variable in each Phillips curve specification is Δh+1 pt+h, the annualized log-difference in the specified 
PPI from date t−1 to date t+h. Explanatory variables: [yt − yt

*] = output gap; [Ut − Ut
*] =  unemployment gap, and 

TrdShrt−1 = eight-quarter (trailing) moving average of the trade share. All specifications include a constant and 
lags 1,...,4 of Δpt (not reported) and are estimated by OLS. Asymptotic standard errors reported in parentheses 
are computed according to Newey and West (1987) with the “lag-length” parameter equal to four: * p < 0.10;  
** p < 0.05, and *** p < 0.01.
ª Sum of coefficients on Δpt−s, s = 1,...,4.



Table 4. Phillips Curve and the Trade Share – Consumer 
Price Inflation

Explanatory h = 1 h = 4

variables (1) (2) (3) (4)

A. Consumer prices

[yt – yt
* ] 0.728*** - 1.093*** -

(0.231) (0.311)

[yt – yt
* ] × TrdShr t–1 -0.023** - -0.038*** -

(0.011) (0.013)

[Ut – Ut
* ] - -0.997*** - -1.282***

(0.353) (0.425)

[Ut – Ut
* ] × TrdShr t–1 - 0.033** - 0.044**

(0.016) (0.018)

Sum: inflation lagsa 0.801*** 0.812*** 0.727*** 0.734***

(0.063) (0.067) (0.063) (0.075)

Adj. R2 0.670 0.645 0.721 0.656

B. Core consumer prices

[yt – yt
* ] 0.526*** - 0.918*** -

(0.133) (0.200)

[yt – yt
* ] × TrdShr t–1 -0.017*** - -0.032*** -

(0.005) (0.008)

[Ut – Ut
* ] - -0.802*** - -1.197***

(0.237) (0.340)

[Ut – Ut
* ] × TrdShr t–1 - 0.026*** - 0.040***

(0.009) (0.013)

Sum: inflation lagsa 0.891*** 0.896*** 0.831*** 0.851***

(0.053) (0.058) (0.061) (0.072)

Adj. R2 0.811 0.803 0.815 0.874
Source: Authors’ calculations. 
Note: Sample: 1962:Q2 to 2017:Q4. The dependent variable in each Phillips curve specification is Δh+1 pt+h, the 
annualized log-difference in the specified CPI from date t−1 to date t+h. Explanatory variables:
[yt − yt

*] =  output gap, [Ut − Ut
*] = unemployment gap, and TrdShrt−1 = eight-quarter (trailing) moving average of the 

trade share. All specifications include a constant and lags 1,...,4 of Δpt (not reported) and are estimated by OLS. 
Asymptotic standard errors reported in parentheses are computed according to Newey and West (1987) with the 
“lag-length” parameter equal to four: * p < 0.10; ** p < 0.05, and *** p < 0.01.
ª Sum of coefficients on Δpt−s, s = 1,...,4.
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2. INDUSTRY-LEVEL PHILLIPS CURVE

The combination of a rising trade share with the concomitant 
decline in the responsiveness of aggregate inflation to fluctuations 
in economic activity provides suggestive evidence that the observed 
flattening of the Phillips curve is at least partly due to increased trade 
intensity of the U.S. economy. The variation used to estimate this effect, 
however, relies solely on the secular increase in the U.S. trade share 
over the past 50 years or so and moreover does not fully explain the 
substantial reduction in the estimated slope of the aggregate Phillips 
curve. To provide a more thorough analysis of this phenomenon, we 
now turn to industry-level data, where we can exploit variation in trade 
shares across industries to test whether a differential trade exposure 
influences the sensitivity of inflation to economic slack.

2.1 Data Sources and Methods

To construct the panel data set used in this analysis, we utilize the 
most detailed (i.e., 6-digit NAICS) industry-level PPIs published by the 
Bureau of Labor Statistics, which we merge with the corresponding 
industry-level data on industrial production—a measure of output—
constructed by the Federal Reserve.20 The resulting data set covers 
all 6-digit NAICS industries—excluding those in the Utilities sector 
(i.e., 2-digit NAICS code 22)—that are used to produce both the 
producer price and industrial production indices for the U.S. economy. 
The industry-level price and production data are available at the 
monthly frequency, and we convert them to quarterly frequency by 
simply averaging the values of each index over the three months of 
each quarter.

The industry-level price and production data are available starting 
in the early 1970s. However, the data are not available for every 
industry from the beginning—that is, the panel is unbalanced—and 
there is an especially large expansion in the number of industries 
covered that occurred in the mid-1980s. To capture this broad array 
of industries, we thus begin our sample in 1984:Q1. All told, our 

20. IPIs are not available for the full set of 6-digit NAICS industries. At such a fine 
level of disaggregation, there are in some cases an insufficient number of production 
units to construct a meaningful estimate of the index. In those instances, the staff at 
the Federal Reserve Board aggregates the underlying data across several of such closely 
related industries. In our matching algorithm, we assigned such industrial production 
data to all the 6-digit industries in the index.
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unbalanced panel includes price and production data for 319 industries 
at the 6-digit NAICS level, covering the period from 1984:Q1 to 
2017:Q4. We complement these industry-level data on output and 
prices with the corresponding data on wages and employment from 
the Quarterly Census of Employment and Wages (QCEW), a data 
collection program that publishes a quarterly count of employment, 
total wages, and average weekly wages per employee, reported by 
companies covering more than 95 percent of U.S. jobs. The QCEW 
data, however, are available only starting in 1990:Q1. We thus also 
consider a more in-depth analysis by using a balanced panel of 185 
industries for which all of these variables are available over the 
1990:Q1–2017:Q4 period.21

To measure trade exposure at the industry level, we rely on the 
annual (nominal) import and export data, which are made available 
by the Center for International Data at the University of California 
Davis and cover the period from 1972 to 2006.22 The data provided 
are disaggregated by country (source for imports and destination for 
exports) and Schedule B number. These data were first aggregated 
to the total annual imports and exports at the industry level by 
using the 5-digit Standard Industrial Classification (SIC) codes. The 
annual (nominal) imports and exports for the 2007–2017 period were 
obtained from the U.S. Census Bureau’s USA Trade Online database 
and are available at the 10-digit Harmonized System Code (HTS) 
level. By using various crosswalks, all of these data had to be first 
mapped to industries at the 6-digit NAICS level. At such a fine level 
of disaggregation, however, there are numerous missing industry/
year observations. Accordingly, we aggregated trade date to the 4-digit 
NAICS level. The resulting panel data set was then merged with the 
annual 4-digit NAICS data on (nominal) value-added output provided 
by the Bureau of Economic Analysis; these data were then used to 
calculate trade exposure—the sum of imports and exports relative to 
output—for each 4-digit NAICS industry.

21. The industry-level data exhibit significant seasonal fluctuations. Accordingly, 
we filtered all industry-level variables by using the Census Bureau’s X12 seasonal 
adjustment procedure—thus all of our growth rates (i.e., log differences) are constructed 
by using seasonally adjusted level series. To ensure that our results were not influenced 
by a small number of extreme observations, all quarterly growth rates were winsorized 
at the 0.5th and 99.5th percentiles.

22. These data were assembled by Robert Feenstra through the project funded by 
a grant from the National Science Foundation to the NBER; see http://cid.econ.ucdavis.
edu/usix.html for further details.
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Figure 7. Industry-Specific Producer Prices and Industrial 
Production

A. Producer prices
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Source: Authors’ calculations using data from the Bureau of Labor Statistics and the Federal Reserve Board. 
Note: All industry-specific producer price and industrial production indices are seasonally adjusted. The solid 
lines depict the cross-sectional medians of the specified series, while the shaded bands depict the corresponding 
interquartile (P75−P25) ranges. For comparison purposes, the dashed line in panel A shows the four-quarter log-
difference of the published core PPI, while the dashed line in panel B shows the four-quarter log-difference of the 
published IPI. The shaded vertical bars denote the NBER-dated recessions.

The solid line in panel A of figure 7 shows the time-series evolution 
of the (unweighted) cross-sectional median of the four-quarter percent 
change in PPI inflation across 319 industries in our unbalanced 
panel, while the shaded band depicts the corresponding (unweighted) 
interquartile range. The dashed line, in contrast, shows the four-
quarter percent change based on the published core PPI. In panel B, 
the solid line and the shaded band depict the same moments of  
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the four-quarter percent change in industrial production across the 
same set of industries, while the dashed line shows the corresponding 
growth rate of total industrial production. As evidenced by the shaded 
bands, the inflation rates and output growth vary significantly across 
industries. At the same time, the time-series fluctuations in the two 
medians closely match dynamics of their corresponding aggregates, 
an indication that our industry-level data are representative of the 
economy as a whole.

2.2 Baseline Estimates

To analyze the relationship between producer prices and economic 
activity at the industry level, we reformulate our baseline Phillips 
curve specification given by equation (1) above to accommodate the 
cross-sectional aspect of the industry-level data. Specifically, we 
estimate the following panel-data version of the Phillips curve:

 (3)

where pi,t denotes the logarithm of the PPI for industry i in quarter t 
and gapit is a measure of economic slack (or activity) in that industry. 
This specification also allows for an industry-specific intercept i that is 
estimated using industry fixed effects and a full set of time dummies—
denoted by t, t = 1,2,...,T—that capture variation in common factors 
across industries. To measure the extent of resource utilization within 
each industry, we compute the “industrial production” gaps for each 
industry—denoted by [qit – qit]—as (100 times) the log-deviation of IPI 
(qit) from its stochastic trend (qit), where the latter is estimated by using 
the Hamilton (2018) filter. As an alternative, we also consider a simple 
four-quarter log-difference of industrial production, denoted by 4qit.

Columns (1) and (2) of table 5 report estimates of the Phillips 
curve at the four-quarter horizon (i.e., h = 4) for the full sample of 
industries from 1984:Q1 to 2017:Q4. Columns (3) and (4), on the 
other hand, provide comparable estimates for a subsample based on 
the 1998:Q1–2017:Q4 period, which corresponds to the time period 
in which the slope of the aggregate Phillips curve for PPI inflation 
is estimated to have stabilized near zero (figure 4).23 According to 

23. Because our panel data set is unbalanced, the coefficient estimates are not 
strictly comparable across these two periods.
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columns (1) and (2), fluctuations in economic activity—measured 
either as deviations of industrial output from its trend or as four-
quarter growth in output—are important determinants of producer 
price inflation at the industry level. Although precisely estimated, 
the economic magnitudes of these coefficients are fairly small: An 
increase in the industrial production gap of 10 percentage points in 
quarter t—an increase of a bit less than one standard deviation—is 
estimated to boost annualized PPI inflation from quarter t − 1 to t + 4 
a mere 15 basis points; the same-sized increase in the four-quarter 
growth of industrial output leads to a rise in PPI inflation of about a 
quarter of a percentage point over the same horizon.

While small in economic terms, these estimates are nonetheless 
broadly consistent with those based on the aggregate time-series 
data. For example, the coefficient on the output gap in the aggregate 
Phillips curve for core producer prices estimated over the 1984:Q1–
2017:Q4 period is 0.063 (std. error = 0.054), while the corresponding 
coefficient estimate based on the 1998:Q1–2017:Q4 sample is −0.021 
(std. error = 0.056).

Table 5. Industry-Level Phillips Curve

Explanatory Sample: 1984:Q1-2017:Q4 Sample: 1998:Q1-2017:Q4

variables (1) (2) (3) (4)
[qit – qit

] 0.014** - 0.020*** -
(0.006) (0.007)

4qit - 0.027*** - 0.030***
(0.008) (0.008)

Sum: inflation lagsa -0.057* -0.054* -0.082** -0.079**
(0.031) (0.030) (0.037) (0.037)

Adj. R2 0.220 0.222 0.246 0.246
Panel dimensions

No. of industries 319 319 319 319
Avg.  Ti (quarters) 95.6 95.8 60.4 60.5
No. of observations 30,512 30,566 19,266 19,287

Source: Authors’ calculations. 
Note: The dependent variable in each Phillips curve specification is Δ5 pi,t+4, the annualized log-difference in 
industry-specific PPI from date t − 1 to date t + 4. Explanatory variables: [qit – qit

] = industry-specific industrial 
production gap, and Δ4qit = log-difference in industry-specific IPI from date t − 4 to date t. All specifications include 
industry and time fixed effects and lags 1,...,4 of Δpit (not reported) and are estimated by OLS. Asymptotic standard 
errors reported in parentheses are clustered across industries and time, according to Cameron and others (2011):  
* p < 0.10; ** p < 0.05, and *** p < 0.01.
ª Sum of coefficients on Δpi,t–s, s = 1,...,4.
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In other words, the slope of the aggregate Phillips curve for core 
PPI inflation is statistically indistinguishable from zero over this 
period. It is also worth noting that the estimates of coefficients on 
economic activity reported in table 5 are remarkably stable across 
the two sample periods. Thus, the industry-level estimates of the 
response of PPI inflation to fluctuations in industrial output do not 
show the same kind of attenuation pattern that we estimate by using 
the aggregate time-series data.

2.3 The Role of the Trade Share

With these results in hand, we now turn to the question of whether 
differences in external trade exposure across industries influence the 
sensitivity of PPI inflation to economic slack. A straightforward way 
to test this hypothesis would be to estimate our baseline industry-
level Phillips curve given in equation (3) on a sample of “low” trade 
intensity industries and compare the results with those based on 
a sample of “high” trade intensity industries. However, to make a 
statement of whether differences in trade exposure across industries 
matter in the aggregate, we must specify some kind of a weighting 
scheme.24 Unfortunately, the value of shipments, which would provide 
an economically most sensible weighting scheme for the industry-
specific inflation rates, is not available at the 6-digit NAICS level. As 
an alternative, we rely on the QCEW employment data and aggregate 
the industry-specific PPI inflation rates using the industry-specific 
average employment shares as weights. Because the employment data 
are available only starting in 1990:Q1, we restrict the analysis to the 
balanced panel of 185 industries, which ensures that our aggregation 
scheme is not affected by changes in the composition of industries 
over time.

To gauge the reasonableness of our aggregation scheme, the 
solid line in figure 8 shows the time-series evolution of a weighted 
cross-sectional average of four-quarter PPI inflation rates across the 
185 industries in our balanced panel, while the dashed and dashed-
dotted lines show the corresponding behavior of the headline and core 
producer price inflation, respectively. As can be seen from the figure, 

24. Note that in the above regression analysis, each industry received an equal 
weight. As such, the results in table 5 may not provide an accurate picture of the 
aggregate relationship between inflation and economic slack that is central to our 
analysis.
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our employment-weighted aggregate inflation broadly tracks a mix of 
the headline and core PPI inflation. It is clearly more cyclical than the 
core inflation and somewhat less cyclical than the headline inflation. 
Importantly, this aggregation exercise gives us confidence that an 
employment-weighted version of the 6-digit industry data captures 
the cyclical variation that we see in other time-series aggregates and 
hence provides a meaningful laboratory from which one can infer 
aggregate phenomena from the industry-level estimates.

We use the balanced panel—with the associated average 
employment shares—to examine the extent to which the responsiveness 
of inflation to fluctuations in economic activity differs with the degree 
of trade intensity across industries. As noted above, we split our sample 
of 185 industries into two groups, based on whether their average 
trade share is above or below 5 percent. This cutoff corresponds to the 
median of the industry-specific average trade shares, weighted by the 
industry-specific average employment shares, and implies that the low 
and high trade intensity industry groups account for about one-half 
each of total employment in our balanced panel.

Figure 8. Industry vs. Aggregate Producer Price Inflation

Four−quarter percent change

201020082006 2016201420122004200220001990 1992 1994 1996 1998

-6

-4

-2

0

2

4

6

8

10 Industry−weighted
Headline
Core

Source: Authors’ calculations using data from the Bureau of Labor Statistics.
Note: The solid line depicts a cross-sectional weighted average of producer price inflation across 185 industries in 
the balanced panel, with weights equal to the corresponding average industry-specific employment shares. The 
dashed grey line depicts the headline (core) producer price inflation. The shaded vertical bars denote the NBER-
dated recessions.
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Table 6. Industry-Level Phillips Curve and the Trade Share 
(weighted vs. unweighted estimates)

Explanatory Industry category

variables All Low trade shr. High trade shr.

A. Weighted estimates

[qit – qit
] 0.015 0.029*** 0.006

(0.010) (0.011) (0.011)

Sum: inflation lagsd −0.060 −0.159*** 0.044

(0.041) (0.043) (0.043)

Adj. R2 0.243 0.228 0.306

B. Unweighted estimates

[qit – qit
] 0.025*** 0.035*** 0.014**

(0.007) (0.013) (0.006)

Sum: inflation lagsd −0.060 −0.091** 0.004

(0.036) (0.042) (0.045)

Adj. R2 0.198 0.198 0.227
Source: Authors’ calculations. 
Note: Sample: a balanced panel of 185 industries from 1990:Q1 to 2017:Q4 (Obs. = 19,239). The dependent variable 
in each Phillips curve specification is Δ5 pi,t + 4, the annualized log-difference in industry-specific PPI from date t−1 
to date t + 4. Explanatory variables: [qit – qit

] = industry-specific industrial production gap. All specifications include 
industry and time fixed effects and lags 1,...,4 of Δpit (not reported). In panel A, the specifications are estimated 
by WLS—using average industry employment shares as weights—while in panel B, they are estimated by OLS. 
Asymptotic standard errors reported in parentheses are clustered across industries and time, according to Cameron 
and others (2011): * p < 0.10; ** p < 0.05, and *** p < 0.01.
ª Sum of coefficients on Δpi,t–s, s = 1,...,4.

Table 6 reports the results of this exercise for inflation at the four-
quarter horizon (i.e., h = 4) and using the industrial production gap,  
[qit – qit], to measure slack at the industry level. In the first column of 
panel A, we report the weighted least squares (WLS) estimates of the 
coefficient on the industrial production gap for all industries, while 
in the second and third column, we report the corresponding WLS 
estimates for low and high trade share industry groupings, respectively; 
for comparison purposes, panel B contains the corresponding ordinary 
least squares (OLS) estimates, which weight all industries equally.

The WLS estimate of the coefficient on economic slack for all 
industries is a bit smaller than its corresponding OLS estimate—0.015 
vs. 0.025—and also less precisely estimated. More importantly, the 
WLS estimates of coefficients on economic slack show a clear difference 
across the two industry groupings: In low trade intensity industries, 
the coefficient on economic slack is positive and statistically highly 
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significant, whereas in high trade intensity industries, the coefficient 
on economic slack is essentially zero, in both economic and statistical 
terms. These results provide further support for the argument that 
globalization and increased international trade may be responsible, at 
least in part, for the observed attenuation in the response of inflation 
to fluctuations in economic activity. However, swings in producer 
prices at the industry level are far more likely to reflect a confluence 
of demand shocks, which push prices and output in the same direction, 
and supply shocks, which push them in opposite directions. Thus one 
should be cautious in providing a structural interpretation to the 
coefficient estimates reported in table 6.

3. TRADE SHARE AND THE EFFECTS OF AGGREGATE SHOCKS

In this section, we employ an alternative approach to investigate 
the role that international trade may play in determining domestic 
inflation outcomes. Specifically, we identify aggregate shocks that 
simultaneously influence inflation and output dynamics and trace out 
their effects on industry-level outcomes. We then examine the extent 
to which the industry-level responses of prices, wages, output, and 
employment to such aggregate shocks differ across industries with a 
differential exposure to international trade and thus to global factors.

3.1 Econometric Methodology

As in the previous section, we focus on a balanced panel of 185 
industries for which all variables are available over the 1990:Q1–
2017:Q4 sample period. Given the high dimensionality—in both the 
cross-sectional and time-series dimensions—of our industry-level data, 
we use the FAVAR methodology proposed by Bernanke and Boivin 
(2003) and Bernanke and others (2005) to identify aggregate shocks 
and trace out their effect on price and wage inflation and the growth of 
output and employment at the industry level. To identify an aggregate 
shock of interest, we study the response of industry-level variables 
to a sudden deterioration in broad domestic financial conditions. An 
adverse shock to financial conditions may be interpreted as a reduction 
in aggregate demand and such shocks have featured prominently in 
recent discussions regarding the source of business cycle fluctuations 
over the time period under our consideration.25

25. See Stock and Watson, 2012.
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Our estimation and identification procedure broadly follows 
the empirical methodology outlined in Gilchrist and others (2009). 
In particular, we combine the industry-level data on price and 
wage inflation and on the growth of output and employment in an  
(n1

 × 1)-dimensional vector X1t.
26 We then consider a set of macro-level 

variables that summarize domestic financial conditions—these series 
are combined in an (n2

 × 1)-dimensional vector X2t. This data-rich 
environment can be succinctly represented by an (n × 1)-dimensional 
vector Xt = [X'1 t , X'2 t ]', where n = n1 + n2 and t = 1,2,…,T. We assume 
that Xt has a (linear) factor structure, whereby Xit = 'i Ft + vit, i = 1,…,n, 
where Ft is a (k × 1)-dimensional vector of common latent factors (with 
k << n), i is the corresponding vector of factor loadings, and vit is an 
idiosyncratic random disturbance that is assumed to be uncorrelated 
across i and t.

When analyzing the dynamic effects of aggregate financial shocks, 
we assume that a subset of these common factors—denoted by a  
(k2

 × 1)-dimensional vector F2t—are factors that are specific to the 
aggregate financial variables contained in the vector X2t. These factors 
do not contemporaneously influence the industry-level variables in the 
vector X1t, but they do affect contemporaneously the variables in the 
vector X2t. The rest of the factors—denoted by a (k1

 × 1)-dimensional 
vector F1t, where k = k1 + k2—are assumed to span the information 
contained in the entire data vector Xt. The relationship between the 
observed variables and the unobserved factors is assumed to be linear 
and is given by the following system of measurement equations:

 (4)

where

is an (n × k) matrix of factor loadings.
The latent factors are assumed to follow a vector autoregressive 

process of the form:

 (5)

26. Note that n1 = 4 × 185 = 740 ; that is, four series for each of the 185 industries. 
Wage inflation is measured as the log-difference in the average weekly earnings.
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where (L) is a matrix lag-polynomial of finite order p. As it is standard 
in these models, we assume that E[vit st] = 0, for all i = 1,2,…,n and  
s = 1,2,…,k; and E[ it jt] = 0, for all i ≠ j. In this form, our model 
constitutes a static representation of a dynamic factor model;27 it is 
static in the sense that factors enter only contemporaneously in the 
system of measurement equations (4).

To identify the aggregate factors F2t, we impose the following 
restrictions on the system of measurement equations. First, we assume 
that the matrix 12 = 0. This restriction on the factor loading matrix  
implies that, once we have conditioned on the factors F1t, the remaining 
variation in the aggregate block X2t has a systematic component that 
is reflected in its own factor structure. Although the aggregate factors 
F2t have no contemporaneous effect on the vector X1t, they affect the 
factors F1t and, by extension, the variables in the industry block X1t with 
a lag through the autoregressive dynamics of equation (5). The second 
identifying assumption is that the contemporaneous innovations 
associated with the factors F1t and F2t are orthogonal, an assumption 
that separates the residual information content in the aggregate block 
from the factors summarizing the state of the economy, as measured 
by the full set of industry-specific information contained in the  
vector X1t.

28

In implementing this identification strategy, we let the vector  X2t 
include a broad array of domestic financial indicators. Specifically, 
when considering how financial shocks affect industry-level outcomes, 
the vector X2t consists of the following five financial indicators: the 
GZ corporate bond credit spread and the associated excess bond 
premium;29 the Moody’s Baa-Aaa corporate bond credit spread; the 
term spread measured as the difference in yields on the ten- and two-
year U.S. Treasury coupon securities; and the option-implied volatility 
on the S&P 500 stock price index, the VIX. The GZ and Baa-Aaa credit 
spreads and the excess bond premium are widely used indicators of 
financial strains obtained from the corporate bond market. The VIX, on 
the other hand, is a measure of risk appetite in equity markets, while 

27. See Stock and Watson, 2010a.
28. We can estimate the FAVAR model given by equations (4) and (5) by using a 

Gaussian maximum likelihood method and a Kalman filter to construct the likelihood 
function. However, in the presence of identifying assumptions with large n, this method 
is computationally demanding. We, therefore, follow the four-step procedure outlined in 
Gilchrist and others (2009), as it is straightforward to implement and directly imposes 
the necessary identification restrictions.

29. See Gilchrist and Zakrajšek, 2012.
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the term spread primarily reflects investors’ appetite for duration risk. 
These five indicators provide a broad summary of domestic financial 
conditions that are entirely reliant on market prices and, therefore, 
should capture changes in broad financial conditions in a timely 
manner. In the FAVAR specifications, we allow for four common factors 
in the industry-level block X1t—that is, k1 = 4— and for one factor in 
the aggregate block X2t, that is k2 = 1.30

3.2 The Impact of Financial Shocks

In this section, we present impulse responses of variables in the 
industry block X1t to the identified aggregate financial shock. We begin 
by reporting these baseline results for all industries. Next, we examine 
how international trade exposure influences industry-level inflation 
dynamics by again dividing our sample of industries into those with 
a low external trade exposure and those with a high trade exposure.

Figure 9 plots the distribution of industry-level outcomes in 
response to an adverse financial shock of one standard deviation in 
quarter zero. Though not shown, this shock causes a broad-based 
tightening of domestic financial conditions, implying an increase in 
the excess bond premium of about 30 basis points upon impact.31 The 
solid line in each panel shows the median industry response of the 
specified variable to such a shock, while the dark shaded bands denote 
the range of responses between the 75th and 25th percentiles (the P75−
P25 range) and the light shaded bands denote the range of responses 
between the 95th and 5th percentiles (the P95−P5 range). Recall that 
the factor F2t is, by assumption, contemporaneously orthogonal to the 
variables in the industry block  and thus aggregate shocks have no 
effect on industry-level outcomes upon impact.

30. These choices were based on the information criteria proposed by Bai and Ng 
(2002); however, all of the results reported in this paper are robust to allowing a greater 
number of factors in either block.

31. Over the 1990:Q1–2017:Q4 period, the standard deviation of the excess bond 
premium is about 50 basis points. As a point of comparison, the excess bond premium 
shot up more than 300 basis points following the collapse of Lehman Brothers in 
September 2008.
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Figure 9. Implications of an Adverse Financial Shock
(all industries)

A. Producer price inflation B. Industrial production growth 
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Source: Authors’ calculations.
Note: The solid line in each panel depicts the median response of the specified variable to an adverse financial 
shock of one standard deviation across 185 industries; the shaded bands depict the corresponding P75−P25 and 
P95−P5 ranges. See the text for details.

The identified financial shock is clearly contractionary—it induces 
a substantial decline in the growth of industrial production and 
employment for the median industry. A couple of quarters after its 
impact, this shock is cutting 1.2 percentage points from the annualized 
growth of output and 0.8 percentage points from the annualized growth 
of employment at the median. It also causes a significant step-down 
in both price and wage inflation: For the median industry, annualized 
price inflation is lowered 0.1 percentage points, whereas the reduction 
in annualized wage inflation is on the order of 0.4 percentage points. 
Notably, the reduction in the rate of growth of economic activity, prices, 
and wages occurs relatively quickly, peaking a mere two quarters 
after the shock. Economic growth remains depressed for several more 
quarters before recovering slowly and returns to its long-run level 
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only after about eight quarters. Judging by the shaded regions, the 
estimated range of industry responses implies that these effects are 
broad based. The combination of steep declines in the growth of output, 
employment, prices, and wages implies that the deterioration in broad 
domestic financial conditions delivers a response that is consistent 
with a reduction in aggregate demand within a New Keynesian 
framework.

With these baseline results in hand, we now analyze the extent to 
which differential trade exposure across industries changes the results 
reported above. As before, we sort our sample of industries based on 
their average trade exposure over the 1990:Q1–2017:Q4 period and 
group them into a low and high trade exposure categories. We then 
separately estimate our two FAVAR specifications for each of the 
two groupings, an approach that ensures that we do not artificially 
constrain the factor structure to be the same across industries with a 
differential trade exposure. As a reminder, recall that each category 
of industries accounts, on average, for about 50 percent of total 
employment in our sample.

Unlike our baseline exercise, this exercise is focused on the 
implications of the common financial shock for aggregate outcomes. 
Specifically, for each industry-level endogenous variable, we compute 
a weighted-average response across industries, where weights are 
equal to the industry-specific average employment shares within 
each group of industries (i.e., low vs. high trade exposure industry 
categories). In addition, we report the aggregate responses for all 
industries by weighting the industry-specific responses from figure 9 
with their corresponding average employment shares; these results 
are shown in figure 10.32

As shown by the solid lines in figure 10, the aggregate responses 
of producer price and wage inflation and the growth of output and 
employment to an adverse financial shock follow closely the contours 
of the corresponding median industry-level responses shown in  
figure 9: Price and wage inflation, along with output and employment 
growth, all fall sharply, with peak responses occurring one to two 
quarters after the impact of the shock. Moreover, these aggregate 
responses remain persistently below their respective long-run values 
for six to eight quarters after the shock.

32. Figures B.1–B.2 in appendix B show the industry-level responses for the low and 
high trade share industry categories when the economy is perturbed by an aggregate 
financial shock.
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Figure 10. Implications of an Adverse Financial Shock
(low vs. high trade share industries)

A. Producer price inflation B. Industrial production growth
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Source: Authors’ calculations.
Note: The solid line in each panel depicts the employment-weighted-average response of the specified variable 
to an adverse financial shock of one standard deviation across 185 industries; the dashed (dashed-dotted) lines 
depict the corresponding employment-weighted-average responses for a subset of industries with a high (low) 
average trade share. See the text for details.

Note that the (absolute) magnitude of responses for the aggregates—
as defined by the employment-weighted averages of industry-level 
responses—are somewhat larger than their corresponding unweighted 
median responses across industries. In particular, the annualized output 
and employment growth both fall by more than one percentage point, 
while the annualized producer price inflation declines about 30 basis 
points. The estimated decline in the growth of output in response to 
a financial shock is consistent with other studies that find that such 
disturbances lead to a significant contraction in economic activity.33 That 
said, the estimated drop in producer price inflation is both larger and 

33. See Gilchrist and others, 2009; Gilchrist and Zakrajšek, 2012; and Boivin and 
others, 2018.
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occurs more quickly than the one estimated by VARs that use aggregate 
time-series data. Overall, these results indicate that producer price 
inflation is fairly sensitive to fluctuations in economic activity induced by 
changes in broad financial conditions—producer price inflation declines 
roughly 25 basis points when a tightening of financial conditions induces 
a one percentage point decline in the growth of industrial output.

Figure 10 also displays the aggregate responses to an adverse 
financial shock for high and low trade industries. As shown in the 
upper left panel, the dynamics of inflation differ markedly across 
industries with a differential trade exposure. Notably, the peak decline 
in producer price inflation of 0.5 percentage points for industries 
with low trade exposure is more than three times as large as that 
for industries with high trade exposure. Although the unanticipated 
tightening of financial conditions causes a somewhat greater 
contraction in economic activity among high trade industries, the 
responses of output and employment growth are broadly similar—in 
terms of both timing and their magnitudes—across the two industry 
groupings. Wage inflation also behaves in a similar manner across 
these two industry groupings, though in high trade industries, the 
deceleration in wages occurs more quickly.

A useful way to highlight the difference in inflation dynamics 
between low and high trade industries is to compute the cumulative 
responses of price inflation and output growth. The ratio of the 
resulting price response to the output response then provides an 
estimate of the decline in prices relative to output that occurs at 
different horizons in response to an adverse financial shock. As shown 
in figure 11, in low trade intensity industries, producer prices are 
estimated to decline about 0.3 percent for every one percent decline in 
output at very short horizons and about one percent for the same-sized 
reduction in output at the two-year horizon. In high trade intensity 
industries, by contrast, producer prices are estimated to decline about 
0.1 percent for a one percent reduction in output at very short horizons 
and about 0.3 percent at the two-year horizon. In sum, these findings 
imply that the inflation-output tradeoff is—at every horizon—three 
times larger in low trade intensity industries than in their high trade 
intensity counterparts.
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Figure 11. Inflation-Output Tradeoff
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Note: The bars in the figure depict the estimated sensitivity of producer prices to fluctuations in output induced by 
aggregate financial shocks. See the text for details.

In summary, our FAVAR analysis implies that producer price 
inflation is three to four times more responsive to aggregate demand 
shocks in low trade intensity industries than their high trade intensity 
counterparts. Responses of wages, output, and employment, by contrast, 
are strikingly similar across the two industry groupings. These results 
are consistent with the notion that the Phillips curve is indeed much 
flatter in industries that are more exposed to international trade and 
are thus broadly consistent with our earlier findings, which show that 
the estimated flattening of the aggregate Phillips curves coincides to 
a substantial degree with the increased exposure of the U.S. economy 
to international trade.

4. CONCLUSIONS

In this chapter, we examine the extent to which the response 
of inflation to fluctuations in economic activity has weakened over 
time. Furthermore, we analyze the role of globalization and rising 
trade shares behind these structural shifts. Our evidence points 
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to a significant flattening of the Phillips curve that occurred in 
the 1990s. Although there is some evidence of a recent rise in the 
responsiveness of CPI inflation to changes in economic slack, it 
remains the case that both PPI and CPI inflation are substantially 
less responsive to fluctuations in economic activity today, relative 
to estimates that rely on the pre-1990 data. To a significant degree, 
this reduced responsiveness of inflation to economic slack coincides 
with a rising U.S. trade share and a concomitant increase in global 
economic integration.

Industry-level data provide further evidence in favor of the notion 
that trade intensity attenuates the response of inflation to fluctuations 
in economic activity. Industry-level estimates of the Phillips curve 
imply a substantially lower sensitivity of PPI inflation to output in 
industries with a high trade share, relative to those with a low trade 
share. We confirm these results by examining the response of industry-
level PPI inflation and output to identified aggregate financial shocks. 
This evidence implies that the inflation-output tradeoff is about three 
times larger for low trade intensity industries than for their high trade 
intensity counterparts. In this sense, increased international trade and 
globalization do indeed appear to help explain the observed flattening 
of the aggregate Phillips curve over the past several decades.
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APPENDIX

A. Controlling for Trend Inflation

As discussed in the main text, both producer and consumer price 
inflation exhibit significant low frequency variation over our sample 
period (figure 1). To ensure that this low frequency variation does 
not affect our baseline time-series estimates of the aggregate Phillips 
curves, this appendix reports a set of results in which all inflation 
series were “detrended” to eliminate very low frequency variation. 
Specifically, following Stock and Watson (2012), we calculated the 
deviations of each quarterly inflation series from a local mean, where 
the latter is estimated using a bi-weight kernel with a bandwidth of 
100 quarters. As noted by Stock and Watson (2012), these local mean 
estimates are roughly the same as those computed using a centered 
moving-average window of ±30 quarters. This approach of eliminating 
low frequency variation in inflation rates has the desirable feature 
that it makes no assumption about reversion to the local mean.

As shown in figures A.1 and A.2, the values of these local means 
change substantially over our sample period. Tables A.1 and A.2 
contain estimates of the baseline Phillips curve specifications for 
producer and consumer price inflation, respectively, which use the 
detrended inflation data; these estimates are directly comparable 
with those reported in tables 1 and 2 of the main text, which use the 
untransformed inflation series. Tables A.3 and A.4, in contrast, use 
the detrended inflation series to examine the role the trade share in 
influencing the slope of the Phillips curve, and the results in those 
tables are directly comparable to those reported in tables 3 and 4 of 
the main text.



Figure A1. Producer Price Inflation
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Source: Authors’ calculations using data from the Bureau of Labor Statistics. 
Note: Panel A depicts the annualized quarterly log-difference of headline PPI inflation and its estimated local mean, 
while panel B depicts the corresponding series for core PPI inflation (see the text for details). The shaded vertical 
bars denote the NBER-dated recessions. All price indices are seasonally adjusted. 



Figure A2. Consumer Price Inflation
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Source: Authors’ calculations using data from the Bureau of Labor Statistics.
Note: Panel A depicts the annualized quarterly log-difference of headline CPI inflation and its estimated local mean, 
while panel B depicts the corresponding series for core CPI inflation (see the text for details). The shaded vertical 
bars denote the NBER-dated recessions. All price indices are seasonally adjusted. 



Table A1. Phillips Curve – Detrended Producer Price 
Inflation

Explanatory h = 1 h = 4

variables (1) (2) (3) (4)

A. Producer prices

[yt – yt
* ] 0.263** - 0.294** -

(0.129) - (0.135) -

[Ut – Ut
* ] - -0.306 - -0.331

- (0.224) - (0.232)

Sum: inflation lagsa 0.371** 0.369** 0.212* 0.211*

(0.147) (0.147) (0.112) (0.112)

sup Wb 16.168*** 115.353*** 32.027*** 34.338***

[09:Q1] [09:Q1] [84:Q1] [08:Q1]

qLL
c -4.536 -4.975 -3.793 -3.178

Adj. R2 0.161 0.141 0.160 0.115

B. Core producer prices

[yt – yt
* ] 0.136** - 0.163** -

(0.052) - (0.062) -

[Ut – Ut
* ] - -0.240** - -0.271**

- (0.099) - (0.122)

Sum: inflation lagsa 0.565*** 0.538*** 0.434*** 0.403***

(0.117) (0.114) (0.101) (0.096)

sup Wb 17.562*** 25.350*** 60.378*** 78.601***

[84:Q1] [84:Q1] [81:Q4] [82:Q2]

qLL
c -7.776* -7.716* -5.355 -5.395

Adj. R2 0.378 0.373 0.409 0.389
Source: Authors’ calculations. 
Note: Sample: 1962:Q2 to 2017:Q4 for headline PPI (panel A), and 1974:Q1 to 2017:Q4 for core PPI (panel B). The 
dependent variable in each Phillips curve specification is Δh+1 pt+h, the detrended annualized log-difference in the 
specified PPI from date t−1 to date t+h. Explanatory variables: [yt −yt

*]  = output gap, and [Ut −Ut
*] = unemployment 

gap. All specifications include a constant and lags 1,...,4 of Δpt (not reported) and are estimated by OLS. Asymptotic 
standard errors reported in parentheses are computed according to Newey and West (1987) with the “lag-length” 
parameter equal to four: * p < 0.10; ** p < 0.05, and *** p < 0.01.
a. Sum of coefficients on Δpt−s, s = 1,...,4.
b. The Andrews (1993) sup-Wald statistic of the null hypothesis that there is no structural break in the coefficient 
on economic slack; the estimated break dates are reported in brackets below.
c. The Elliott and Müller (2006) qLL statistic of the null hypothesis that the coefficient on economic slack is constant 
over time.



Table A2. Phillips Curve – Detrended Consumer Price 
Inflation

Explanatory h = 1 h = 4

variables (1) (2) (3) (4)

A. Consumer prices

[yt – yt
* ] 0.196*** - 0.232*** -

(0.072) - (0.075) -

[Ut – Ut
* ] - -0.264** - -0.290**

- (0.114) - (0.113)

Sum: inflation lagsa 0.571*** 0.550*** 0.392*** 0.369***

(0.114) (0.118) (0.101) (0.108)

sup Wb 22.185*** 17.394*** 52.617*** 30.743***

[83:Q2] [83:Q2] [83:Q1] [91:Q3]

qLL
c -6.173 -6.729 -4.367 -3.846

Adj. R2 0.339 0.316 0.346 0.290

B. Core consumer prices

[yt – yt
* ] 0.124*** - 0.179*** -

(0.045) - (0.053) -

[Ut – Ut
* ] - -0.200*** - -0.257***

- (0.071) - (0.085)

Sum: inflation lagsa 0.677*** 0.652*** 0.479*** 0.441***

(0.100) (0.100) (0.116) (0.122)

sup Wb 20.048*** 19.449*** 65.059*** 38.216***

[83:Q2] [83:Q2] [83:Q1] [83:Q1]

qLL
c -6.486 -6.384 -6.068 -5.870

Adj. R2 0.499 0.495 0.427 0.394
Source: Authors’ calculations. 
Note: Sample: 1962:Q2 to 2017:Q4. The dependent variable in each Phillips curve specification is Δh+1 pt+h, 
the detrended annualized log-difference in the specified CPI from date t−1 to date t+h. Explanatory variables:  
[yt −yt

*] = output gap, and [Ut −Ut
*] = unemployment gap. All specifications include a constant and lags 1,...,4 of Δpt  

(not reported) and are estimated by OLS. Asymptotic standard errors reported in parentheses are computed according 
to Newey and West (1987) with the “lag-length” parameter equal to four: * p < 0.10; ** p < 0.05, and *** p < 0.01.
a. Sum of coefficients on Δpt−s, s = 1,...,4. 
b. The Andrews (1993) sup-Wald statistic of the null hypothesis that there is no structural break in the coefficient 
on economic slack; the estimated break dates are reported in brackets below.
c. The Elliott and Müller (2006) qLL statistic of the null hypothesis that the coefficient on economic slack is constant 
over time.



Table A3. Phillips Curve and the Trade Share – Detrended 
Producer Price Inflation

Explanatory h = 1 h = 4

variables (1) (2) (3) (4)

A. Producer prices

[yt – yt
* ] 0.702* - 1.112** -

(0.397) - (0.494) -

[yt – yt
* ] × TrdShr t–1 -0.022 - -0.040* -

(0.021) - (0.023) -

[Ut – Ut
* ] - -1.033 - -1.310*

- (0.627) - (0.739)

[Ut – Ut
* ] × TrdShr t–1 - 0.037 - 0.048

- (0.030) - (0.033)

Sum: inflation lagsa 0.382** 0.374** 0.231** 0.217**

(0.146) (0.143) (0.105) (0.106)

Adj. R2 0.166 0.147 0.210 0.142

B. Core producer prices

[yt – yt
* ] 0.636** - 0.808*** -

(0.270) - (0.281) -

[yt – yt
* ] × TrdShr t–1 -0.022* - -0.028** -

(0.011) - (0.018) -

[Ut – Ut
* ] - -1.908*** - -2.239***

- (0.529) - (0.516)

[Ut – Ut
* ] × TrdShr t–1 - 0.069*** - 0.081***

- (0.021) - (0.021)

Sum: inflation lagsa 0.562*** 0.490*** 0.431*** 0.346***

(0.113) (0.110) (0.096) (0.083)

Adj. R2 0.402 0.443 0.466 0.519
Source: Authors’ calculations. 
Note: Sample: 1962:Q2 to 2017:Q4 for headline PPI (panel A), and 1974:Q1 to 2017:Q4 for core PPI (panel B). The 
dependent variable in each Phillips curve specification is Δh+1 pt+h, the detrended annualized log-difference in the 
specified PPI from date t−1 to date t+h. Explanatory variables: [yt − yt

*] = output gap, [Ut − Ut
*] = unemployment 

gap, TrdShrt−1 = eight-quarter (trailing) moving average of the trade share. All specifications include a constant 
and lags 1,...,4 of Δpt (not reported) and are estimated by OLS. Asymptotic standard errors reported in parentheses 
are computed according to Newey and West (1987) with the “lag-length” parameter equal to four: * p < 0.10;  
** p < 0.05, and *** p < 0.01.
a. Sum of coefficients on Δpt−s, s = 1,...,4.



Table A4. Phillips Curve and the Trade Share – Detrended 
Consumer Price Inflation

Explanatory h = 1 h = 4

variables (1) (2) (3) (4)

A. Consumer prices

[yt – yt
* ] 0.505** - 0.772*** -

(0.227) - (0.275) -

[yt – yt
* ] × TrdShr t–1 -0.015 - -0.028** -

(0.011) (0.012)

[Ut – Ut
* ] - -0.717** - -0.867**

- (0.320) - (0.355)

[Ut – Ut
* ] × TrdShr t–1 - 0.022 - 0.028*

- (0.015) - (0.015)

Sum: inflation lagsa 0.602*** 0.566*** 0.447*** 0.390***

(0.117) (0.116) (0.173) (0.105)

Adj. R2 0.348 0.324 0.398 0.313

B. Core consumer prices

[yt – yt
* ] 0.315** - 0.576*** -

(0.146) - (0.186) -

[yt – yt
* ] × TrdShr t–1 -0.009* - -0.019*** -

(0.006) - (0.007) -

[Ut – Ut
* ] - -0.503** - -0.698***

- (0.201) - (0.242)

[Ut – Ut
* ] × TrdShr t–1 - 0.015* - 0.021**

- (0.008) - (0.009)

Sum: inflation lagsa 0.711*** 0.623*** 0.549*** 0.471***

(0.102) (0.099) (0.112) (0.118)

Adj. R2 0.504 0.501 0.465 0.414
Source: Authors’ calculations. 
Note: Sample: 1962:Q2 to 2017:Q4. The dependent variable in each Phillips curve specification is Δh+1 pt+h, the 
annualized log-difference in the specified CPI from date t−1 to date t+h. Explanatory variables: [yt − yt

*] =  output 
gap, [Ut − Ut

*] = unemployment gap, and TrdShrt−1 = eight-quarter (trailing) moving average of the trade share. All 
specifications include a constant and lags 1,...,4 of Δpt (not reported) and are estimated by OLS. Asymptotic standard 
errors reported in parentheses are computed according to Newey and West (1987) with the “lag-length” parameter 
equal to four: * p < 0.10; ** p < 0.05, and *** p < 0.01.
a. Sum of coefficients on Δpt−s, s = 1,...,4.



B. Supplementary FAVAR Results

Figure B1. Implications of an Adverse Financial Shock
(industries with a low trade share)

A. Producer price inflation B. Industrial production growth
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Source: Authors’ calculations.
Note: The solid line in each panel depicts the median response of the specified variable to an adverse financial shock 
of one standard deviation across a subset of industries with a low average trade share; the shaded bands depict the 
corresponding P75 − P25 and P95 − P5 ranges. See the main text for details.



Figure B2. Implications of an Adverse Financial Shock
(industries with a high trade share)

A. Producer price inflation B. Industrial production growth
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Source: Authors’ calculations.
Note: The solid line in each panel depicts the median response of the specified variable to an adverse financial
shock of one standard deviation across a subset of industries with a high average trade share; the shaded bands
depict the corresponding P75 − P25 and P95 − P5 ranges. See the main text for detail.
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THE SUPPLY-SIDE ORIGINS  
OF U.S. INFLATION

Bart Hobijn 
Arizona State University

In recent years, we have not seen much of a negative correlation 
between inflation, the time series plotted in figure 1, and measures of 
resource slack, based on real GDP plotted in figure 2. This flattening 
of the Phillips curve in many countries across the world has startled 
monetary policymakers. In fact, it has some former policymakers 
ask whether the Phillips curve is dead.1 It is often interpreted as the 
disappearance of a short-run output-inflation tradeoff that central 
banks can exploit for stabilization purposes.2

In this paper I argue that this is too pessimistic an assessment. 
What the flattening of the Phillips curve really indicates is that 
recent economic fluctuations were not mainly driven by movements in 
aggregate demand (AD) but, instead, by joint movements in aggregate 
demand and aggregate supply (AS). It is these movements in aggregate 
supply that are at the root of the “supply-side origins of inflation” that 
I refer to in the title.

In the first part of this paper, I illustrate that, once one is willing to 
drop the assumption in a textbook aggregate demand-aggregate supply 
(AD-AS) framework that business-cycle fluctuations are mainly the 
result of movements in aggregate demand, it is not hard to imagine how 
joint inward shifts in both aggregate demand and aggregate supply 
can result in economic downturns without much of a, if any, decline in 
inflation. I discuss how a broad range of recent papers and explanations 

Paper prepared for the XXII Annual Conference of the Central Bank of Chile, 
“Changing Inflation Dynamics, Evolving Monetary Policy.” I would like to thank Dennis 
Bonam for discussions, suggestions, and help with the simulations of the NK model. 
Ricardo Ruiz has provided excellent research assistance.

1. See Blinder (2018). 
2. The potential for such an output-inflation tradeoff was first emphasized in 

Samuelson and Solow (1960)’s reinterpretation of Phillips (1958).
Changing Inflation Dynamics, Evolving Monetary Policy edited by Gonzalo Castex, 

Jordi Galí, and Diego Saravia, Santiago, Chile. © 2020 Central Bank of Chile.
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can be interpreted as shifts in the short-run aggregate supply (SRAS) 
curve that is the backbone of the upward-sloping Phillips curve.3

Figure 1. Inflation Rates in U.S. and Chile: 1996-2018
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Sources: Bureau of Labor Statistics (BLS), Bureau of Economic Analysis (BEA), and Organization of Economic 
Cooperation and Development(OECD).
Note: 12-month inflation rates. Shading shows U.S. recessions.

Figure 2. Log Real GDP in U.S. and Chile: 1996-2018
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3. This includes Ravenna and Walsh (2006), Gilchrist and others (2017), Daly and 
Hobijn (2014), and Carlstrom and others (2017) among many.
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Looking at the flattening of the Phillips curve through this joint 
AD-AS shift lens reveals some important insights. First of all, it implies 
that the flattening of the Phillips curve is not indicative of the absence 
of a transmission of monetary policy to the real economy. Instead, it 
suggests this transmission works through both the AD and the SRAS 
curves. Secondly, as a consequence of this first insight, this means that 
monetary policymakers have to think beyond the common focus on 
keeping “the growth of aggregate demand stable in order to prevent 
fluctuations in real output and inflation.”4 Finally, thinking beyond 
this common focus involves identifying and quantifying the supply-
side effects of monetary policy and their impact on output and, most 
importantly for the second part of this paper, inflation.

In order to study the supply-side effects of monetary policy and 
their impact on inflation, we need to be able to measure how important 
supply-side factors, like factor costs, technology, and markups, are for 
inflation. One way would be to use a New Keynesian (NK) dynamic 
stochastic general equilibrium (DSGE) model.

But it is exactly that type of model that has not been particularly 
satisfactory in furthering our understanding of recent inflation 
dynamics. This is the reason I explore a different approach in this 
paper. Namely, to apply growth-accounting techniques that are 
generally used for the medium- to long-run analysis of the supply side 
of the economy for decomposing the sources of inflation.

In the second part of the paper I present the results obtained with 
this approach. I use dual growth-accounting methods to quantify the 
supply-side factors that underlie inflation in the headline personal 
consumption expenditures (PCE) price index5 in the U.S. from 1999 
to 2015.

The value chain of the PCE goods and services, whose price 
changes are captured in personal consumption expenditures price 
index (PCEPI) inflation, has not changed a lot from 1999 to 2015. The 
relative contributions of domestic industries to the cost of these goods 
has remained approximately constant over time. What has changed is 
the importance of imports and where they flow into the supply chain.

4. See Taylor (1997).
5. This is the price index that the Federal Reserve explicitly targets.
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Since 1998 the share of the cost of PCE traceable to imports has 
increased from 7.6 percent on the dollar to 10.6 percent. This share 
 peaked in 2008. Imports increasingly flow into the U.S. supply chain 
at more advanced stages of production. In terms of the production 
factors that contribute to these costs, the share of labor has declined 
steadily. This largely reflects the decline in the factor requirement of 
unskilled labor over time.

Import-price fluctuations played an outsized role in the dynamics 
of PCEPI inflation in the U.S. Even though imports only account for a 
tenth of the cost of PCE spending, import-price movements account for 
45 percent of the variance in inflation. The contributions of changes 
in the costs of capital and total factor productivity (TFP) growth to 
inflation largely offset each other. This is possibly due to movements 
in markups that the dual growth-accounting method I use does not 
explicitly take into account. Labor compensation, even though it makes 
up half of the cost of PCE spending, accounts for less than a fifth of 
inflation fluctuations.

The data requirements for the dual growth-accounting methods I 
use are steep and the relevant data is released with a substantial delay. 
However, the contributions of import-price inflation, measured TFP 
growth, and, to a lesser extent, labor, can be reasonably approximated 
by using simple rules of thumb that can be implemented almost in 
real time.

The results in this paper show how the application of growth-
accounting methods, normally used to analyze long-run growth and 
productivity trends, to short-run movements in inflation uncovers 
useful facts about the supply-side origins of inflation. These growth-
accounting methods are based on neoclassical assumptions and do not, 
yet, allow for disentangling markups. Neither are they applicable in 
many countries other than the U.S. due to a lack of data. These are 
two areas that central banks possibly can contribute to with their 
research and resources.

1. BEYOND DEMAND-DRIVEN INFLATION FLUCTUATIONS

To understand what I mean by the “supply-side origins” of inflation, 
it is useful to start with the textbook explanation of the AD-AS model. 
Though such a textbook-type exposition definitely does not do justice 
to the numerous academic studies that employ the three-equation NK 
model and variations and extensions thereof, it does capture the main 
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intuition of many of the core principles that leading macroeconomists 
agreed on in 1997.6,7 

The textbook explanation is illustrated in panel (i) of figure 3. The 
diagram in this panel can be understood in terms of the core principles 
laid out in 1997. First, the short-run aggregate supply curve in the 
panel captures that “there is a short-run tradeoff between inflation and 
unemployment”.8 Second, the shifts in the aggregate demand curve 
reflect the commonly-held belief that most fluctuations of output around 
its long-run trend “...are predominantly driven by aggregate demand 
impulses”.9 The latter is the equivalent of an identifying assumption 
in an instrumental variables (IV) regression.

In its purest form, plotted here, this implies that business-cycle 
fluctuations only shift the AD curve and are orthogonal to shifts in 
the SRAS curve. As a result, business-cycle fluctuations (to the extent 
they are not dampened by stabilization policies) result in shifts of the 
AD curve along the (fixed) SRAS curve. Thus, under this identifying 
assumption, business-cycle fluctuations allow for the identification of 
the slope of the SRAS curve, i.e., the sacrifice ratio.

If AD fluctuations are the (main) driver of business cycles, then 
the focus of stabilization policies should be to “...keep the growth of 
aggregate demand stable in order to prevent fluctuations in real output 
and inflation.”10 Though not easy to implement in practice, this is a 
remarkably simple conceptual description of optimal stabilization 
policies, including monetary policy.

The problem is that, in recent years, the empirical Phillips curve 
that such AD fluctuations imply is not in, or hard to extract from, the 
data.11 The reason I emphasized the IV interpretation of the identifying 
assumptions underlying the Phillips curve above is that it provides 
us with a way to think through why we are not retrieving a positive 
correlation between output and inflation from the data.

6. See Blanchard (1997), Blinder (1997), Eichenbaum (1997), Solow (1997), and 
Taylor (1997).

7. The version of the AD-AS model that I plot here has the inflation rate on the 
vertical axis, rather than the price level. This is to bring the exposition more in line 
in with NK models.

8. See Taylor (1997). 
9. See Solow (1997).
10. Taylor (1997).
11. It is important to realize that the Phillips curve implied by panel (i) of figure 3  

is a simplification. Most empirical Phillips curve relationships include long lags. Moreover, 
even historically, the empirical Phillips curve worked well and was relatively stable only 
in the United States. (Blinder, 1997).
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Within this textbook framework, there are three reasons why we 
could observe a flat Phillips curve. The first two maintain that business-
cycle fluctuations are mainly driven by demand shocks. In that case, 
the SRAS curve can have flattened. Thus, firms’ price-setting decisions 
depend less on the current level of economic activity. In a conventional 
three-equation NK model this could, for example, happen if there is 
an increase in nominal rigidities (especially price rigidities). Empirical 
studies using micro-price data do not reveal such an increase.

Another possibility would be that the AD curve has flattened. For 
example, a country where the central bank is hawkish on inflation 
will have a flatter AD curve than a country with a more dovish 
central bank. Of course, in this very simple stylized framework, a flat 
AD curve means that demand shocks do not affect the level of real 
activity, i.e., output, in the economy. Thus, in this simple diagram 
output fluctuations cannot be demand driven when the AD curve is 
flat. Though this is an artifact of the simple framework I use here, it 
does bring me to the third possible reason that the empirical Phillips 
curve has not been stable in recent years.

This third reason is what is plotted in panel (ii) of figure 3. It is that 
economic fluctuations in recent years have been driven by positively 
correlated demand and supply shocks of similar magnitude. That is, 
the sources of recent economic fluctuations violate the IV identifying 
restriction that allows us to recover the sacrifice ratio. That is, declines 
in demand, like during the Great Recession and its aftermath, were 
accompanied by shifts in the SRAS curve. As a result, the downward 
pressures on inflation from the AD shifts are offset by the upward 
pressures on inflation resulting from the shift in the SRAS curve.  
Panel (ii) of figure 3 illustrates the case in which the correlated shocks 
fully offset each other in terms of inflation.

The textbook AD-AS framework that I use to illustrate my point 
in figure 3 might seem rather simplistic. However, the main insight 
translates directly to a standard three-equation NK model. In fact, 
figure 4 plots the NK Phillips curve, i.e., the relationship between 
the percent deviation of output and inflation from their steady-state 
values in two cases.

The case in the left panel is the one that satisfies the conventional 
assumption that short-run economic fluctuations are due to demand 
shocks. Demand shocks in the context of this model reflect fluctuations 
in the representative household’s discount factor.12 As you can see, the 
NK model in that case results in a conventional Phillips curve that 
reflects a positive short-run output-inflation tradeoff.

12. The log-linearized version of the model is described in appendix A.
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Figure 4. Phillips Curve in NK-model with Uncorrelated and 
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i. Correlation demand  
and supply shocks: 0

ii. Correlation demand  
and supply shocks: 0.5

In
fl

at
io

n

0.6

0.8

0.4

-0.4

-0.2

0

0.2

-0.5 0 0.5

-0.6

-0.8

Output gap

In
fl

at
io

n

1.5

1

-1

-0.5

0

0.5

-0.05 0 0.05

-1.5

Output gap

Source: Author’s calculations.
Note: Plotted are comovement of inflation and output (percent deviations from steady state) in demand-shock-driven 
fluctuations under different assumptions about the correlation between demand and supply shocks.



234 Bart Hobijn

The panel on the right in figure 3 shows the NK Phillips curve 
from the same model, but now for the case in which the demand 
(discount-factor) shocks are positively correlated with the supply 
shocks in the model. These supply shocks affect the marginal cost of 
production and shift firms’ price-setting decisions. The panel plots the 
relationship between the percent deviation of output and inflation from 
their steady-state values when this correlation is 0.5. Even at this 
low correlation, the sign of the equilibrium reduced-form regression 
coefficient of inflation on output in the NK model changes from positive, 
i.e., the sacrifice ratio plotted in the left panel, to negative.

Thus, the importance of the correlation between demand and 
supply shocks for the empirical identification of the Phillips curve is 
not a moot point. It is relevant in the class of models most commonly 
used for monetary policy analysis by central banks.

Note that this observation that supply shocks might be important 
for shaping the recent relationship between output and inflation does 
not necessarily render monetary policy ineffective. Instead, it should 
make us think beyond (recent) monetary policy measures only affecting 
aggregate demand, as in the textbook AD-AS model as well as the 
conventional NK model.

In fact, there is a large number of research papers that, though 
not explicitly put in this context, already do so. For example, Ravenna 
and Walsh (2006) explicitly focus on the cost channel of monetary 
policy, where the interest rate that the central bank sets directly 
affects the marginal cost of production through the cost of financing 
working capital needed in production. Daly and Hobijn (2014) discuss 
how the equilibrium impact of downward nominal wage rigidities can 
be interpreted as a supply shock in that they affect the relationship 
between marginal cost and resource slack and thus firms’ price-
setting decisions and, in the simple AD-AS framework, the SRAS 
curve. The result is a flattening of the (wage) Phillips curve in their 
model. Gilchrist and others (2017) show how firms’ liquidity levels 
affected their price-setting decisions, and thus the SRAS curve, during 
the financial crisis. Finally, Carlstrom and others (2017) show how 
quantitative easing also can have an effect on the supply side of the 
economy and potentially offset a negative supply shock.

The distinction of demand and supply shocks itself is largely a 
product of the AD-AS model being the workhorse model for the analysis 
of stabilization policies, where demand shocks affect preferences and 
supply shocks affect technology. This is in line with Ramey (2016), who 
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defines “...shocks we seek to estimate as the empirical counterparts 
to the shocks we discuss in our theories, such as shocks to technology, 
monetary policy, and fiscal policy.” However, Ramey (2016) also points 
out that shocks “...(1) should be exogenous with respect to the other 
current and lagged endogenous variables in the model; (2) they should 
be uncorrelated with other exogenous shocks; otherwise, we cannot 
identify the unique causal effects of one exogenous shock relative to 
another.”

In this sense “correlated demand and supply shocks” is an 
oxymoron. The oxymoronic observation that we have “correlated 
demand and supply shocks” poses challenges at three different levels.

At a theoretical level, it means that the common source that 
drives both of these shocks needs to be modeled. Since this common 
source moves both the AD and SRAS curves, the specific distinction 
between these two curves in the AD-AS, as well as NK, framework 
might not necessarily be the most useful in this case. As I discussed 
above, however, there are already many papers that are up to this 
challenge and introduce mechanisms that result in joint shifts of the 
AD and SRAS curves.

At a policy level, it is important that we realize that such 
mechanisms might invalidate our narrative of monetary policy 
offsetting demand shocks and managing fluctuations in aggregate 
demand along a relatively fixed SRAS curve. This means that the Fed’s 
dual mandate of “price stability and maximum employment” does not 
necessarily involve a positive output-inflation tradeoff inherent in the 
existence of a Phillips curve.

Moreover, it also means that it is important for policymakers to 
clearly communicate the mechanisms through which monetary policy 
measures are transmitted to the supply side of the economy. The reason 
I cited the four papers with such mechanisms above is that all four of 
them provide clear insights into how monetary policy decisions affect 
the supply side of the economy: through affecting the cost of working 
capital of firms, greasing the wheels of the labor market, alleviating 
financial constraints, and quantitative easing.

Finally, at a measurement level, it is important to improve our 
understanding of and to account for the supply-side factors that drive 
the inflation rate that the central bank targets, i.e. PCEPI inflation 
in the United States. In the rest of this paper, I address this third 
challenge.
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2. MEASURING THE SUPPLY-SIDE ORIGINS OF INFLATION

One approach is to study these supply-side factors that drive 
inflation in the context of a model. A model is useful because it allows 
for counterfactual analyses and is very explicit about the general 
equilibrium effects at play. In the simple three-equation NK model that 
I used in the previous section, the supply-side factors that determine 
current inflation are: (i) Expected future inflation, (ii) the degree of 
nominal (price) rigidities, and (iii) all things that affect the marginal 
cost of production. Of course, most of these models imply paths of 
demand and supply shocks that are correlated and thus do not have 
a structural interpretation.

Another approach, which is the one I am taking here, is to use 
an accounting framework to measure these supply-side factors. The 
type of accounting exercise, using dual growth-accounting techniques, 
that I perform here explicitly takes the scope of the costs of PCE into 
account and traces these costs along the domestic value-added chain as 
well as the costs of imports to account for the production factors that 
contribute to the value added that makes up personal consumption 
expenditures.

For example, wages make up the bulk of the (marginal) cost of 
production in the economy. Thus, using the right measure of wages is 
important.13 The problem is that the wage measures most often used 
by economists are not constructed to measure the cost of production 
of consumption goods, but instead to cover all value added in the 
economy. This is also true for other measures of factors that capture 
marginal costs. The growth-accounting exercise that I perform is 
meant to construct the factor costs relevant for the production of PCE.

Of course, I am not the first to use growth-accounting techniques 
to account for supply-side factors in the economy. Long-run trend 
forecasts, like that for potential output in table 1–2 in Congressional 
Budget Office (2018) and the table on page 24 in Federal Reserve Board 
of Governors (2012), are mostly derived by using growth-accounting 
methods.

What distinguishes my accounting exercise from those that focus 
on trend growth is the following. First, the scope of my analysis is 

13. For example, to deal with this, Justiniano and others (2013) use measurement 
equations for compensation per hour and average hourly earnings in the empirical 
state-space model that they estimate based on their DSGE model.
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different. Because the Federal Reserve, just like most other central 
banks, focuses on consumer price inflation, and in particular the 
PCEPI, I focus on personal consumption expenditures rather than 
GDP. Second, I perform a dual growth-accounting exercise. Using this 
dual approach allows me to focus on the price of consumption goods 
rather than on the quantity. Finally, I consider the short-run rather 
than the long-run in that I decompose the annual percent change in 
the PCEPI.

The data requirements for the accounting exercise I perform 
here are steep. However, for the U.S. the data needed are part of the 
integrated Bureau of Labor Statistics/Bureau of Economic Analysis 
(BLS/BEA) industry-level production account and the BEA’s annual 
input-output accounts. The combined annual data that I use cover 
1998–2015.

2.1 The PCE Value Chain Has Been Relatively Stable

The first step in disentangling the supply-side factors that drive 
PCE inflation is to identify the sectors in the U.S. economy as well as 
the types of imports that account for the value added embodied in the 
final goods and services that households (and non-profits) buy. The 
PCE value chain uncovered in this step has been relatively stable over 
the 18 years covered in the data. This result, and how it is derived, is 
best understood in the context of figure 5.

Figure 5. Tracing Sources of Costs of PCE
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Panel I of the figure shows how the cost of consumer spending on 
different categories of goods and services is tracked to the commodities 
that make up these goods and services. For example, when one buys 
a bottle of milk at the supermarket, then part of this spending is 
classified as a retail sales commodity, i.e., the markup the supermarket 
charges, and part of it as a food manufacturing commodity, i.e., the 
supermarket’s cost of the bottle of milk.14

Panels IIa and IIb show how we can trace the cost of the retail 
sales and food manufacturing commodities of this bottle of milk up 
the domestic supply chain. For example, part of the retail sales cost 
of the bottle of milk reflects the intermediate goods and services the 
supermarket buys, like its electricity bill which, in turn, reflects the 
cost of utilities. Part of the cost of the bottle of milk reflects the cost of 
intermediate goods and services bought by the dairy producer. Some 
of these intermediate goods and services, like the glass bottle and 
the milk, are themselves commodities produced in the United States. 
These domestically produced intermediate inputs can be traced further 
up the domestic value chain in terms of panel IIa of the figure. Other 
intermediate inputs of the dairy producer, like the plastic cap that seals 
the bottle, are imported from abroad. These imported intermediates 
cannot be traced further along the domestic value chain and are 
accounted for as separate supply-side factors.15 

The part of the cost of the supermarket that sells the bottle of 
milk that is not due to the cost of intermediate goods and services is 
the value added that the supermarket contributes to the cost of the 
bottle of milk sold to consumers. Similarly, the part of the producer 
price of the bottle of milk that is not due to the intermediate goods 
and services the dairy producer buys is the value that dairy producer 
adds. At the end, the cost of the bottle of milk for consumers reflects 
both value added by domestic industries at different stages along the 
value chain as well as the cost of imported intermediates at different 
stages along the value chain.

14. Because the bottle of milk is simply resold by the supermarket and not 
transformed in the process of production it is not counted as an intermediate input of 
the supermarket.

15. The imports that are counted in the value-added chain are imports that are 
directly sold to final demand, consumers in the case of the analysis in this paper, and 
imports used as intermediate inputs. Imported capital goods that are used in production 
are accounted for as part of the factor cost of capital.
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Tracing the cost of PCE up the domestic value chain to figure 
out the value added required in each industry as well as the imports 
required to produce the goods and services bought by consumers, as 
illustrated in figure 5, can be done by using input-output analysis. 
This yields what is known as total requirements for the production of 
the final goods and services that make up PCE. The math involved in 
this calculation is explained in subsection A.2 of appendix A.16

The results of tracing these total domestic and foreign requirements 
per dollar of PCE by subperiod, as well as the average over the whole 
period, are reported in table 1. As an example, the 15.8 in the row 
“Trade and transportation” for 1999 means that 15.8 cents per dollar 
of PCE spending in 1999 was produced as value added in the retail 
and wholesale trade and transportation industries.

Two things stand out from this table. The composition of the 
domestic requirements in part (a) of the table does not vary much 
over the subperiods reported. This suggests that the domestic part 
of the PCE value chain is relatively stable over time.17 Most notable 
are the declines in the importance of manufacturing and of trade and 
transportation during the sample period, and the rise of the importance 
of education and health. Also note the low total requirement for 
government production for PCE.

The biggest change is the increased importance of imports for PCE 
spending from 1998 to the Great Recession in 2008, reported in the 
“Total imports” row in part (b) in table 1. Over that period, the import 
requirements for PCE spending increase from 7.9 cents on the dollar to 
11.8 cents. Since the Great Recession, this has declined to 9.8 cents on 
the dollar in 2015. A lot of this decline has to do with energy imports.

Overall, though, the composition of the industries and the imports 
that account for the production of the value added that makes up the 
cost of PCE spending has been relatively stable over the 18 years 
in the sample. The relative stability of this composition does not 
necessarily mean the value chain itself has been stable. For example, 
the length of the value chain might have changed because of vertical 
specialization, as in Yi (2003).

16. See also ten Raa (2006) for an exposition of input-output analysis. The 
calculation of the total requirements for PCE here generalizes those applied in Hobijn 
(2008), Hale and Hobijn (2011), and Hale and others (2012).

17. Part of this might reflect that input-output data are collected relatively 
infrequently. This might result in these data understating the actual higher frequency 
fluctuations in these shares.
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There is little evidence for that in the data, though. The length of 
the domestic value chain has not changed much between 1998 and 
2015. The main change has been where imports flow into the value 
chain. This can be seen from figure 6.

Panel (a) shows the cents of domestic requirements in a dollar of 
PCE by how many stages of transformation they go through before 
they are sold to final demand for both 1998 and 2015. This distribution 
can be used to gauge the length of the domestic supply chain. As can 
be seen from the figure, little has changed over the 18 years in the 
sample. What has changed is displayed in the right panel, i.e. panel (b).  
It shows how the import requirements, in cents on the dollar of PCE, 
are distributed along the number of transformation steps they take 
before they reach consumers. As can be seen from the figure, imports 
in 2015 flowed into the U.S. closer to final demand than in 1998. That 
is, imports in the U.S. take fewer steps along the supply chain now 
than 20 years ago.

The reason that it is important to look at the length of the supply 
chain is that several studies emphasize how the distortions due to 
nominal rigidities can be amplified along the supply chain in the 
economy.18 The evidence here suggests that such amplification has not 
increased over the past two decades due to a lengthening of the value 
chain. This is because, just like the composition of total requirements 
in PCE, the length of the PCE value chain has been relatively constant 
over time.

Figure 6. Length of Value Chain for Requirements of a 
Dollar of PCE (1998 and 2015)

A. Domestically produced B. Imported
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Sources: BLS, BEA, and author’s calculations.
Note: Each bar reflects the number of steps a cent of value added takes downstream along the value chain before 
it is sold to final demand in terms of PCE.

18. See Huang and Liu (2001), Nakamura and Steinsson (2010), Pasten and others 
(2017).
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2.2 Factor Requirements Reflect Decline of Labor 
Share

The next step in disentangling the supply-side factors that drive 
PCEPI inflation is to split up the industry value-added requirements 
into parts, due to different types of labor and capital used as factors 
of production. In terms of figure 5, this is reflected by the arrow from 
panel IIa to panel III. The results of this calculation are the total factor 
requirements that measure the cents on the dollar of PCE spending 
that can be traced to payments to different types of labor and capital.

These factor requirements are reported in table 2. Labor is split 
up into workers with and without a college education. The types of 
capital that are distinguished in the data are three: R&D, intangibles, 
information and communication technology (ICT) and a residual 
category. This would probably not be the classification of capital goods 
that a macroeconomist interested in inflation would choose, but it is 
the result of these data having been constructed for the analysis of 
long-run productivity trends.

On the labor side, the factor requirement of college-educated labor 
has steadily increased over the 18 years in the sample, from 22.8 
cents on the dollar in 1998 to 25.9 in 2015. This increase is more than 
offset, however, by the decline in the factor requirement of non-college-
educated labor that fell from 29.3 in 1998 to 22 in 2015. The net result 
is decline in the factor requirement of labor in the production of PCE 
goods and services, i.e., the Labor-Total row in the tables, from 52.1 
in 1998 to 47.9 in 2015.

To compare this with more oft-cited measures of the labor share, 
one needs to consider this as a fraction of the domestic value-added 
requirement reported in the bottom row of the tables. This implies 
that the labor share of the domestically produced value added sold 
to consumers has declined from 56.5 to 52.9 percent. This means 
two things: First of all, the labor share in the domestic production of 
PCE goods and services is lower than in the nonfarm business sector. 
Second, the labor share in the domestic production of PCE goods and 
services has declined less than that in the nonfarm business sector.19

19. See Elsby and others (2013) for discussion of the time path of the latter labor 
share.
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There is little evidence that the labor share of low-skilled workers 
in the domestic production of PCE goods and services has declined 
because of capital-labor substitution between low-skilled workers 
and ICT capital. If this was the case, then the decline in the factor 
requirement of non-college-educated workers should be mostly offset 
by an increase in the factor requirements of ICT capital and software. 
However, we have only seen a small increase in the factor requirements 
of these two types of capital.

Instead, two other mechanisms seem to be putting downward 
pressure on the PCE factor requirement of labor. They can be best 
seen when looking at figure 7. The figure plots the time series of factor 
requirements per dollar of PCE for labor and capital as well as the 
import requirements. As can be seen in the figure by comparing the line 
for “Labor” with the other two, the decline in the factor requirement 
of labor over the 18 years of the sample can be split into two episodes. 
In the first, from 1998 to 2008, when the labor requirement declined 
by 4 percentage points, it was offset by an increase in the import 
requirement. This is consistent with the cross-industry evidence from 
Elsby and others (2013) that declines in labor shares occurred in 
industries with more import competition, i.e., that there was import 
substitution of unskilled labor. During the second episode, from 2008 
to 2015, the factor requirement of labor did not decline much, but 
that of unskilled labor did, and it was offset by an increase in that of 
skilled labor. The decline in the factor requirement of unskilled labor 
coincided with an increase in the factor requirement of other non-ICT 
and non-R&D capital. There are several potential explanations that 
are consistent with such a shift in factor requirements. Capital/non-
skilled-labor substitution in response to low interest rates would be 
one of them.20

What is most striking from table 2 as well as figure 7 is that there 
are no obvious cyclical fluctuations in the factor requirements and 
that what is most important is the longer-run trends. An important 
caveat is the question whether the pattern in the eight years post-
2008 is partly reflective of the prolonged low-interest rate regime the 
economy was in or a continuation of longer-run shifts in factor usage 
in the production of consumer goods and services.

20. Rognlie (2015) points out the importance of the increase in the factor share of 
housing and structures for the trend in the U.S. labor share in longer-run data.
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Figure 7. Factor Requirements of a Dollar of PCE
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Sources: BLS, BEA, and author’s calculations.
Note: Shares of value added embodied in PCE traced to capital, labor, and imports.

2.3 Bulk of Inflation Fluctuations Related to Import 
Prices

The final step in disentangling the supply-side factors that drive 
PCEPI inflation is to calculate the importance of changes in the costs 
of production factors and import prices for PCEPI inflation. This 
translation can be done by using the realization that PCEPI inflation 
is approximately a weighted average of the percent changes in factor 
costs and import prices. The weights in this average correspond to the 
requirements reported in the previous two subsections. The formal 
mathematical derivation of this result is in subsection A.3 of appendix A.

I present the results obtained in this final step in three parts. 
First, I look at how much industries and imports contribute to PCE 
inflation. That is, I calculate the PCEPI inflation contributions based 
on the domestic and import requirements from panels IIa and IIb from  
figure 5. I then split up the contributions of domestically produced value 
added into those of different types of labor and capital. That is, I calculate 
the inflation contributions based on the factor requirements from  
panel III of figure 5. Finally, I take a more aggregate perspective and 
look at the PCEPI contributions of labor, capital, and imports over time.

How much each industry contributes to PCEPI inflation, as well as 
the inferred residual contribution of imports, is reported in table 3.21 

The top row of the table is the time series of annual PCEPI inflation 
that is decomposed.

21. The contribution of imports cannot be split up by type of imports because there 
are no import-price data by NAICS category before 2005.
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Housing, education and health, and trade and transportation are, 
on average, the biggest contributors to headline inflation. This can be 
seen from the final column of table 3, labeled “Average”. It lists the 
average percentage point contribution of each of the industries as well 
as imports to the 1.86 percent average annual rate of PCEPI inflation 
from 1999 to 2015. Together these three top contributing sectors 
account for 0.84 percentage points of the 1.86 percent average inflation.

However, these averages do not reflect the importance of these 
industries for inflation fluctuations. Three quarters of inflation 
fluctuations can be traced back to imports and to mining and utilities. 
This can be seen from figure 8, which decomposes the variance 
of annual PCEPI inflation over the 17 years in the sample into 
fluctuations in the contributions by industries and by imports. This 
result emphasizes the importance of commodity, especially oil, price 
fluctuations for headline PCEPI inflation.

The contributions of domestically produced value added to PCEPI 
inflation are divided into the parts due to different types of labor and 
to different types of capital in table 4. The “Average” column of the 
table shows that, in terms of levels, labor inputs account for two thirds 
of the average 1.86 percent of inflation over the 17 years for which I 
have data, IT capital costs reduce inflation by 0.2 percentage points, 
while measured TFP growth lowers inflation by 0.25 percentage points.

Figure 8. Variance Decomposition of Annual PCEPI Inflation 
by Industry and Imports

0

Agriculture, forestry, fishing, and hunting
Mining and utilities

Construction
Manufacturing

Trade and transportation
Information

Finance, insurance, and non-housing real estate
Housing

Professional and business services
Education and health

Arts, entertainment, and food svcs
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Government
Imports and rest
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Percent
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Sources: BLS, BEA, and author’s calculations.
Note: Percent of variance of PCEPI due to industry and imports.
Reported is covariance between PCEPI inflation and industry and import contribution to PCEPI inflation as share 
of variance of PCEPI inflation.
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Just like for the industry-level analysis in table 3, the factor-level 
analysis in table 4 is misleading about the relative importance in terms 
of inflation fluctuations. The relative importance of changes in the cost 
of domestic production factors for inflation is shown in figure 9. Three 
things stand out from this figure. The first is the relative importance 
of the fluctuations in factor costs of other types of capital for inflation.

The second is the importance of fluctuations in TFP growth. In its 
purest form, these are the supply shocks I discussed above. In practice, of 
course, the measured contributions of capital and TFP to PCE inflation 
are both potentially affected by the cyclicality of markups, which the 
type of growth-accounting method I use here does not take into account.

Finally, most surprisingly, fluctuations in the compensation of 
college-educated labor are four times more important for inflation 
fluctuations than those of non-college-educated labor. This possibly 
reflects two things. First of all, that wages of non-college-educated 
workers are stickier, partly due to minimum wage restrictions and 
to them being disproportionately determined by union bargaining. 
Secondly, as Elsby and others (2013) show, a large part of aggregate 
fluctuations in compensation per hour is accounted for by sectors 
that pay bonuses. Thus, to some extent, the relative importance of 
fluctuations in the compensation of college-educated workers for 
inflation might be due to non-wage and salary aspects of compensation.

Figure 9. Variance Decomposition of Annual PCEPI Inflation 
for Production Factors
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Figure 10. Factor Contributions to Annual PCEPI Inflation
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inflation to annual (yr/yr) PCEPI inflation.

Of course, most macroeconomists neither distinguish between 
college- and non-college-educated labor nor between different types 
of capital. For that reason, figure 10 plots the time series for the 
contributions of labor, capital, measured TFP, and imports to PCEPI 
inflation. The shares of inflation fluctuations that they account for are: 
17.6, 19.7, 17.0, and 45.7 percent, respectively. That is, even though 
labor compensation accounts for the bulk of the cost if PCE spending, it 
only accounts for less than a fifth of inflation fluctuations. Fluctuations 
in the measured cost of capital and measured TFP growth tend to 
largely offset each other, possibly because of unaccounted movements 
in markups. This results in the contributions of these factors not 
comoving that much with headline inflation. Finally, though imports 
only make up a tenth of the cost of PCE spending, they play an outsized 
role in fluctuations in PCEPI inflation.

3. REAL-TIME RULE-OF-THUMB APPROXIMATION

The measurement of the supply-side origins of PCEPI inflation 
that I presented in the previous section relies on data on U.S. input-
output relationships and productivity accounts by industry, which 
are released with a substantial delay. In fact, the data that I use 
was released in November 2017 and only covers years through 2015. 
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Thus, in practice, the type of supply-side accounting for inflation 
that I do here might not be practical for the real-time analysis of 
inflation. It turns out, however, that several of the main results of 
subsection 2.3 can be approximated by using simple rules of thumb 
that are implementable in real time. These real-time rule-of-thumb 
approximations are shown in figure 11.

Figure11. Real-Time Rule-of-Thumb Approximation of 
Supply-Side Origins of Inflation
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is TFP-C from Fernald (2012). Quality-adjusted compensation-growth is 0.5( wt – ΔLQt), where wt is annual growth 
rate of the respective compensation measure and LQt is the growth rate of labor quality, based on Aaronson and 
Sullivan (2003), from Fernald (2012).
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The top panel of the figure, i.e., panel (a), shows how the contribution 
of imports to annual PCE inflation can be closely approximated by 
0.1 t

M – 0.15, where t
M is annual inflation in the implicit price deflator 

of imports of goods and services (NIPA, table 4.2.4, line 26).22 The 
coefficient of 0.1 is in line with total import requirements reported in 
table 1. The deduction of 0.15 is a mean correction due to the rescaling 
of the import-price inflation rate.

As can be seen from the figure, this rule-of-thumb approximation 
does a very good job tracking the contribution of import-price inflation 
to PCE inflation. It is simple to calculate when one wants to gauge the 
importance of import-price inflation for PCE inflation when one does 
not have the input-output and productivity data that I relied on here.

The middle panel, i.e., panel (b), shows that the TFP contribution 
to PCE inflation lines up closely with total factor productivity growth 
of consumption goods from Fernald (2012)’s quarterly TFP growth 
data, published by the Federal Reserve Bank of San Francisco. In 
particular the TFP contribution to PCEPI inflation is approximately 
equal to – 0.5 tfpc,t – 0.25, where tfpc,t is annual TFP-C growth from 
Fernald (2012). Thus, the effect of measured productivity growth on 
the inflation rate that the Fed targets can, in principle, be gleaned 
from data published with less of a delay than the data I use and at a 
quarterly basis. This is with the caveat that the quarterly TFP data, 
based on Fernald (2012), are subject to revisions. But so is PCEPI 
inflation, of course.

The bottom panel, i.e., panel (c), compares the labor contribution 
to PCEPI inflation to four measures of quality-adjusted compensation 
growth for the U.S. In the BLS/BEA data that I use, labor costs are 
calculated based on industry compensation per quality-adjusted 
hour measures. The quality adjustment is done by using the method 
explained in Jorgenson and others (2017) and is based on CPS-
ASEC (Current Population Survey – Annual Social and Economic 
Supplement) data on self-reported sector of employment and earnings 
of individuals.

I compare the labor-cost contribution to PCEPI inflation with four 
commonly used aggregate compensation-growth measures, LQt, for 
the U.S., namely: average hourly earnings (AHE), compensation per 
hour (CPH), employment cost index (ECI), and median usual weekly 

22. Note, however, that figure 11 is not constructed with real-time data but instead 
with the data available in September 2018, when the results were calculated. So the 
rule-of-thumb approximation that is depicted is not real-time.
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earnings (MWE). I adjust these compensation-growth measures for 
aggregate changes in labor quality by using the measure, LQt, based 
on Aaronson and Sullivan (2003), from Fernald (2012).

Panel (c) shows the labor contribution to PCEPI inflation as well as 
0.5 times the growth rate in quality-adjusted labor compensation based 
on each of these four measures. As can be seen from the figure, the 
labor contribution to PCEPI inflation is best approximated by rescaled 
quality-adjusted CPH and ECI growth. However, these two, as well as 
the other compensation-growth measures, overstate the contribution 
of labor costs to inflation in both the 2001 and 2008 recessions. That is, 
the contribution of labor-cost growth to headline PCE inflation is more 
procyclical than commonly used in macroeconomic time series of wage 
growth. This might partly reflect that the cost of PCE spending does 
not depend much on government production and thus on the wages of 
government workers, which tend to be less sensitive to market forces 
that drive business-cycle fluctuations.

A rule of thumb for the contribution of the cost of capital to PCEPI 
inflation is hard to find. This is because, being a user cost, this cost 
depends on a lot of factors: the composition of the capital stock used 
in producing PCE goods and services, depreciation rates, the internal 
rate of return of businesses, and the price of investment goods. In 
addition, due to the way the productivity statistics are calculated, 
capital is effectively the residual claimant in the factor attribution of 
revenue. As a consequence, changes in the measured cost of capital 
are also affected by movements in markups.

Still, relatively simple rule-of-thumb calculations can be used to 
approximate the factor contributions to PCEPI inflation for three out 
of the four supply-side factors I consider. These approximations can be 
useful when discussing the importance of these factors for inflation 
in real time.

4. BEYOND NEOCLASSICAL ASSUMPTIONS AND BEYOND THE 
U.S.

I hope the dual growth-accounting exercise in the previous two 
sections has convinced you that it is worthwhile for central banks to 
explicitly account for the supply-side factors that are at the root of the 
inflation rates that they target. As I discussed above, the methodology 
that I used is not new, I just applied it with a different scope, focused 
on prices rather than quantities, and used it to analyze short-run 
fluctuations.
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Because of this, my analysis in this paper is subject to the same 
limitations as other studies that use growth-accounting methods. Most 
notably, it is based on neoclassical assumptions that ignore the possible 
existence of markups. It is, of course, the variation in such markups 
due to nominal rigidities that gives rise to the monetary transmission 
mechanism in most theoretical NK models. Thus, to further the use 
of supply-side analyses of inflation, it is important to extend growth-
accounting methods to also account for markups.23 To give an example 
of why accounting explicitly for markups is important, in figure 8 I 
found that mining and utilities accounts for about a third of inflation 
fluctuations in the U.S. These contributions largely reflect changes in 
markups in the industry due to fluctuations in oil prices.

My analysis here focused solely on the U.S. I used the integrated 
industry-level production accounts (ILPA) for the U.S. This data has 
been published since 2014. Unfortunately, doing similar analyses 
for other countries is hard because of the lack of recent integrated 
growth-accounting and input-output data. The initial vintage (2014) of 
the World Input-Output Database (WIOD)24, included socio-economic 
accounts that allowed for the type of dual growth accounting I did 
here. Unfortunately, the most recent vintage (2016) does not include 
the data on capital needed to do so. Similarly, the current version of 
the OECD statistical analysis (STAN)25, that contains data on Chile, 
does not include the necessary input-output data to do the analysis 
I did here.

This lack of data, in large part, reflects a lack of funding for 
statistical agencies and cross-country data collection efforts. I hope the 
analysis in this paper shows that such funding is important in order 
to collect and construct the data necessary to assess how national and 
global value-added chains, factor costs, and, hopefully soon, markups 
drive the headline numbers that policymakers focus on.

It is imperative that central banks emphasize the importance of 
this type of data and, if necessary, contribute to the collection and 
construction of data that better help us understand the changing mix 
and dynamics of supply-side factors that contribute to fluctuations in 
output and inflation.

23. Hall (1988) is an older paper that addressed growth accounting with markups 
for aggregate data. A similar method to apply in the context of the input-output analysis 
used here has not yet been developed.

24. Stehrer and others, 2014.
25. OECD, 2017.
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5. CONCLUSION

The disappearance of an empirical Phillips curve relationship in 
the data is indicative of recent economic fluctuations being affected 
by (positively) correlated demand and supply shocks. The correlation 
between these shocks poses a challenge on three different fronts.

Theoretically, we need models to better understand the source of 
these common fluctuations in demand and supply forces. There are 
several existing studies that provide such explanations but that do 
not explicitly place their results in this context. A reinterpretation of 
theories in this framework is useful.

In terms of policy, this disappearance of the Phillips curve does not 
mean that monetary policy has become ineffective. It is a reminder that 
it is important to understand and communicate the transmission of 
monetary policy measures to the production, rather than spending, side 
of the economy. It does indicate, though, that the Fed’s dual mandate 
of “price stability and maximum employment” does not always involve 
a tradeoff.

The final challenge is to better measure the supply-side factors that 
drive inflation. In this paper, I use dual growth-accounting methods, 
normally applied for the analysis of long-run growth and productivity 
trends, to account for the supply-side factors that drive annual PCEPI 
inflation from 1999 to 2015.

I show that the value chain of PCE goods and services that 
determines the composition of the costs that drive PCEPI has been 
relatively constant over time. The two main trends are the increased 
importance of imports from 1998 to 2008 and the steady decline of 
the factor requirement of (unskilled) labor over time.

The relative shares of the supply-side factors in the cost of PCE 
goods and services, however, are not indicative of their relative 
importance for inflation fluctuations. In terms of changes in inflation 
over time, import-price inflation turns out to be the most important 
factor. Even though imports only account for a tenth of the cost of 
PCE, fluctuations in import prices drive 45 percent of fluctuations 
in inflation. The contributions of capital and measured TFP growth 
largely offset each other. Finally, even though labor accounts for about 
half of the cost of PCE goods and services, changes in compensation 
only drive a fifth of inflation fluctuations.
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APPENDIX A

Mathematical Details

A.1 Simple New Keynesian (NK) Model

The three-equation NK model that is simulated in section 1 boils 
down to the following log-linearized equations:

 (1)

,  (2)

. (3)

The table below lists these parameters and the definition of the 
equilibrium variables:

Variable Description Value
Equilibrium variables

Output gap -

Inflation -

% deviation of gross from steady state

Shocks
aD,t Demand shock -

zS,t Supply shock

Parameters
Price stickiness 0.75

Intertemporal elasticity of substitution 2

Frisch elasticity of labor supply 3

Discount factor 0.99

Inflation coefficient in Taylor rule 1.5

y Output-gap coefficient in Taylor rule 0.125

D Persistence parameter of demand shocks 0.9

s Persistence parameter of supply shocks 0
Source: Author’s calculations.
Note: .  denotes percentage deviation from steady state. Here =(1– )(1– )/
The parameters of this model are calibrated for a quarterly frequency.
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A.2 Derivations for Subsections 2.1 and 2.2

Though supply chains are often analyzed in terms of input-output 
analysis, I find it easier to think of them in terms of discrete-state 
Markov Chains. This is the interpretation that I use here. We will 
follow a dollar of final demand by consumers, i.e., a dollar of PCE, 
up the supply chain to where it either was imported or where it was 
created in terms of domestic value added. We denote the number of 
steps it has taken up the supply chain by s.

Throughout its journey up the supply chain this dollar can end up 
in three states. Either it can still be going up the supply chain in the 
form of gross output, or it has been traced to come from imports, or it 
has been traced to domestic value added in a particular industry. The 
latter two are absorbing states in that they are the origin of the value 
added (either foreign or domestic) that the dollar of PCE embodies.

In the following, the (nc
 × 1)-vector c0 represents the distribution 

of the dollar of PCE across the  consumption categories. Because it 
reflects a distribution, 'c0 = 1, where  is the summation operator, i.e., 
a vector of ones.

The (nj
 × 1)-vector ys  traces the fraction of the dollar of PCE that 

is still going up the supply chain after s steps. That is, the kth element 
of  ys is the fraction of the dollar of PCE that was part of output of 
commodity k and then took s steps of transformation along the supply 
chain before it was sold to consumers.

The (nj
 × 1)-vector ms  is the fraction of the dollar of PCE, by 

commodity, that is imported into the U.S. and then takes s steps 
before it gets sold to consumers. The (nj

 × 1)-vector vs is the fraction 
of the dollar of PCE that is produced, by industry, and goes through s 
transformation steps before ending up being sold to consumers. Each 
element in this vector corresponds to an industry.

We combine the last three vectors into a large ((2nj + nj ×
 1)-)-vector 

over which we define the Markov chain.

 (4)

The starting value x0 is determined by whether the consumption 
goods and services are made in the U.S.A. or imported from abroad. 
The (nj

 × nc)-matrix Cy  has the (k,l)th element that is the fraction of the 
consumption of category l that is supplied domestically. It is the part 
of the lth element of  c0 that is part of the kth element of y0. Similarly, 
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the (nj
 × nc)-matrix Cm  has the (k,l)th element that is the fraction of 

the consumption of category l that is imported and directly sold to 
final demand.

Given this definition, the starting value x0 can be written as

 (5)

Note that 'C = ', i.e., the column sums of C are one. The next step 
is to follow the dollar of PCE that is part of y0 up the U.S. domestic 
supply chain.

For this purpose, I define three matrices. The first, Ay, is an  
(nj

 × nj)-matrix for which the (k,l)th element is the domestically produced 
intermediate input revenue share of commodity k in gross output of 
commodity l. These shares are reported as part of the domestic direct 
requirements matrix in the BEA’s annual input-output tables. The 
second, Am, is an (nj

 × nj)-matrix for which the (k,l)th element is the 
imported intermediate input revenue share of commodity k in gross 
output of commodity l. These shares are derived by subtracting the 
domestic direct requirements matrix from the total direct requirements 
matrix. Finally, Av is an (nj

 × nj)-matrix for which the (k,l)th element is 
the value-added share of industry k in gross output of commodity l.26 
This matrix is derived by combining the direct requirements matrix 
with the make table.

 (6)

The matrix A is defined such that I drop the value of the dollar of 
PCE as soon as it ends in one of the absorbing states, i.e., when I have 
traced back the source of the value added. Moreover,

26. More than one industry can have a non-zero share in each column of this matrix 
because some commodities are produced by more than one industry.
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Defining the transition matrix this way means that xs has the 
following two properties:

 (7)

These two properties imply that the whole dollar of value added 
will be distributed into either imported value added or domestic value 
added along the supply chain that we decompose. The latter property 
in (7) is useful, because it means that our decomposition of a dollar 
of PCE can be written as

 (8)

This allows us to trace where the value added that is sold to final 
demand in the form of nominal PCE originates, both domestically, by 
industry, and foreign, by imported commodity. For each industry, the 
value-added requirements in vs can then be divided into the factor 
requirements of the different types of labor and capital based on data 
on factor shares by industry.

A.3 Derivations for Subsection 2.3

To understand the dual growth accounting that allows us to 
measure the supply-side factors that drive PCE inflation, we split 
the nominal parts of (8) into their price and quantity components. I 
denote the price of PCE, i.e., the PCEPI, by Pc and the quantity by C. 
Thus, nominal PCE is equal to PcC.

Throughout my derivations, I use a continuous-time notation, 
which I will approximate with a Törnqvist index in the empirical 
implementation. The goal is to account for the supply-side factors that 
drive the growth rate of the PCEPI, which, in continuous time, is the 
change in the log of Pc, i.e., c = ṗc. Here ˙ denotes the time derivative 
in continuous time and c = lnPc. The growth of nominal PCE is the 
sum of inflation and the growth rate of the quantity, i.e., c = ċ .

Nominal value added of industry i that ends up being sold to 
consumers after s steps along the supply chain is

 (9)

where vs(i) is the ith element of vs. This makes up a fraction 

 of total value added of industry i.
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Nominal value of imports of commodity j that end up being sold 
to consumers after s steps along the supply chain is

 (10)

where ms( j )  is the jth element of ms. This makes up a fraction 

 of imports of commodity j.

This allows us to write nominal PCE in terms of the origins of the 
value added it encompasses. That is, we obtain that

 (11)

Taking the time derivative on both sides of this expression, we 
find that

 (12)

 (13)

When we define the shares of each of the components in nominal 
PCE as

 (14)

and divide both sides of this equation by the value of nominal PCE, 
we obtain that the growth rate of nominal PCE is a share-weighted 
average of the growth rates of the value-added components that flow 
to final demand in the form of consumption. That is,

 (15)

             (16)

The next step is to split nominal value-added growth of each 
industry in a price and quantity component, i.e.
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 (17)

and

. (18)

Doing so yields that 

 (19)

              (20)

              (21)

In the above equation, the bottom two lines have to do with the 
growth rates of quantities; this means that PCEPI inflation, i.e., ṗc, 
is equal to the top line, namely

 (22)

That is, consumer price inflation is the weighted sum of value-
added deflator inflation by industry and import-price inflation by 
commodity.

Implementing (18) empirically requires combining data on nominal 
imports with import prices, both by commodity.27 However, because 
of a lack of the necessary detail in the data, I report the second term 
on the right-hand side of (22) as the residual that makes the above 
equation hold. This is why it is labeled “Imports and rest” in the tables. 
The fact that the implied ṗ M from this residual closely lines up with 
rescaled import-price inflation from the NIPA, as I show in the section 
on rules of thumb, confirms that this is a reasonable approximation.

Under neoclassical assumptions of constant returns to scale and 
perfect competition in both the product and factor-input markets, (17) 

27. In practice, this turns out to be infeasible in U.S. data because of the lack of 
import prices by NAICS classified commodities before 2005.
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can be rewritten further by using dual growth-accounting methods. 
In particular, these methods allow us to split inflation in the value-
added deflator for industry  up into the changes in factor costs for the 
industry and measured TFP growth:

 (23)

Here sl
V (i) is the factor share of labor of type l in value added and  

(l) is quality-adjusted compensation growth for labor of type l in 
industry i. Similarly, sk

V (i) is the factor share of capital of type k in 
value added and  is the growth rate of the user cost of capital of 
type k industry i. The term  is measured TFP growth in sector i. 
Combined with (17), this allows for decomposing c into parts due to 
labor, capital, and TFP in different industries and due to import prices.

The derivations here are in continuous time. Of course, in practice, 
the data are provided on an annual basis. Following Fleck and others 
(2014), I use a Törnqvist index to approximate these continuous-time 
equations in discrete time.
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The fortunes of the Phillips curve have ebbed and flowed ever 
since it was proposed by Phillips (1958). Although its origins are 
primarily as an empirical regularity, there is now a vast literature 
that provides more formal justification.1 In recent times, the Great 
Moderation and the modern era of central banking brought about 
the apparent empirical demise of this core relationship. As central 
banks gained credibility and inflation targeting became widespread, 
inflation expectations became better anchored; however, the debate 
is far from settled.2 Starting in the mid-1980s, several advanced 
economies have generally experienced the business cycle with barely 
a ripple in inflation. Paradoxically, a credible, inflation-targeting 
central bank that cares about the tradeoff spelled by the Phillips 
curve and sets policy to offset fluctuations in aggregate demand will 
make empirical estimates of the Phillips curve appear flatter than 
they really are. The Phillips curve is fundamental for a central bank 
to evaluate counterfactual policy outcomes. It is not intended to be a 
forecasting tool.

From the beginning, the standing of the Phillips curve in the 
macroeconomics literature has been fraught.3 Its role in the standard 
New Keynesian model sat uneasily with ardent proponents of a more 
microfounded approach to macroeconomics coming from the Real 
Business Cycle tradition. Yet even today, New Keynesian monetary 

1. See Galí (2008) and Woodford (2010) for a textbook review of the literature.
2. See Orphanides and Williams (2005), Gürkaynak and others (2005), and 

Gürkaynak and others (2010).
3. See Shimer (2017) for a review.
Changing Inflation Dynamics, Evolving Monetary Policy edited by Gonzalo Castex, 

Jordi Galí, and Diego Saravia, Santiago, Chile. © 2020 Central Bank of Chile.
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models featuring Phillips curve mechanisms remain mainstream in 
central-bank circles.4

The global financial crisis broke mold. Inflation surprised on the 
downside almost everywhere around the planet, even in economies 
that were seemingly unaffected by the crisis. The conversation quickly 
switched to a discussion of what policy measures should central banks 
implement to avoid outright deflation. With the crisis ten years behind 
us, it is only now that inflation appears to be returning to more normal 
levels, albeit slowly, once again defying well-worn tenets.

Of course, to a student of economic history, the behavior of inflation 
following the crisis was not entirely surprising. Jordà and others 
(2013) document that inflation usually runs low after financial crises, 
especially if they are preceded by a credit boom, as this one was. Even 
a simple average of inflation across advanced economies following 
a financial crisis, such as that displayed in figure 1, is sufficient to 
clearly illustrate this point. A credit boom gone bust depresses inflation 
because aggregate demand flags for an extended period of time.

Against this background, we set out to investigate the Phillips 
curve globally. More than evaluating its empirical merits, which we 
also do, we use the Phillips curve as a yardstick with which to think 
about inflation dynamics globally. The Phillips yardstick then is a 
useful way to assess and contrast the recent history of advanced and 
developing economies, and especially between those economies that 
experienced the crisis (most of the advanced world) versus those that 
seemingly escaped unscathed.

We think that understanding what happened before and after 
the crisis across advanced and developing economies, and across 
economies that suffered and escaped the global financial crisis sheds 
light on important questions about the dynamics of inflation that have 
generated a great deal of debate. The literature on the nexus between 
inflation and credit is not large, in part because up to recently, credit 
has been a silent bystander in many macroeconomic models. A useful 
exception is Gilchrist and others (2017). They argue that financially 
constrained firms have an incentive to raise prices in response to 
adverse financial or demand shocks in order to preserve internal 
liquidity. Such behavior would be consistent with an asymmetric 
Phillips curve that is flatter when credit is constrained, since inflation 
would appear to be less responsive to fluctuations in demand. 

4. Once again, two textbook references are Galí (2008) and Woodford (2010).
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Relating inflation and economic slack is, however, difficult. 
Aggregate demand factors will tend to push inflation and economic 
activity in the same direction, whereas supply cost-push factors operate 
in the opposite direction. Identification of the Phillips mechanism 
thus requires a source of exogenous variation. Our paper departs 
from the literature in this respect and builds, on one hand, on work 
by Galí and Gertler (1999), and Galí and others (2005), and on the 
other hand, on the work of di Giovanni and others (2009), and Jordà 
and others (2017). Whereas the former investigate the Phillips curve 
using alternative measures of slack in a general setting, the latter 
suggest that monetary policy from large economies can bleed through 
into smaller economies that manage their exchange rates tightly and 
thus have unintended effects on domestic policy. Such a mechanism will 
be useful to complement some of the potential instrumental variables 
used in Galí and Gertler (1999), and Galí and others (2005).

More specifically, the well-known trilemma of international 
finance5 explains how such bleed-through can occur. Investors trying to 
arbitrage returns across similar assets tend to equalize their returns. 
If exchange-rate risk is removed (as it largely is when economies peg), 
such equalization neutralizes domestic monetary policy to a large 
degree. Large economies set monetary policy domestically but, through 
the trilemma mechanism, can have effects beyond their borders. Such 
occurrences are the type of exogenous variation that will permit a 
cleaner read of the Phillips curve mechanism. 

Using an instrumental variable for economic slack sets our 
analysis apart from most of the literature. However, we take matters 
one step further. Our interest in examining the effects of the financial 
crisis on the Phillips curve requires that we recognize that during this 
period there have potentially been other forces at work. Such forces 
include development of global value chains (Auer and others, 2017), 
the role of China on global inflation (Eickmeier and Kühnlenz, 2018), 
international spillovers from commodity prices (Fernández and others, 
2017), and so on. A finding that the slope of the Phillips curve shifted 
from 2008 onwards could be explained by any of these factors and not 
by the quick deceleration of credit that followed the crisis.

We avoid such confounding with a difference-in-differences 
(D-i-D) strategy. In addition to comparing Phillips curve estimates 
before and after the crisis by using instrumental variables, we also 

5. See Obstfeld and Taylor (1998), Obstfeld and Taylor (2003); Obstfeld and others 
(2004), Obstfeld and others (2005), and Shambaugh (2004).
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compare estimates for crisis-hit versus crisis-missed countries. That 
is, we ask first whether there was a measurable shift in the slope and 
persistence of the Phillips curve and whether this shift was comparable 
across subpopulations. Such an empirical strategy is not novel in the 
applied microeconomic literature, but it is somewhat uncommon in 
international macroeconomics.

The bird’s eye view of inflation globally is surprising. By most 
accounts, the global financial crisis was an “advanced economies crisis”. 
Many of the developing economies of Asia and Latin America, with less 
developed financial systems, did not experience similar credit booms to 
those experienced in the developed world, nor did they experience the 
rapid loss in employment that followed. Yet their inflation appears to 
have taken a hit during the crisis that is reminiscent of what happened 
in the developed world. More interestingly and with a few glaring 
exceptions, inflation globally continued to decline toward levels more 
consistent with what advanced economies have experienced in the past 
20 years. That raises some interesting links to a nascent literature 
on the neutral rate of interest, and secular stagnation. This apparent 
widespread decline in inflation takes place despite record low levels 
of nominal interest rates and increasing evidence of a decline in the 
natural rate of interest.6

Our findings provide insights on some of the main hypotheses 
entertained in the literature. To a casual observer, the relative stability 
of inflation early on as economies were experiencing turmoil might 
have seemed consistent with the Gilchrist and others’ (2017) argument 
that credit constrains forced firms to pass-through price increases 
when demand was flailing. However, we show that the evidence in 
support of this hypothesis is mixed. Instead, we document that there 
was a gradual movement in the Phillips curve toward a larger role 
for inflation expectations and a diminished role for backward-looking 
terms, at the same time that the Phillips curve became somewhat 
flatter. Such a trend is visible in countries both hit and missed by 
the crisis.

Had we only analyzed crisis-hit economies, we might have 
concluded that such changes were due to the financial crisis. Hence, 
pairing our difference-in-differences identification strategy with the 
trilemma instrument appears to have paid off in avoiding confounding 
from underlying trends in global inflation consistent with central 
banks’ gaining greater credibility globally. 

6. See Summers (2014), Carvalho and others (2016), and Eggertsson and others 
(2017).
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It would likely be miscalculation to interpret the flattening of the 
Phillips curve as a license to stimulate the economy. With the crisis 
came severe distortions in labor markets that forced many individuals 
out of the labor force. As the economy recovered and the unemployment 
rate declined to more normal levels, some voices have pushed for 
maintaining accommodative monetary policy for a while longer to try 
and reclaim workers back into the labor force. Such a view rests on 
the observation that inflation has remained relatively quiescent as 
the labor market quickly improved, consistent with the Phillips curve 
being flat. But of course, the stability of inflation relies on the central 
bank adjusting the degree of accommodation as the economy improves. 
Deviating from this norm may have greater effects on inflation than 
is widely understood by casual observation.

1. INTERNATIONAL EVIDENCE: INFLATION BEFORE AND AFTER 
THE GLOBAL FINANCIAL CRISIS

Financial crises tend to depress inflation long after the crisis has 
past. This pattern was repeated in the aftermath of the global financial 
crisis and arguably represents a sort of natural experiment. That is, 
we can evaluate the effects of the crisis (and of a credit boom gone 
bust) on the dynamics of inflation (and hence its effects on the Phillips 
curve) by comparing crisis-hit countries against those that avoided 
it. Of course, this will require that we account for possible unrelated 
pre-existing trends and for spillovers or contagion effects. These are 
some of the issues that we discuss in more detail when we introduce 
the methods that we employ in our analysis.

Importantly, the recent financial crisis is the first to affect a 
large number of advanced economies in the era of modern central 
banking—a time where we tend to think that inflation expectations 
had been well-anchored in many economies—and where the consensus 
is that central banks largely responded to the crisis in the right 
direction, even if the question of whether they did with sufficient 
force remains open.

A simple way to begin our journey and to illustrate the main ideas 
is to use historical data. Financial crises are relatively rare events (at 
least in advanced economies) so it helps to have a long sample. Using 
historical data for 17 advanced economies available from the database 
described in Jordà and others (2016), figure 1 shows the average path 
of inflation and real GDP per capita across 17 advanced economies 
following past financial crises set against the average path of inflation 
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after a non-financial crisis recession.7,8 In addition, we show the path 
of inflation for economies hit by the 2008 financial crisis.

More specifically, panel (a) of figure 1 displays the path of headline 
CPI inflation for the crisis-hit countries since the Great Recession set 
against the average rate of inflation observed in normal recessions 
and past financial crises using data across the 17 advanced economies, 
observed from 1870 to 2015. The data are normalized to the rate of the 
average CPI inflation in 2017 across crisis-hit economies to facilitate 
the comparison. The panel shows that, on average, prices tend to 
remain subdued for several years after a financial crisis (dot-dash line). 
Interestingly, up to 2013, the behavior of average inflation (solid line) 
resembled that of a typical recession, not a financial crisis (short-dash 
line). Since 2013, however, prices have been slower to recover, more in 
line with financial crises.

Panel (b) shows the average path of real GDP per capita following 
typical recessions, past financial crises, and the actual experience for 
the crisis-hit countries since the financial crisis. The path of real GDP 
per capita is normalized to 100 at the start of each of these events. 
It shows that real GDP per capita in crisis-hit countries have been 
relatively slow to recover. Moreover, whereas in previous financial 
crises it appears that real GDP per capita recovered after about 10 
years, the latest financial crisis appears to have had permanent effects 
on the economy.9

These observations have to be set against the behavior of the 
economy. Panel (b) of figure 1 shows that in typical recessions, real GDP 
per capita declines by about 2.5 percent in the first year of the recession, 
but by the second year, real GDP per capita is back to where it was at the 
peak, and continues to grow thereafter. This is shown with the dashed 
line. In financial crises, the economic toll is heavier and longer-lasting. 
Returning to peak levels takes four rather than two years, and only 10 
years after the crisis begins does real GDP per capita catch up to the 
path we see for typical recessions. The world experience following the 
financial crisis is harrowing. The gap opened by the crisis has not only 
failed to narrow, but it appears to have continued to widen (albeit only 
slightly). There appears to be a permanent loss in economic welfare 
that is somewhat unprecedented in economic history.

7. The database is available at www.macrohistory.net/data.
8. The set of countries include: Australia, Belgium, Canada, Switzerland, Germany, 

Denmark, Spain, Finland, France, Italy, Japan, Netherlands, Norway, Portugal, Sweden, 
the United Kingdom and the Unites States.

9. Barnichon and others (2018) estimate a lifetime present-value loss of about 
$70,000 per person for the United States.
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Figure 1. Headline CPI Inflation and Real GDP per Capita 
after Financial Crises and Normal Recessions

A. Headline CPI Inflation B. Real GDP per capita
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Source: Authors’ calculations.
Notes: Headline CPI price index and real GDP per capita reported as an index normalized to 100 in 2007. 90% error 
bands reported for normal recessions as a gray shaded region.

What happened in 2008 and how does it compare with the historical 
record? Figure 2 provides a summary using different groupings of 
economies by region. Panel (a) of that figure shows the experience of 
the U.S. and the euro area10 (the two largest economic zones hit by the 
crisis) against Australia (the reference economy selected as an example 
of an advanced economy that was largely unaffected by the crisis.) This 
will become clearer in figure 3, which shows the unemployment rate 
for these economies. Panel (b) simply summarizes the recent history 
of inflation for Asian and Latin American economies compared to 
advanced economies.11

Like figure 1, figure 2 shows that, following the crisis, inflation 
declined sharply in the year of the crisis, but stayed subdued until 
very recently (in the U.S. core PCE inflation is now near its long-
run target of 2 percent). However, this time there was less outright 
deflation (except for the euro area, which experienced the initial hit of 
the financial crisis followed by the sovereign debt crisis). Australian 
inflation slowed down slightly, but it could be argued that this 
slowdown was part of a trend toward lower inflation that preceded 
the crisis. This is one of the possibilities that we investigate more 
carefully in our analysis below.

10. Euro area countries exclude Estonia, Latvia and Lithuania due to lack of data.
11. Asian economies include: China, India, Indonesia, Japan, South Korea, Malaysia, 

Philippines, Singapore, Thailand, and Vietnam. Latin America includes: Brazil, Chile, 
Colombia, Costa Rica, Mexico. Advanced economies include: Australia, Austria, Belgium, 
Canada, Croatia, Denmark, Estonia, Finland, France, Germany, Iceland, Ireland, Italy, 
Japan, Luxembourg, Netherlands, New Zealand, Norway, South Korea, Spain, Sweden, 
Switzerland, United Kingdom, United States, and Singapore.
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Figure 2. CPI Inflation before and after the Global Financial 
Crisis
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Figure 3. Unemployment before and after the Global 
Financial Crisis
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Panel (b) of figure 2 also shows a general decline of inflation across 
the world. Even discounting some of the hyperinflation episodes 
early in the sample, inflation in Latin America had run consistently 
above 5 percent on average prior to the crisis, but has been running 
consistently below since then. Inflation in Asian economies, except for 
some high inflation episodes affecting the average at the start of the 
sample, has remained fairly stable throughout the period displayed. 

Much, but not all of the behavior of inflation can be explained by 
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cyclical fluctuations, here exemplified by the unemployment rate in 
figure 3. This figure is organized in the same manner as figure 2. Panel 
(a) shows the rapid and dramatic increases in the unemployment rate 
in the U.S. and in the euro area (especially following the sovereign debt 
crisis) in contrast to the considerable stability of the unemployment 
rate in Australia. Yet, Australia’s inflation rate continued a mild decline 
similar to the economies of the U.S. and the euro area. Meanwhile, the 
declines in the inflation rate in Asian and Latin American economies 
visible in figure 2 seem to correspond to a generalized slowdown in 
economic activity in these regions. The unemployment rate also went 
up in these regions, in part because some countries also experienced 
the effects of the financial crisis outright, or indirectly through weaker 
global demand.

Some of the main themes to come are becoming apparent in figure 1 
and figure 2. First, relative to the rapid increase in the unemployment 
rate depicted in figure 3, the puzzle seems to be why inflation did not 
fall by more early in the global financial crisis, as it had done in the 
previous 140 years. At this point it is probably good to remember that, 
at least in the U.S., the revival of productivity that stretched over the 
decade spanning 1995 to 2005, had already begun to quickly taper 
off before the crisis and had bottomed out during that time only to 
experience a very mild recovery more recently. Others have argued 
that the global trend to higher level of concentration across sectors 
provides a buffer against sharp declines in inflation, although this 
literature is still in its infancy.

Secondly, and perhaps as important for our purposes, Australia 
experienced a slowdown in inflation that matches the experience of 
crisis economies reasonably well. This pattern, however, seems to 
suggest little role for the traditional Phillips mechanism as Australia’s 
unemployment rate did not move as much. Crisis countries did not 
see inflation dip as in previous eras, and some non-crisis countries 
followed a similar pattern of subdued inflation that seemed, at times, 
unrelated to domestic economic activity. On this evidence alone, it could 
be argued that, if anything, inflation expectations became increasingly 
well anchored throughout a very turbulent period.

2. INTERNATIONAL INFLATION DYNAMICS: BASIC FACTS

As a way to summarize the dynamics of inflation globally, we 
pursue a straightforward strategy. Whenever we want to characterize 
the degree of interconnectedness of a given variable, say headline 
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CPI internationally, we report a 5-year rolling-window average of a 
country’s correlation with another, that is: 

 (1)

where rt
i,j refers to the sample correlation coefficient between countries 

i and j, calculated over a 5-year rolling window that ends at time t. 
The number of countries in the sample is n, and hence N refers to the 
total number of distinct correlation pairs in a sample with n countries.

At times we will modify this statistic slightly. We will be interested, 
for example, on the correlation of headline CPI inflation for a given 
country against oil price inflation. And we want to report a summary 
statistic for the correlation observed across all countries. In that case 
we modify equation (1) as follows:

 (2)

where rt
i,x refers to the correlation of country i against a given variable 

of interest x, in our example, oil price inflation. We think that these 
simple statistics help convey the main features of inflation globally 
more clearly than if we had used, for example, a factor model in 
which the factors would have to be “interpreted” as representing some 
quantity of interest.

With these preliminaries out of the way, we begin our data 
exploration with figure 4. The figure reports the cross-correlation of 
CPI inflation across economies (see equation (1) organized into two 
blocs: advanced vs. emerging economies.12 A 95 percent significance 
band is provided as a reference in the figure. Figure 4 shows clearly 
that the financial crisis was an advanced-economies event. Before the 
crisis, inflation was loosely connected in both advanced and emerging 
economies (borderline significant at best), but as the crisis hit and 
inflation became subdued in crisis-hit economies, the separation 
between advanced and emerging economies became more visible.

Because we are using headline CPI inflation (the most widely 
available measure of inflation), we have to be mindful that some 
of the patterns that we observed could be explained by energy and 

12. See the appendix table A1 for the list of countries under each grouping.
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commodity prices. For this reason, figure 5 displays the correlation of 
CPI inflation with oil price inflation—using West Texas Intermediate 
(WTI) crude oil—and commodity price inflation. These are displayed 
respectively in panels (a) and (b) of the figure.

Figure 4. Headline CPI: Rolling Window average Cross-
Correlation
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Notes: Cross-correlation calculated as in expression equation (1). Data organized into Advanced Economies and 
Emerging Economies according to the country grouping listed in the appendix. Dashed line is the 95% significance 
critical value. Shaded gray region indicates 2008 to 2009, the year of the financial crisis for most countries. See 
text for additional details.

Figure 5. Headline CPI: Country Cross-Correlation and 
Autocorrelation
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Dashed line is the 95% significance critical value. Shaded grey region indicates 2008 to 2009, the year of the 
financial crisis for most countries. See text.
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Figure 5 panel (a) shows that, although the correlation of CPI 
inflation with oil prices has grown over time, it was marginally 
significant for all economies before the financial crisis, but has 
grown over time more noticeably for advanced economies. It is good 
to remember that oil prices grew rapidly before the crisis and in the 
first few years thereafter, only to subsequently decline quite noticeably. 
Some commentators13 in fact attribute the decline in inflation 
expectations to oil prices. Again, if inflation were well anchored, 
headline CPI inflation would primarily move with energy prices, 
and perhaps the increase over time of the correlation displayed in  
figure 5 is a reflection of that. Interestingly, later on we provide 
additional evidence pointing toward a better anchoring of inflation 
expectations since the crisis.

Our final set of charts is shown in figure 6. Panel (a) shows the 
cross-correlation of unemployment rates and could be interpreted as a 
measure of the amount of international business cycle synchronization. 
Meanwhile, panel (b) shows the cross-correlation in long-term bond 
yields (government securities with typical duration of 10 years) in an 
effort to examine the oft-cited synchronization in interest rates due to 
the decline of the real rate of interest in advanced economies reported, 
for example, in Holston and others (2017).

Figure 6. Headline CPI: Country Cross-Correlation and 
Autocorrelation
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13. See Cao and Shapiro (2016) and references therein.
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Beginning with panel (a) of figure 6, evidence of synchronization in 
business cycles is surprisingly feeble for emerging economies, with a 
slight tick up during the crisis, but in any case small in economic and 
statistical terms. Synchronization in advanced economies is somewhat 
more visible, especially after the crisis, as to be expected, but it has 
clearly died down in recent times. Meanwhile, panel (b) suggests that, 
while there is considerable comovement of interest rates in advanced 
economies (averaging about 0.5 or higher for the entire sample), the 
same cannot be said for emerging economies, with almost near-zero 
correlation. We do not investigate this dichotomy further, but it strikes 
us as an interesting divergence that does not fit the neat experience 
of advanced economies, which have seen decline in long-term rates 
over the past 30–40 years.

Summing up, we use the results of these figures in a peculiar 
way perhaps. To anticipate our analysis, we will rely on the different 
experiences that advanced economies (primarily) endured during 
the crisis set against the experience of (mostly) emerging-market 
economies to try to tease out the manner in which both the crisis 
and the subsequent credit crunch affected the dynamics of inflation 
embodied by the Phillips curve.

The figures in this section show that there is a fair amount of 
synchronicity in advanced economies, not just in terms of inflation, 
but also in terms of the business cycle (as shown for unemployment 
rates) and in terms of interest rates. They also show that oil prices 
seem to be a less important source of variation in headline CPI 
inflation for emerging markets than for advanced economies. The 
contrasting experiences of advanced and emerging market economies 
will be helpful in getting a cleaner read on the causal effects of the 
crisis on inflation.

3. IDENTIFICATION OF THE PHILLIPS CURVE

Economies that endured the global financial crisis experienced 
rapid increases in unemployment, dramatic declines in economic 
activity, but remarkable stability in inflation rates. The missing 
disinflation shown earlier in figure 1 was a widespread phenomenon. 
Mechanically, such an outcome will tend to eliminate the correlation 
between inflation and economic slack—the unemployment 
rate fluctuated wildly but inflation remained relatively stable.  
This disconnect has been widely interpreted as a flattening of the  
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Phillips curve.14 More recently, the missing disinflation has turned 
into the missing inflation. With most economies now recovered from 
the financial crisis and several running close to, or at full employment, 
inflation has remained relatively subdued.

Even an earlier literature has documented the empirical challenges 
in estimating the contributions of economic slack to inflation. These 
challenges include mismeasurement concerns regarding the measures 
of output gap, omitted variables, misspecification, estimation concerns, 
and difficulty in obtaining measures of inflation expectations.15 In 
addition, more recently, McLeay and Tenreyro (2018) argue that 
most estimates of the Phillips curve insufficiently recognize the 
role of a history of “good monetary policy” in its estimation. In the 
context of a traditional New Keynesian framework and absent any 
supply-side shocks, an inflation-targeting central bank that conducts 
countercyclical policy to neutralize aggregate demand fluctuations 
will achieve constant inflation at the targeted level. As a result, the 
correlation between inflation and measures of economic slack will be 
zero.

These empirical challenges and the seemingly weak relationship 
between slack and inflation stand in sharp contrast to standard 
macroeconomic models, such as the New Keynesian ones.16

While the empirical literature presents varying reasonings behind 
the weak empirical properties of Phillips curves, most papers agree 
that the implication of their concerns is that identification of the slope 
of the Phillips curve requires exogenous shifts in policy that cannot 
be explained by aggregate demand fluctuations. In plain English, we 
need a valid instrumental variable. Authors have long recognized 
these issues and have used instrumental variable methods, including 
measures of oil- and commodity-price inflation to soak up cost-push 
fluctuations in inflation,17 and have tried to account for changes in 
productivity and other supply-side factors.18

14. See Ball and Mazumder (2011), Blanchard and others (2015), Coibion and 
Gorodnichenko (2015), Dotsey and others (2017), Forbes and others (2018).

15. See Galí and Gertler (1999), Sbordone (2002), Mavroeidis (2005), Stock and 
Watson (2007, 2008), Coibion and Gorodnichenko (2015), Mavroeidis and others (2014), 
Nason and Smith (2008).

16. See Galí (2008), Smets and Wouters (2007).
17. See Roberts (1995), Galí and Gertler (1999), Galí and others (2005).
18. See Ball and Moffitt (2001).
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Figure 7. Identification of the Phillips Curve Through 
Exogenous Policy Implementation
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Source: Authors’ calculations.
Notes: Graphical representation of equations (3) and (5) for different values of the cost-push and implementation 
shocks. “Incorrect Phillips Curve” refers to the Phillips curve that would be inferred from observing equilibrium 
outcomes. See text for additional details.

Figure 7 helps illustrate the need for instrumental variables 
when estimating the Phillips curve. Like McLeay and Tenreyro 
(2018), we borrow a simple New Keynesian model from Galí (2008) to 
communicate the main ideas. Consider a log-linearized New Keynesian 
curve given by:

t = Et t+1 + xt + t , (3)

where t is the deviation of inflation from its target, xt measures 
economic slack with the output gap, and t is a cost-push shock. 
Assume that  > 0.

Assume that the policymaker can directly target economic slack, 
so that we can set aside having to discuss the IS curve (which only 
provides the nexus between monetary policy and economic slack). 
Under discretion—McLeay and Tenreyro (2018) show that similar 
results can be obtained under commitment and under more general 
settings—, assume the policymaker minimizes the following quadratic 
loss:

Lt = t  + xt  (4)
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where  ≥ 0 is the policymaker’s preference parameter over output 
stabilization relative to inflation stabilization. Given equation (3), the 
policymaker’s optimal target rule equals

 (5)

where we have added the implementation error process t. This process 
naturally generates exogenous variation in the manner monetary 
policy is implemented.

The Phillips curve, equation (3), and the target rule, equation (5), 
are displayed in figure 7 in dotted and dot-dashed lines, respectively. 
Movements along the Phillips curve show a positive relationship 
between the output gap and inflation. Shocks to this curve, however, 
result in a negative relationship between the last two variables. If 
one only observes the unemployment gap and inflation equilibrium 
outcomes, the estimation would lead to the “incorrect Phillips Curve.” 
The challenge is, hence, to identify movements along the Phillips curve. 
To do so, the econometrician can rely on shocks to the target rule, which 
would trace out movements along the correct Phillips curve. In very 
simple terms, this is what we aim for with our empirical strategy laid 
out in the next section.

4. STATISTICAL DESIGN

The previous section forcefully makes the case that, to properly 
estimate the Phillips curve, one requires instrumental variable 
methods. However, as figure 2 makes clear, declines in the rate 
of inflation were already evident in many economies that did not 
experience the financial crisis directly. If we were to estimate the 
Phillips curve before and after the financial crisis, we may be tempted 
to conclude that in its aftermath—like many times in the past—the 
slope has flattened. We think conclusive evidence requires that we go 
one step further. In addition to proposing an instrumental variable 
strategy, we consider a difference-in-differences approach. We discuss 
our choice of instrumental variable first.

4.1 The Trilemma as a Source of Exogenous Variation

One of the difficulties in extracting conclusions about the Phillips 
curve from raw data on inflation, expected inflation, and a measure of 
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the economic activity gap (such as the deviation of the unemployment 
rate from its natural rate) is classical simultaneity bias, as we have 
just discussed. In other words, setting aside the role of expectations, the 
correlation between inflation and economic activity reflects movements 
along the Phillips curve, as well as shifts generated by supply shocks. 
We need to find an instrumental variable.

To address this identification issue in a manner that can be used 
across a wide swath of countries, we borrow from previous work by di 
Giovanni and others (2009), and Jordà and others (2015, 2017). The 
core idea in these papers is to exploit the trilemma of international 
finance. Simply stated, the trilemma suggests that countries that peg 
their exchange rate while allowing capital to flow freely across borders 
give up a great deal of monetary autonomy. The reason is that pegging 
the exchange rate (or even floating, but managing the exchange 
rate over a narrow band) mitigates exchange-rate risk considerably. 
Using absence of arbitrage and uncovered interest-rate-parity-based 
arguments, similar assets (in risk- and maturity-adjusted terms) 
should have similar returns across borders. Countries that peg to a 
base economy will therefore relinquish much of their ability to affect 
interest rates, since base country interest rates will largely determine 
domestic rates.

To implement the trilemma idea, we divide the sample into three 
subpopulations: base economies, pegs, and floats. Base economies in 
our sample will be the U.S. and Germany (for euro-area countries 
only). Pegs are economies that fixed their exchange rate to that of a 
base economy. For example, we interpret that euro-area economies 
peg to Germany, the largest economy in the bloc. Moreover, a cursory 
look at how policy rates are set in the euro area suggests that this 
may not be a bad approximation. We illustrate this point in figure 8.

This figure divides the euro area into core (think Germany as an 
example) and periphery (think Spain as an example) economies. It 
then calculates the prescribed policy rate based on a standard Taylor 
rule and compares the result with the euro-area target rate. The point 
that the figure makes is abundantly clear and fits with the intuition 
of many commentators: in the lead up to the crisis, monetary policy 
was too accommodative for countries like Spain (whose inflation rate 
doubled that of Germany during this period), but in line with what 
would have been optimal for Northern European economies.
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Figure 8. The Trilemma in the Euro Area. An Illustration
(percent)
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We also consider in our sample countries that peg to the U.S. dollar. 
We rely on Ilzetzki and others (2017) to sort those countries into the 
appropriate categories. All other economies, the floats, are assumed 
to allow their exchange rate to vary freely with market forces. For 
this reason, the pass-through of, say, U.S. monetary policy to domestic 
rates will be greatly attenuated if not altogether eliminated. Within 
this division into three subpopulations, we will also narrow our focus 
and further divide the data into OECD and non-OECD economies, for 
example. The reason is that one could argue that developing economies 
may be a poor control.

4.2 Difference-in-differences Estimates

The second feature that we bring to the analysis is designed to 
tackle the following situation. If we were to estimate the Phillips 
curve by using our panel of pegs before and after the financial crisis, 
we would have no guarantee that any changes in the Phillips curve 
reflected the aftereffects of the crisis as opposed to other forces that 
may have affected the dynamics of inflation over time. To account for 
that possibility, the strategy we pursue comes directly from the applied 
microeconomics literature. Basically, we will further divide the data 
into a treated group and a control group (countries that were hit by 
the crisis versus those that were not). Then we will compare each 
group’s Phillips curve before and after the crisis.
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The basic specification of the hybrid Phillips curve that we are 
interested in estimating is that given by

it = i + 1 i,t–1 + e i
e
t + xit + wt + it (6)

where i is a country-fixed effect, 1 measures the accelerationist 
or persistent term of inflation, e measures the weight on inflation 
expectations, and  is the slope of the Phillips curve—xit refers to 
the measure of slack, either the output gap or, in robustness checks 
provided in the appendix, the unemployment rate in deviations from 
the natural rate, uit– ui

*
t . In addition, wt will capture fluctuations in 

the price of oil and in commodity prices. Because these variables are 
common across countries, they act as a pseudo-common factor for 
inflation. Below we describe these variables in more detail.

Next, define two indicator variables: One of them is Gi {0,1} which 
selects those countries in our sample that experienced the financial 
crisis (Gi = 1) versus those that did not (Gi = 0). The other indicator 
variable is Dt {0,1}, which takes the value of 0 for observations 
preceding 2008Q1, and 1 thereafter. In other words, Dt = I(t ≥ 2008Q1). 
Using these indicator variables, we can now expand equation (6) as 
follows:

 (7)
 

For example, focusing on the slope of the Phillips curve coefficient, 
 is the estimate of the baseline slope for the control group, that is, 

those countries that did not experience the crisis, evaluated before the 
crisis;  is an estimate of the slope for countries hit by the crisis, 
and a test of the null H0: 

c = 0 is a test of the null that the slope of 
the Phillips curve between the treated group (crisis-hit economies) 
and the control group is the same in the period before the crisis. Next, 

 is an estimate of changes in the Phillips curve slope after 2008Q1 
for the control group. A test of the null H0: 

a = 0 would indicate that 
non-crisis economies saw no changes in the slope of the Phillips curve. 

However, the key parameter that captures the effect that we pursue 
is  and the corresponding null hypothesis is H0: 

ac = 0. This null 
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evaluates the effect of having being hit by the crisis and evaluates the 
slope in the post-2007 sample, stripping any changes in the slope of 
the Phillips curve that could have affected all economies even if the 
crisis had not occurred (the counterfactual). To save degrees of freedom, 
we assume that the fixed effects and the effect of oil and commodity 
prices remained unchanged throughout.

Our analysis differs from common applications of difference-in-
differences estimators. Typical applications in applied microeconomics 
often take as the object of interest the introduction of a particular 
policy (the treatment), so that the change in policy is itself indicated 
with a binary variable. In our case, we are concerned about changes in 
two parameters that could have been affected by the financial crisis: 
the accelerationist term 1 as well as the expectations term e, and the 
slope parameter . In addition, there are often two periods involved, 
before and after the policy is implemented. In our application, we have 
two different samples rather than two points in time. The next few 
sections put all these methods to work.

5. ANALYSIS

Below we take these ideas to the data by using a broad cross 
section of economies observed at quarterly frequency over the past 
20 years or more. We will gradually build the analysis as follows. 
First we provide a description of the data, its sources and the main 
transformations. Next, we start from a full-sample, panel-IV estimate 
of the Phillips curve to draw the main features. The analysis uses 
a coarse breakdown of economies to spot where differences may be 
coming from. We follow this preliminary look at the data with a more 
careful difference-in-differences panel-IV analysis to examine more 
carefully the main hypothesis of our analysis: Did the financial crisis 
and subsequent credit crunch cause the Phillips curve to change? And 
if so, in what ways?

5.1 Data Description

The sample that we examine consists of a panel that includes 45 
OECD and non-OECD countries across the world. Because our focus 
is on a narrow window of time, we need as large a cross section of 
countries to improve the precision of our estimates. For many of our 
economies, data is only available starting sometime in the mid-1990s. 
In particular, we focus on the 1986Q1 to 2018Q1 period and divide 
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the sample in 2007Q4 to mark the financial crisis starting in 2008. 
We recognize that not all countries experienced the same starting 
date for the financial crisis, although figure 2 suggests that this 
characterization is not too far off the mark.

To achieve better sample sizes and consistent measures across 
countries, we rely on CPI as our inflation measure. Our measure of 
inflation expectations correspond to one-year-ahead expectations 
and are obtained directly from alternative sources or constructed as 
in Hamilton and others (2016) by using past inflation to generate 
out of sample forecasts. We measure economic slack with output 
gap, and provide results with unemployment gaps in the appendix. 
Output gaps are either obtained directly from alternative sources or 
constructed as the wedge between real GDP and its 4-quarter average 
(we use a similar approach to obtain unemployment gaps). Oil and 
commodity prices are obtained from WTI oil prices and commodity 
prices are measured from a future price index. Finally, because our 
sample includes countries that experienced periods of high inflation, 
we exclude from the sample country-dates in which inflation readings 
were above 25 percent.

The appendix provides extensive details on the samples of countries, 
data sources and methodologies applied to improve data quality.

5.2 Solving Attenuation Bias with Instrumental 
Variables

Using the trilemma logic, we preview the basic elements of the 
empirical strategy that is to follow with a simple example. Consider 
the hybrid specification of the Phillips curve:19

it = i + 1 i,t–1 + e i
e
t + xit + wt + it

where it refers to quarterly headline CPI inflation expressed in 
percent annually, i

e
t refers to time t projected future expected inflation, 

and xit is the output gap expressed in percent (in the appendix, 
the unemployment gap is given by the difference between the 
unemployment rate expressed in percent with respect to its natural 
rate). We do not constrain the coefficients on the lagged inflation and 
inflation expectations to add up to one although this is an interesting 

19. See Galí and Gertler (1999), Galí and others (2005).
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reference value to compare to. When 1 = 1 and e = 0 we get the 
accelerationist version of the Phillips curve.20 When 1 = 0 and e = 1 
we have a modern version of the expectations-based Phillips curve.

We estimate equation (6) by two-stage least squares (TSLS). 
We instrument the output gap using interest rates from the base 
economy to which each country pegs. Specifically, for countries in 
the euro area, we chose the German 10-year Bund rate. The reason 
is that this maturity never quite reached the zero lower bound, so it 
will be a natural stand-in for the policy rate for Germany. Naturally, 
movements in this rate reflect movements in the premiums. However, 
as the sovereign debt crisis showed, these premiums are probably 
small enough that movements in the rate are a reasonable proxy for 
policy movements.

All other pegging economies fixed their exchange rate to the U.S. 
Following Swanson and Williams (2014), we use the 2-year T-bond 
rate. Swanson and Williams (2014) show that this rate captures policy 
movements quite well during the period in which the funds rate hit 
the zero lower bound. Gertler and Karadi (2015) use a similar strategy 
based on the 1-year T-Bill rate instead, but the differences are minor. 
The 2-year T-bond rate will be our instrument for the subset of pegs 
to the dollar.

Table 1 provides a first look at the Phillips curve by reporting 
estimates of equation (6) by using full-sample panels using all 
countries (ALL), OECD economies except Hungary, Greece, Latvia 
and Lithuania (OECD) and a third group containing all remaining 
non-OECD economies (Non-OECD). A few findings deserve comment.

First, the IV first-stage F-statistic is quite high, thus denoting 
that the instruments are highly relevant. This is perhaps not too 
surprising since the endogenous variables are very persistent, so 
lagged information usually provides a good prediction. Second, there 
are visible differences between the OLS and the IV estimates, thus 
suggesting that OLS estimates are biased, as our previous discussion 
already intimated. Third, although the persistence and expectations 
terms do not add up to one, they are reasonably close in economic 
terms and certainly in statistical terms. Fourth, the expectations term 
is quite important across all economies. Fifth, as many before us have 
documented, estimates of the slope of the Phillips curve are generally 
economically and statistically close to zero, although with the correct 
sign. The appendix provides estimates based on the unemployment 
gap, which tell a similar story.

20. See Phelps (1967) and Friedman (1968).



Table 1. Hybrid Phillips Curve Using the Output Gap. Full 
Sample 
(1986Q1-2018Q1)

ALL OECD Non-OECD
OLS IV OLS IV OLS IV

Persistence ( 1) 0.77*** 0.66*** 0.69*** 0.87*** 0.79*** 0.41***

(0.03) (0.04) (0.03) (0.04) (0.03) (0.12)

Inflation 
expectations ( e)

0.19*** 0.34*** 0.25*** 0.06** 0.18*** 0.78***
(0.04) (0.06) (0.04) (0.03) (0.05) (0.19)

Slack ( ) 0.03*** 0.03** 0.03*** 0.02*** 0.03* 0.00

(0.01) (0.01) (0.01) (0.01) (0.01) (0.04)

Observations 3,224 2,978 1,835 1,795 1,389 1,183
Adjusted R2 0.91 0.92 0.73
K–P Stat 6.67 12.83 2.83

1st-stage F-stat 
p-value 0.00 0.00 0.00

Source: Authors’ calculations.
Notes: Estimates based on equation (6) using OLS and TSLS. Sample includes all countries, OECD economies 
(excluding Hungary, Greece, Latvia, and Lithuania), and non-OECD economies. Panel estimates using fixed effects. 
Clustered robust standard errors. */**/*** indicates significance at the 90/95/99% confidence level. See text.

Table 2. Hybrid Phillips Curve Using the Output Gap Before 
Crisis  
(1986Q1-2007Q4)

ALL OECD Non-OECD
OLS IV OLS IV OLS IV

Persistence ( 1) 0.76*** 0.66*** 0.71*** 0.96*** 0.77*** 0.64***

(0.03) (0.05) (0.04) (0.03) (0.04) (0.09)

Inflation 
expectations ( e)

0.21*** 0.34*** 0.24*** 0.03 0.22*** 0.45***
(0.04) (0.05) (0.05) (0.06) (0.05) (0.11)

Slack ( ) 0.03*** 0.03* 0.05*** 0.02*** 0.01 -0.02

(0.01) (0.01) (0.01) (0.01) (0.01) (0.04)

Observations 2,037 1,811 1,261 1,221 776 590
Adjusted R2 0.89 0.91 0.87
K–P Stat 4.78 13.77 2.74

1st-stage F-stat 
p-value 0.00 0.00 0.00

Source: Authors’ calculations.
Notes: Estimates based on equation (6) using OLS and TSLS. Sample includes all countries, OECD economies 
(excluding Hungary, Greece, Latvia, and Lithuania), and non-OECD economies. Panel estimates using fixed effects. 
Clustered robust standard errors. */**/*** indicates significance at the 90/95/99% confidence level. See text.
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Table 3. Hybrid Phillips Curve Using the Output Gap After 
Crisis
(2008Q1-2018Q1)

ALL OECD Non-OECD
OLS IV OLS IV OLS IV

Persistence ( 1) 0.74*** 0.50*** 0.62*** 0.49*** 0.76*** 0.54***

(0.06) (0.09) (0.03) (0.09) (0.06) (0.11)

Inflation 
expectations ( e)

0.25** 0.80*** 0.41*** 0.74*** 0.23* 0.72***
(0.10) (0.16) (0.05) (0.27) (0.11) (0.17)

Slack ( ) 0.02** 0.03 0.01 0.01 0.03* 0.03

(0.01) (0.02) (0.01) (0.01) (0.01) (0.02)

Observations 1,187 1,167 574 574 613 593
Adjusted R2 0.83 0.88 0.84
K–P Stat 6.99 8.99 4.18

1st-stage F-stat 
p-value 0.00 0.00 0.00

Source: Authors’ calculations.
Notes: Estimates based on equation (6) using OLS and TSLS. Sample includes all countries, OECD economies 
(excluding Hungary, Greece, Latvia, and Lithuania), and non-OECD economies. Panel estimates using fixed effects. 
Clustered robust standard errors. */**/*** indicates significance at the 90/95/99% confidence level. 

Breaking down the sample before and after the financial crisis, 
table 2 and table 3 provide useful insights. Before the financial crisis, 
the persistence term is considerably larger and the expectations term 
much smaller. This is true across the board although more so in OECD 
economies. Consistent with this observation, estimates of the slope 
of the Phillips curve are bigger and almost always significant. In 
contrast, estimates based on the sample following the crisis (table 3) 
indicate that expectations became better anchored, and the persistence 
parameter became much smaller and the Phillips curve flatter. Thus, 
this first pass of the data provides already some support to the notion 
that the Phillips curve might have evolved around the time of the 
financial crisis, in part perhaps because of the credit crunch that 
followed it. The next section builds on this basic setup to obtain a 
more careful measure of the effect of the crisis on the Phillips curve.

5.3 Difference-in-differences Results

Having shown the attenuation bias from using OLS vs. IV 
when estimating the Phillips curve, we move now toward the main 
hypothesis of interest. That is, how did the financial crisis affect 



293Inflation Globally

inflation dynamics? Did the credit crunch that followed the crisis boost 
the role of the slack component in the Phillips curve? Or did the relative 
stability of inflation throughout a period of considerable turmoil boost 
the public’s confidence in the ability of central banks to keep inflation 
in check? Or did the crisis have no effect on the Phillips curve?

Table 4 reports estimates of equation (7) using the sample of all 
countries. The table is organized into three blocks of columns referring 
to estimates for each of the parameters of interest in the Phillips 
curve using a variety of methods. The column ALL-OLS uses panel 
fixed effect estimates using the float and the peg subpopulations (the 
subpopulation of floats is too small to provide reliable estimates), the 
column Peg-OLS uses panel fixed effects but using the subpopulation 
of pegging economies, and the column Peg-IV uses panel IV with 
fixed effects using the subpopulation of pegs. The reason for these 
three alternatives is to show that OLS estimates based on the entire 
population or the subpopulation of pegs are very similar to each 
other. However, the instrument only operates for the subpopulation 
of pegs. Hence the third column of each block is meant to display the 
attenuation bias of OLS vs. IV estimation.

Next, the table is divided into three blocks of rows. Panel (a) refers 
to estimates for the subpopulation of economies that did not experience 
the global financial crisis; panel (b) refers to the subpopulation of crisis-
hit economies. Within each of these two blocks, we report estimates 
based on a sample preceding the financial crisis and labeled Before, and 
then using a sample following the crisis, labeled After. The row labeled 
Diff then collects the difference in the coefficients before and after.

The difference-in-differences measure of the treatment effect 
is reported in the third block of rows in panel (c). It measures the 
difference between changes in the parameters before and after 
the crisis for each of the subpopulations considered (crisis-hit vs. 
crisis-missed countries). One way to think about this measure is as 
a counterfactual. If the trends in non-crisis-hit economies had also 
been present in crisis-hit economies, what would we have expected 
the coefficients to look like? And hence, how do they differ relative to 
the coefficients we actually estimated?

Table 4 nicely sets the stage. Comparing estimates of the Phillips 
curve parameters between the ALL-OLS and Peg-OLS columns, it 
is fair to say that the differences are relatively small, in almost all 
the cases, well within the margin of error. It is safe to conclude that 
there are no major differences between the subpopulations of floats 
and pegs. Hence any conclusions obtained by using IV estimates 
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can probably be extrapolated to characterize the subpopulation of 
economies that float their exchange rate. To use the language of the 
treatment evaluation literature, because the instrument only works 
for the subpopulation of pegs, what we are doing, properly speaking, 
is estimating a local average treatment effect, or LATE. We return to 
this issue momentarily.

Table 4. Difference in differences estimation. Phillips Curve 
Using Output Gap. All Countries

Persistence ( 1)
Inflation 

expectations ( e) Slack ( )
All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

(a) No-Crisis economies, Gi =0

Before 0.76*** 0.79*** 1.02*** 0.22*** 0.18** -0.11 0.04 0.06*** 0.09***
(0.04) (0.06) (0.18) (0.06) (0.08) (0.28) (0.03) (0.02) (0.02)

After 0.70*** 0.74*** 0.60*** 0.34*** 0.25** 0.46*** 0.04 0.07** 0.09***
(0.06) (0.07) (0.04) (0.09) (0.12) (0.12) (0.03) (0.03) (0.01)

(i) Diff. -0.06 -0.05 -0.42** 0.12* 0.07 0.56*** -0.00 0.01 0.01
(0.04) (0.03) (0.20) (0.06) (0.05) (0.21) (0.01) (0.01) (0.02)

(b) Crisis economies, Gi =1

Before 0.66*** 0.63*** 0.64*** 0.35*** 0.39*** 0.40* 0.01 0.01 0.01
(0.04) (0.04) (0.17) (0.04) (0.04) (0.21) (0.01) (0.01) (0.02)

After 0.60*** 0.60*** 0.53*** 0.49*** 0.49*** 0.63*** 0.01 -0.00 -0.00
(0.02) (0.02) (0.05) (0.03) (0.05) (0.13) (0.01) (0.01) (0.02)

(ii) Diff. -0.06 -0.03 -0.11 -0.13*** 0.11** 0.23** 0.00 -0.01 -0.01
(0.04) (0.03) (0.12) (0.05) (0.05) (0.09) (0.02) (0.02) (0.02)

(c) Treatment effect: (ii) – (i)

D-i-D: -0.00 0.02 0.31 0.02 0.04 -0.33 0.00 -0.02 -0.02
(0.06) (0.05) (0.28) (0.08) (0.07) (0.26) (0.02) (0.02) (0.03)

Observations 3,464 2,228 2,134

Adjusted R2 0.88 0.91 0.87

Source: Authors’ calculations.
Notes: Sample includes all countries. Clustered robust standard errors. */**/*** indicates significance at the 
90/95/99% confidence level. See text.
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For now, the table reveals, however, that not using an instrumental 
variable approach can result in considerable attenuation bias. Estimates 
for the persistence parameter for the crisis-missed economies go from 
0.79 to 1.02, for example. We find similar attenuation in several other 
estimates, consistent with earlier results.

The more economically interesting results are hence contained in 
the Peg-IV columns. Note that, if we had considered only the crisis-
hit economies (panel (b) of the table), we would have concluded that 
(i) persistence declined from 0.64 to 0.53, a decline of 0.11 and not 
statistically significant; (ii) the role of expectations measured by 
estimates of the parameter e went up in similar proportion, from 0.40 
to 0.63, an increase of 0.23 and significant; and that (iii) in both periods 
the Phillips curve remained mostly flat. It would thus be tempting 
to conclude that, as a result of the crisis, expectations became better 
anchored. However, a similar story took place in economies that did 
not experience the financial crisis, as panel (a) of table 4 shows. If 
anything, the decline in the accelerationist term is much larger and so 
is the increase in the weight that inflation expectations now receive. 
As we will see shortly, this difference is driven by differences between 
OECD and non-OECD economies.

Hence, the estimate of the difference-in-differences (local) 
treatment effect of the financial crisis reported in panel (c) of the table 4  
is critical. In terms of broad trends, we find no actionable statistical 
evidence indicating substantial changes in crisis-hit economies relative 
to economies that escaped the crisis. However, it is clear that both types 
of economies saw changes in the Phillips curve, indicative of better 
anchoring to inflation expectations. One should be careful though. 
Although the D-i-D estimates are not significant statistically speaking, 
the magnitudes are relatively sizable: a reduction of persistence of 
about 0.3 that translated into a boost of similar magnitude to the 
coefficient on expectations. That is our best measure of the effect of 
the crisis on the Phillips curve based on full-sample results.

To better visualize the results reported in table 4, figure 9 presents 
graphically the estimates of crisis/no-crisis economies, before and after 
the crisis, and the counterfactual path that allows us to measure the 
treatment effect. Panel (a) of the figure corresponds to estimates of the 
persistence parameter 1 and panel (b) corresponds to estimates of the 
expectations parameter e. The line denoted “No crisis” corresponds 
to estimates before and after the crisis for countries that did not 
experience the crisis. Note the decline in the persistence parameter 
and the increase in the expectations parameter. The line denoted 



296 Òscar Jordà and Fernanda Nechio

“Crisis” corresponds to the subpopulations of crisis-hit economies. The 
decline in the persistence parameter is also visible but it is more muted. 
Similarly, the increase in the expectations parameter is still there, but 
is also more muted. The grey dashed line is the counterfactual path 
that crisis-hit countries would have been expected to follow had they 
shared the same trends as the crisis-missed countries. As we remarked 
earlier, the effect is quite sizable economically speaking, though 
imprecisely estimated. The dashed vertical line visually represents 
the difference-in-differences estimates reported in panel (c) of table 4.

In economic terms, figure 9 neatly shows how the crisis affected the 
Phillips curve. Generally speaking, leading into the crisis, all countries 
were experiencing a boost to the expectations term and a concomitant 
decline in the accelerationist term consistent with a flattening of the 
Phillips curve. A natural explanation of all these developments is 
that central banks were generally becoming more credible. Crisis-hit 
economies saw that trend slow down considerably relative to non-
crisis-hit economies, consistent with Gilchrist and others (2017). The 
effects are economically sizable although not estimated precisely 
enough to provide statistically conclusive evidence.

Figure 9. Less Persistence, Better Anchoring. Difference-
Difference Measures of the Effect of the Crisis. Full Sample.

A. Persistence paramenter 1 B. Expectations parameter e
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Source: Authors’ calculations.
Notes: Notes: The charts in the figure present the same parameter estimates as table 4. See text for additional details.
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Table 5. Difference in differences estimation. Phillips Curve 
Using Output Gap. 
(OECD countries excluding Hungary, Greece, Latvia and Lithuania)

Persistence ( 1)
Inflation 

expectations ( e) Slack ( )
All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

(a) No-Crisis economies, Gi =0

Before 0.54*** 0.49*** 0.68*** 0.47*** 0.51*** 0.25 0.04*** 0.05*** 0.04***
(0.05) (0.06) (0.14) (0.07) (0.13) (0.18) (0.01) (0.01) (0.01)

After 0.56*** 0.56*** 0.56*** 0.51*** 0.48*** 0.44*** 0.04*** 0.05*** 0.05***
(0.04) (0.07) (0.05) (0.07) (0.13) (0.09) (0.01) (0.02) (0.02)

(i) Diff. 0.02 0.07*** -0.12 0.05 -0.02*** 0.18* 0.00 0.00 0.00
(0.06) (0.01) (0.11) (0.06) (0.01) (0.11) (0.01) (0.01) (0.01)

(b) Crisis economies, Gi =1

Before 0.70*** 0.67*** 0.81*** 0.29*** 0.32*** 0.13 0.02** 0.03*** 0.04***
(0.03) (0.05) (0.07) (0.03) (0.04) (0.09) (0.01) (0.01) (0.01)

After 0.61*** 0.61*** 0.62*** 0.46*** 0.46*** 0.39*** 0.03** 0.01 0.03***
(0.02) (0.02) (0.03) (0.04) (0.02) (0.10) (0.01) (0.01) (0.01)

(ii) Diff. -0.10** -0.06* -0.19*** 0.18*** 0.14*** 0.27*** 0.01 -0.01 -0.01
(0.04) (0.03) (0.06) (0.05) (0.03) (0.07) (0.02) (0.02) (0.01)

(c) Treatment effect: (ii) – (i)

D-i-D: -0.11* -0.13*** -0.07 0.13* 0.27*** 0.08 0.00 -0.02 -0.01
(0.07) (0.03) (0.11) (0.08) (0.03) (0.10) (0.02) (0.02) (0.02)

Observations 1,760 1,146 1,146

Adjusted R2 0.88 0.89 0.89

Source: Authors’ calculations.
Notes: Sample includes OECD countries except Hungary, Greece, Latvia, and Lithuania. Clustered robust standard 
errors. */**/*** indicates significance at the 90/95/99% confidence level. See text.

It is well known, however, that the crisis was primarily an 
advanced-economies event. Moreover, advanced economies—more than 
emerging markets—have a longer tradition of independent central 
banks. These features show up clearly in the results reported in  
table 5. The table is organized exactly as table 4. Hence we can focus 
directly on panel (a) of table 5, which shows that in the few OECD 
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economies not hit by the crisis (think primarily of Canada, Australia, 
and New Zealand), there was a small decline in the weight of the 
accelerationist term (from 0.68 to 0.56 for a difference of 0.12), with 
a similarly small boost to the weight on the expectations terms (from 
0.25 to 0.44 for a difference of 0.18).

The values reported for the crisis-hit economies in panel (b) of  
table 5 are very similar indeed. The weight on the persistence 
parameter declines from 0.81 to 0.62 or a drop of 0.19 and significant. 
The weight on the expectations term goes from 0.13 to 0.39 or an 
increase of 0.27 and significant. Interestingly, without constraining the 
coefficients to be so, the weight on lagged inflation and the expectations 
terms sum up to close to 1, as the theory prescribes. In addition, the 
slope of the Phillips curve appears far more stable. Both types of 
countries have a similar slope (in the order of 0.04) and it does not 
change meaningfully from one group to the other or before and after 
the crisis. It is no surprise that the treatment effect of the crisis in all 
cases is essentially zero. That is, for OECD economies the evidence 
suggests that the trends set in motion before the crisis explain changes 
in the Phillips curve and we see essentially no evidence that the crisis 
itself had any lasting effects on the Phillips curve. 

The natural complement to table 4 and table 5 is provided in  
table 6. The results presented in the table make clear that the 
experiences of OECD and non-OECD economies were quite different. 
Persistence generally declines after the crisis, but it declines much more 
for non-crisis-hit economies and hence the differences-in-differences 
estimate is 0.27—sizable economically, although imprecisely estimated 
and of a similar magnitude to the effect estimated using all countries. 
This is almost the mirror image of what happens with the expectations 
term, which gains in importance after the crisis and the difference-in-
differences effect at -0.30, which nearly matches, but with the opposite 
sign, what happened with the persistence parameter. Interestingly, 
although we cannot see any effects of the crisis on the difference-in-
differences estimate, it is clear that non-crisis-hit economies have a 
much steeper Phillips curve (at 0.09 and significant) versus crisis-hit 
economies (-0.01 and not significant).
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Table 6. Difference in differences estimation. Phillips Curve 
Using Output Gap. Non-OECD 

Persistence ( 1)
Inflation 

expectations ( e) Slack ( )
All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

(a) No-Crisis economies, Gi =0

Before 0.76*** 0.80*** 1.01*** 0.22*** 0.17** -0.08 0.04 0.06** 0.09***
(0.04) (0.06) (0.17) (0.06) (0.09) (0.25) (0.03) (0.02) (0.01)

After 0.71*** 0.75*** 0.64*** 0.33*** 0.24** 0.42*** 0.04 0.07** 0.09***
(0.06) (0.08) (0.06) (0.10) (0.12) (0.09) (0.04) (0.03) (0.02)

(i) Diff. -0.05 -0.05 -0.36* 0.11* 0.07 0.50** -0.00 0.01 0.00
(0.04) (0.03) (0.21) (0.07) (0.05) (0.23) (0.02) (0.01) (0.02)

(b) Crisis economies, Gi =1

Before 0.56*** 0.57*** 0.62*** 0.48*** 0.47*** 0.42*** -0.01 -0.01 -0.01
(0.02) (0.02) (0.07) (0.02) (0.02) (0.08) (0.01) (0.01) (0.01)

After 0.56*** 0.57*** 0.53*** 0.58*** 0.56*** 0.62*** -0.01 -0.01* -0.01
(0.02) (0.02) (0.03) (0.06) (0.06) (0.04) (0.01) (0.01) (0.02)

(ii) Diff. 0.00 0.00 -0.09* 0.10 0.09 0.20*** 0.00 -0.00 -0.01
(0.03) (0.03) (0.05) (0.07) (0.07) (0.07) (0.01) (0.01) (0.01)

(c) Treatment effect: (ii) – (i)

D-i-D: 0.06 0.05 0.27 -0.01 0.03 -0.30 0.00 -0.01 -0.01
(0.05) (0.05) (0.23) (0.10) (0.08) (0.24) (0.02) (0.02) (0.03)

Observations 1,704 1,082 988

Adjusted R2 0.89 0.91 0.88

Source: Authors’ calculations.
Notes: Sample excludes OECD countries. Clustered robust standard errors. */**/*** indicates significance at the 
90/95/99% confidence level. See text.

The increase in the expectations term in crisis-hit economies is 
quite large at 0.50, even though there is no evidence that the slope of 
the Phillips curve became any flatter. At 0.09, the slope of the Phillips 
curve is reminiscent of the values observed for the U.S. in the mid-
1980s and earlier. Crisis-hit economies started from a much different 
position and perhaps this in part explains why the changes in the 
main coefficients are more muted. The coefficient on the expectations 
term was already at 0.42 before the crisis (0.62 for the persistence or 
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accelerationist parameter, thus adding almost exactly to 1) and with 
a completely flat Phillips curve. After the crisis the expectations term 
increases from 0.42 to 0.62 (and the persistence parameter declines 
from 0.62 to 0.53), which reinforces the earlier message that the crisis 
mainly affected advanced economies, which in turn operated with a 
more modern Phillips curve to begin with.

6. CONCLUSION

The aftereffects of the global financial crisis cannot be overstated. 
Ten years after the crisis, many economies remain far from their pre-
crisis trend growth paths. The permanent losses of income are quite 
dramatic and stand out in comparison to similar events in the history 
of modern finance, as figure 1 showed. Inflation after financial crises 
tends to fall sharply and remain subdued for extended periods of time. 
This time inflation declined far less than in previous times, but it has 
been difficult to arouse from its torpor. It is still early to know whether 
inflation is now turning a corner. Such features of the recent inflation 
experience have to be set against a background in which central banks 
were gaining increasing independence and credibility21. Our goal 
has been to examine what, if any, were the consequences to inflation 
dynamics from the unfolding collapse in credit and subsequent dip in 
demand, all within the global context.

The financial crisis was a global event. Even countries outside 
its destructive path were nevertheless buffeted by its downdraft. 
Economies are interconnected through a variety of channels that we 
discussed earlier, perhaps now to a greater extent than ever before. 
Inflation in advanced economies now moves in greater unison than in 
the past (figure 4), and it is more sensitive to movements in oil prices 
(figure 5). Such a development is consistent with modern central 
banking. The ability to better execute countercyclical policy to smooth 
shocks to aggregate demand probably makes inflation more correlated 
with oil prices and other transitory shocks.

Despite its international dimension, it is clear that advanced 
economies differ considerably from emerging markets. The business 
cycle, inflation, and interest rates are far more synchronized in the 
advanced world than in developing economies (figure 6). That said, 

21. See Den Haan and others (2017).



301Inflation Globally

some of the trends advanced economies experienced in earlier decades 
are now becoming more clearly visible in emerging markets.

That much is clear from our analysis. Such views influenced our 
empirical investigation of inflation dynamics globally. Our premise was 
to examine in what ways, if any, the financial crisis had affected the 
basic Phillips mechanism. But that investigation had to be set against 
the background of an evolving Phillips curve and in an environment 
of increasing central-bank independence. Central-bank credibility has 
largely made inflation less susceptible to aggregate demand shocks. 
Short-run fluctuations in inflation largely come from transitory factors 
to which central banks rarely feel the need to respond to.22

We showed the importance of being careful about identification 
along two fronts. First by recognizing that OLS estimates of the Phillips 
curve suffer from classical simultaneity bias. We addressed this bias 
by using instrumental variable methods based on the trilemma of 
international finance.23 We showed that ignoring simultaneity can 
result in considerable attenuation bias of the main coefficients of 
interest.

However, trends set in motion in the decades leading to the crisis 
could also obfuscate its true impact on inflation dynamics. Here again 
we resorted to another tool from the treatment evaluation literature: a 
difference-in-differences strategy. Economically speaking, a persuasive 
mechanism that could explain the relative firmness of inflation in the 
early days of the crisis has to do with how the collapse in credit affected 
pricing decisions, as suggested, for example, by Gilchrist and others 
(2017). We find that the evidence is somewhat mixed. Statistically 
speaking, estimates for this mechanism are imprecise though 
economically sizable (figure 9). However, one has also to contend with 
the observation that inflation dynamics in advanced economies were 
already determined, to a great degree, by an expectations mechanism. 
The accelerationist term had already declined considerably and the 
slope of the Phillips curve was basically flat, as many others had 
documented.24

What should policymakers take away from our analysis? Inflation 
is currently subdued, often running below levels many central banks 
target explicitly or implicitly. It would be tempting to take advantage of 
this circumstance to try to stimulate the economy above its potential. 

22. See Ball and Mazumder (2018).
23. See Ball and Mazumder (2018).
24. See Ball and Mazumder (2011).
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However, this seems ill-advised. The decline of inflation persistence 
and the increasing weight of inflation expectations, together with a 
relatively flat Phillips curve, are all consistent with central banks’ 
being generally seen as credible inflation-fighters. If central banks 
start behaving differently than the public expects, it would be 
reasonable to then expect a reversal of these trends. That would make 
inflation misses and transitory factors more persistent, and it would 
make it costlier to rein in runaway inflation expectations.

Inflation globally also appears to have a stronger common 
component. In part this probably reflects the crisis itself. In part it 
probably also reflects common transitory factors (such as oil prices) 
that affect inflation across borders in an environment where central 
banks effectively implement countercyclical policy. Meanwhile, 
inflation has been declining almost everywhere (figure 2). No doubt 
part of this decline reflects more effective policymaking. However, 
others have pushed forward alternative explanations based on 
demographic factors,25 secular stagnation,26 and so on. We leave to 
others to contrast these theories against one another.

25. See Carvalho and others (2016).
26. See Summers (2014).
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APPENDIX

Data Sources and Calculations

The set of countries included in the analysis are: Australia (AUS), 
Austria (AUT), Belgium (BEL), Brazil (BRA), Canada (CAN), Chile 
(CHL), China (CHN), Colombia (COL), Costa Rica (CRI), the Czech 
Republic (CZE), Denmark (DEN), Estonia (EST), Finland (FIN), France 
(FRA),  Germany (DEU), Greece (GRC), Hungary (HUN), Iceland 
(ISL), India (IND), Indonesia (IDN), Ireland (IRL), Israel (ISR), Italy 
(ITA), Japan (JPN), Korea (KOR), Latvia (LTA) Lithuania (LTU), 
Luxembourg (LUX), Mexico (MEX), the Netherlands (NLD), New 
Zealand (NZL), Norway (NOR), Poland (POL), Portugal (PRT), Russia 
(RUS), Saudi Arabia (SAU), Slovakia (SVK), Slovenia (SVN), South 
Africa (ZAF), Spain (ESP), Sweden (SWE), Switzerland (CHE), Turkey 
(TUR), the United Kingdom (GBR), and the United States (USA).

Inflation and Expected Inflation

We use year-over-year inflation calculated from the quarterly 
headline consumer price index. See table A1 for inflation sources. We 
use primarily IFS and OECD data, though we use Swiss National 
Bank data for Switzerland and Tao Zha’s compiled dataset for China.

Quarterly expected inflation is often available from the OECD 
as year-over-year CPI growth. We use the Society of Professional 
Forecasters (SPF) expected year-over-year CPI inflation, which is also 
quarterly, for the United States. If expected inflation is not available, 
we estimate it as in Hamilton and others (2016):

First, we take annual year-over-year CPI inflation. Then, we 
estimate a rolling regression of current on lagged inflation with a 
twenty-year window separately for each country. With the rolling 
coefficients we then predict inflation by using the coefficients from 
the previous twenty years of data to obtain a reasonable estimate of 
expected inflation for the next year. Finally, we linearly interpolate 
the estimated annual expected inflation to quarterly.

Unemployment and NAIRU

When available, we use seasonally adjusted harmonized 
unemployment rates from the OECD (BLS for the U.S.); however, for 
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a number of countries seasonally adjusted data is not available. For 
those, we implement an x12 seasonal adjustment on the raw series.

Country-specific NAIRU is also typically available through 
the OECD (CBO for the U.S.); if not we use a four-quarter moving 
average of seasonally adjusted unemployment rates as a country’s 
NAIRU. Thus unemployment gap is calculated as seasonally adjusted 
unemployment minus NAIRU.

Interest Rates

We use the two-year treasury constant maturity rate for the U.S, 
which comes from the Board of Governors. We use the ten-year main 
long-term government bond yield for Germany, which comes from the 
OECD. Both series are available on Federal Reserve Economic Data 
(FRED).

We use the natural rate of interest from Holston and others (2017) 
for the U.S., U.K., Germany, and Canada to calculate the Taylor rule 
and its residual for each country. Data for Brazil come from the Central 
Bank of Brazil.

Actual and Potential GDP

Actual GDP is nearly always provided by the OECD. The exceptions 
are the U.S., for which we use CBO measures; and Saudi Arabia, which 
comes from its own Central Department of Statistics and Inflation 
with exchange rates from the Saudi Arabian Monetary Authority.

Potential GDP also comes from the OECD or CBO when available; 
otherwise we use a four-quarter moving average.

Output gap is calculated as actual minus potential GDP, divided 
by potential GDP.

Oil and Commodity Inflation

We use the West Texas Intermediate crude oil dollars per barrel. 
The index is monthly; we calculate inflation as year-over-year growth 
based on the quarterly average of the index.

Commodity inflation comes from the Continuous Commodity 
Future Price Index in Bloomberg, which is compiled by Thomson 
Reuters. The series is an “equal-weighted geometric average of 
commodity-price levels relative to the base year average price.” The 
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index is daily; we calculate inflation as year-over-year growth based 
on the quarterly average of the index.

Global Financial Crisis

We use Laeven and Valencia (2013), which lists the start years 
for systemic banking crises across countries, to define countries 
that experienced the global financial crisis. We list a country as 
having experienced the global financial crisis if it experienced a 
systemic banking crisis starting in 2007 or 2008. The countries in 
our sample that experienced the global financial crisis are: Austria, 
Belgium, Denmark, France, Germany, Greece, Hungary, Israel, Italy, 
Luxembourg, Latvia, the Netherlands, Portugal, Slovenia, Spain, 
Sweden, Switzerland, the United Kingdom, and the United States.



Table A1. Data Sources

Country Inflation
Unemp.

Rate
Exp. 

Inflation NAIRU GDP
Potential 

GDP
Interest 

Rate GFC

OECD economies

AUS OECD OECD OECD OECD OECD OECD OECD 3M 0
AUT IFS OECD OECD OECD OECD OECD OECD 10Y 1
BEL IFS OECD OECD OECD OECD OECD OECD 10Y 1
CAN OECD OECD OECD OECD OECD OECD OECD 10Y 0
CHE SNB OECD OECD OECD OECD OECD OECD 10Y 1
CZE OECD OECD OECD OECD OECD OECD OECD 3M 0
DEU IFS OECD OECD OECD OECD OECD OECD 10Y 1
DNK IFS OECD OECD OECD OECD OECD OECD 10Y 1
ESP IFS OECD OECD OECD OECD OECD OECD 10Y 1
EST IFS OECD OECD OECD OECD OECD OECD 3M 0
FIN IFS OECD OECD OECD OECD OECD OECD 10Y 0
FRA OECD OECD OECD OECD OECD OECD OECD 10Y 1
GBR IFS OECD OECD OECD OECD OECK OECD 10Y 1
GRC IFS OECD OECD OECD OECD OECD OECD 10Y 1
HUN IFS OECD OECD OECD OECD OECD OECD 10Y 1
IRL IFS OECD OECD OECD OECD OECD OECD 10Y 1
ISL IFS OECD OECD OECD OECD OECD OECD 3M 1
ISR IFS OECD OECD OECD OECD OECD OECD 10Y 0
ITA IFS OECD OECD OECD OECD OECD OECD 10Y 1
JPN IFS OECD OECD OECD OECD OECD OECD 10Y 0
KOR IFS OECD OECD OECD OECD OECD OECD 3M 0
LUX IFS OECD OECD OECD OECD OECD GFD 10Y 1
LVA IFS OECD OECD OECD OECD OECD GFD 10Y 1
MEX IFS OECD OECD OECD OECD 4Q OECD 3M 0
NLD IFS OECD OECD OECD OECD OECD OECD 10Y 1
NOR IFS OECD OECD OECD OECD OECD OECD 3M 0
NZL OECD OECD OECD OECD OECD OECD OECD 3M 0
POL IFS OECD OECD OECD OECD OECD OECD 3M 0
PRT IFS OECD OECD OECD OECD OECD OECD 10Y 1
SVK IFS OECD OECD OECD OECD OECD OECD 10Y 0
SVN OECD OECD OECD OECD OECD OECD 1
SWE IFS OECD OECD OECD OECD OECD OECD 10Y 1
TUR IFS OECD OECD 4Q OECD 4Q Bloomberg 2Y 0
USA BLS BLS SPF CBO CBO CBO Bloomberg 2Y 1



Table A1. (continued)

Country Inflation
Unemp.

Rate
Exp. 

Inflation NAIRU GDP
Potential 

GDP
Interest 

Rate GFC

Non-OECD economies

BRA BCB OECD/x12 OECD 4Q OECD 4Q Bloomberg 2Y 0
CHL OECD OECD OECD OECD OECD 4Q OECD 3M 0
CHN ZHA IFS/x12 OECD 4Q OECD 4Q OECD 3M 0
COL IFS IFS/x12 OECD 4Q OECD 4Q Bloomberg 2Y 0

CRI IFS IFS/x12 Rolling 
Reg. 4Q OECD 4Q OECD 3M 0

IDN IFS IFS/x12 OECD 4Q OECD 4Q OECD 3M 0

IND IFS Eurostat/
x12 OECD 4Q OECD 4Q GFD 10Y 0

LTU OECD IFS/x12 Rolling 
Reg. 4Q OECD 4Q GFD 10Y 0

RUS IFS IFS/x12 OECD 4Q OECD 4Q OECD 3M 0

SAU IFS IFS/x12 Rolling 
Reg. 4Q CDSI 4Q 0

ZAF IFS IFS/x12 OECD 4Q OECD 4Q OECD 3M 0

Notes: Lithuania the OECD in 2018.



Estimates of the Phillips Curve Using the 
Unemployment Gap (Equation 6)

Table A2. Unemployment Gap: Full Sample 
(1986Q1-2018Q1)

ALL OECD Non-OECD
OLS IV OLS IV OLS IV

Persistence ( 1) 0.79*** 0.66*** 0.74*** 0.90*** 0.79*** 0.41**

(0.03) (0.04) (0.03) (0.03) (0.03) (0.19)

Inflation 
expectations ( e)

0.17*** 0.35*** 0.20*** 0.03 0.17*** 0.79**
(0.04) (0.06) (0.03) (0.03) (0.04) (0.32)

Slack ( ) -0.03*** -0.02 -0.03** -0.02* -0.03* 0.01

(0.01) (0.01) (0.01) (0.01) (0.01) (0.05)

Observations 3,181 2,977 1,863 1,795 1,318 1,182
Adjusted R2 0.91 0.92 0.73
K–P Stat 4.99 12.63 2.99

Source: Authors’ calculations.

Table A3. Unemployment Gap: Before Crisis  
(1986Q1-2007Q4)

ALL OECD Non-OECD
OLS IV OLS IV OLS IV

Persistence ( 1) 0.77*** 0.63*** 0.77*** 0.99*** 0.78*** 0.67***

(0.04) (0.06) (0.03) (0.06) (0.05) (0.07)

Inflation 
expectations ( e)

0.19*** 0.39*** 0.17*** -0.06 0.20*** 0.***
(0.04) (0.06) (0.04) (0.06) (0.05) (0.10)

Slack ( ) -0.04*** -0.04* -0.05*** -0.03** -0.02 -0.01

(0.01) (0.02) (0.02) (0.01) (0.03) (0.05)

Observations 2,006 1,811 1,289 1,221 717 590
Adjusted R2 0.89 0.90 0.88
K–P Stat 4.56 14.01 2.99

Source: Authors’ calculations.



Table A4. Unemployment Gap: After Crisis 
(2008Q1-2018Q1)

ALL OECD Non-OECD
OLS IV OLS IV OLS IV

Persistence ( 1) 0.73*** 0.45*** 0.63*** 0.47*** 0.74*** 0.51***

(0.06) (0.10) (0.03) (0.10) (0.07) (0.11)

Inflation 
expectations ( e)

0.30*** 0.97*** 0.42*** 0.83*** 0.28** 0.82***
(0.11) (0.17) (0.05) (0.30) (0.12) (0.17)

Slack ( ) -0.01 0.03 0.02** 0.03*** -0.03 0.01

(0.02) (0.03) (0.01) (0.01) (0.03) (0.04)

Observations 1,175 1,166 574 574 601 592
Adjusted R2 0.78 0.87 0.82
K–P Stat 7.10 9.15 4.07

Source: Authors’ calculations.



Difference-in-differences Results Using the 
Unemployment Gap

Table A5. Difference in Differences Estimation. Phillips 
Curve Using Unemployment Gap
(All countries)

Persistence ( 1)
Inflation 

expectations ( e) Slack ( )
All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

(a) No-Crisis economies, Gi =0

Before 0.76*** 0.80*** 1.04*** 0.24*** 0.19* -0.10 -0.01 -0.02 -0.08
(0.04) (0.08) (0.18) (0.06) (0.11) (0.28) (0.01) (0.02) (0.05)

After 0.68*** 0.72*** 0.62*** 0.38*** 0.30** 0.45*** -0.06*** -0.06*** -0.07***
(0.06) (0.08) (0.04) (0.09) (0.13) (0.13) (0.02) (0.02) (0.02)

(i) Diff. -0.08* -0.08*** -0.42** 0.14** 0.10*** 0.54** -0.05* -0.04 0.01
(0.04) (0.03) (0.20) (0.05) (0.04) (0.22) (0.03) (0.03) (0.05)

(b) Crisis economies, Gi =1

Before 0.66*** 0.63*** 0.71*** 0.36*** 0.39*** 0.29** -0.01 0.00 -0.02
(0.04) (0.04) (0.10) (0.04) (0.04) (0.13) (0.01) (0.01) (0.02)

After 0.60*** 0.61*** 0.59*** 0.48*** 0.48*** 0.51*** -0.01 -0.00 -0.00
(0.02) (0.02) (0.05) (0.04) (0.05) (0.12) (0.01) (0.01) (0.02)

(ii) Diff. -0.05 -0.02 -0.13** 0.12** 0.09* 0.21*** -0.00 -0.00 0.02
(0.04) (0.03) (0.06) (0.05) (0.05) (0.06) (0.02) (0.02) (0.02)

(c) Treatment effect: (ii) – (i)

D-i-D: 0.03 0.06 0.30 -0.01 -0.01 -0.33 0.05 0.03 0.01
(0.06) (0.04) (0.23) (0.07) (0.06) (0.23) (0.03) (0.03) (0.06)

Observations 3,376 2,162 2,134

Adjusted R2 0.88 0.90 0.87

Source: Authors’ calculations.
Notes: Sample includes all countries. Clustered robust standard errors. */**/*** indicates significance at the 
90/95/99% confidence level. See text.



Table A6. Difference in Differences Estimation. Phillips 
Curve Using Output Gap
(OECD countries excluding Hungary, Greece, Latvia, and Lithuania) 

Persistence ( 1)
Inflation 

expectations ( e) Slack ( )
All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

(a) No-Crisis economies, Gi =0

Before 0.54*** 0.50*** 0.71*** 0.50*** 0.58*** 0.29* -0.01 -0.01 -0.09
(0.05) (0.06) (0.13) (0.08) (0.12) (0.15) (0.05) (0.09) (0.09)

After 0.58*** 0.60*** 0.59*** 0.51*** 0.51*** 0.46*** -0.03 0.06 -0.00
(0.04) (0.08) (0.06) (0.07) (0.15) (0.10) (0.04) (0.04) (0.03)

(i) Diff. 0.04 0.09*** -0.12 0.02 -0.07** 0.16* -0.02 0.07 0.08
(0.06) (0.02) (0.09) (0.06) (0.03) (0.08) (0.04) (0.05) (0.09)

(b) Crisis economies, Gi =1

Before 0.61*** 0.68*** 0.77*** 0.30*** 0.33*** 0.20* -0.01 -0.00 0.02
(0.03) (0.05) (0.08) (0.03) (0.05) (0.11) (0.01) (0.01) (0.02)

After 0.61*** 0.62*** 0.64*** 0.46*** 0.46*** 0.37*** -0.01 0.00 -0.01
(0.03) (0.02) (0.04) (0.04) (0.03) (0.12) (0.01) (0.01) (0.01)

(ii) Diff. -0.10** -0.06 -0.12* 0.16*** 0.13*** 0.18** -0.01 0.01 0.02
(0.05) (0.04) (0.07) (0.05) (0.04) (0.08) (0.01) (0.01) (0.02)

(c) Treatment effect: (ii) – (i)

D-i-D: -0.14* -0.15*** -0.01 0.14* 0.20*** 0.01 0.01 -0.06 -0.07
(0.07) (0.04) (0.09) (0.08) (0.05) (0.08) (0.05) (0.05) (0.09)

Observations 1,760 1,146 1,146

Adjusted R2 0.88 0.89 0.89

Source: Authors’ calculations.
Notes: Sample includes OECD countries except Hungary, Greece, Latvia, and Lithuania. Clustered robust standard 
errors. */**/*** indicates significance at the 90/95/99% confidence level. See text.



Table A7. Difference in Difference Estimation. Phillips 
Curve Using Unemployment Gap. Non-OECD countries 
(excluding Hungary, Greece, Latvia, and Lithuania) 

Persistence ( 1)
Inflation 

expectations ( e) Slack ( )
All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

All-
OLS

Peg-
OLS

Peg-
IV

(a) No-Crisis economies, Gi =0

Before 0.76*** 0.81*** 1.04*** 0.24*** 0.19* -0.10 0.01 -0.02 -0.07
(0.05) (0.08) (0.18) (0.06) (0.11) (0.27) (0.02) (0.02) (0.05)

After 0.69*** 0.73*** 0.67*** 0.37*** 0.28** 0.39*** -0.06*** 0.06*** 0.07***
(0.06) (0.09) (0.05) (0.10) (0.13) (0.11) (0.02) (0.02) (0.02)

(i) Diff. -0.07 -0.07** -0.37* 0.13** 0.10** 0.49** -0.06* -0.04 0.00
(0.04) (0.03) (0.21) (0.06) (0.04) (0.24) (0.03) (0.03) (0.06)

(b) Crisis economies, Gi =1

Before 0.58*** 0.59*** 0.75*** 0.46*** 0.43*** 0.24*** 0.02 0.02** -0.04
(0.04) (0.04) (0.05) (0.03) (0.04) (0.05) (0.01) (0.01) (0.03)

After 0.57*** 0.58*** 0.58*** 0.56*** 0.53*** 0.49*** 0.00 0.00 -0.01
(0.02) (0.02) (0.02) (0.05) (0.06) (0.06) (0.02) (0.03) (0.03)

(ii) Diff. -0.01 -0.01 -0.17*** 0.10 0.09 0.25*** -0.02 -0.02 0.03
(0.04) (0.03) (0.04) (0.08) (0.07) (0.07) (0.03) (0.03) (0.02)

(c) Treatment effect: (ii) – (i)

D-i-D: 0.06 0.06 0.21 -0.03 -0.00 -0.24 0.04 0.02 0.04
(0.06) (0.05) (0.22) (0.09) (0.08) (0.24) (0.04) (0.04) (0.06)

Observations 1,616 1,016 988

Adjusted R2 0.88 0.91 0.87

Source: Authors’ calculations.
Notes: Sample excludes OECD countries. Clustered robust standard errors. */**/*** indicates significance at the 
90/95/99% confidence level. See text.



317

TREND, SEASONAL, AND SECTORIAL 
INFLATION IN THE EURO AREA

James H. Stock 
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Mark W. Watson 
Princeton University 

A central focus of monetary policy is the underlying rate of inflation 
that might be expected to prevail over a horizon of one or two years. 
Because inflation is estimated from noisy data, the estimation of 
this underlying rate of inflation, which we refer to as trend inflation, 
requires statistical methods to extract the inflation “signal” from the 
noise. The task of measuring trend inflation is further complicated 
by the large seasonal fluctuations in many prices, so that attempts 
to estimate core or trend inflation at a frequency higher than annual 
must additionally either use seasonally adjusted data or undertake 
seasonal adjustment as part of the effort to measure trend inflation. 

The challenge of estimating trend inflation is particularly acute for 
the euro-area Harmonized Index of Consumer Prices (HICP) inflation, 
official values of which are only reported seasonally unadjusted.  
Figure 1 plots quarterly values of euro-area HICP inflation (in 
percentage points at an annual rate) from 2001 to 2018. The quarter-
to-quarter variation in inflation is large: the standard deviation of 
quarterly changes in inflation is 2.5 percentage points. HICP inflation 
is also highly seasonal: over the entire sample period, inflation 
averaged 1.6 percent, but averaged 4.8 and 2.2 percent in the second 
and fourth quarters respectively, and 0.1 and 0.3 over the first and 
third quarters. While some long-run, low-frequency variation in HICP 
inflation is evident, that variation —the “signal”— is small compared 

Changing Inflation Dynamics, Evolving Monetary Policy edited by Gonzalo Castex, 
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to the seasonal variation and what appears to be transient, one-off 
movements in the rate of inflation. The question, “What is the value 
of trend inflation today?” is an important one for monetary policy, but 
the answer to it arguably requires more than just staring at figure 1. 

One approach to estimating trend inflation is to exploit variation 
across the components of inflation (across sectors) to reduce noise. 
The most prominent such estimates are “core” measures (e.g., Gordon, 
1975 Eckstein, 1981) that exclude inflation from the volatile food and 
energy sectors. Alternative core measures include trimmed mean or 
median of sectorial inflation rates; for example, see the early work by 
Bryan and Cecchetti (1994) or the paper by Ball and Mazumder in this 
volume. Ehrmann and others (2018) provide an up-to-date summary 
of work at the European Central Bank (ECB) involving underlying 
and sectorial inflation. 

The HICP has 12 second-tier components, which we modify to 
create 13 components by pooling the energy components of housing and 
transportation into a separate “energy” component. These 13 inflation 
components are plotted in figure 2. The heterogeneity of the time-series 
properties of these components is striking. Some sectors exhibit large 
seasonal variation (for example, clothing), others exhibit large non-
seasonal quarterly variation (energy) or outliers (healthcare), and 
relative price movements impart different lower-frequency trends in 
each sector. Almost as striking is the apparent variation over time in 
those time-series properties, for example, the seasonal components 
of furnishing, clothing, and transportation have increased markedly 
over this period. The heterogeneity of these components suggests that 
there could be considerable gains from using a multivariate approach 
that allows the components to have distinct time-series properties 
and uses both time-series smoothing and cross-sectional weighting 
to estimate aggregate HICP trend inflation. 

This paper makes three contributions towards measuring trend 
HICP inflation. First, we estimate an unobserved components (UC) 
model with stochastic volatility (UCSV), which extends the UCSV 
model in Stock and Watson (2007) to include a seasonal component. 
This univariate model is an extension of the textbook unobserved 
components model1 to incorporate stochastic volatility to capture 

1. Chapter 1 of Nerlove and others (1979) offers a historical survey of UC models 
in economics. The textbook by Harvey (1989) is a classic reference on analyzing UC 
models by using Kalman filter methods.
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the time-varying importance of the trend, seasonal, and irregular 
components.2

Second, we extend the multivariate unobserved components/
stochastic volatility model of Stock and Watson (2016) to allow each 
component to have separate seasonals, also with stochastic volatility. 
We apply this extended model to the 13 HICP components in figure 2  
to obtain multivariate estimates of the trend. We find that doing so 
produces trend estimates that are more precise than those based on the 
univariate model of aggregate HICP. We also find that this measure of 
core inflation moves cyclically with real economic activity. 

Third, as a byproduct, we also obtain quarterly estimates of 
seasonally adjusted HICP. Another approach to handling seasonals is 
simply to use the four-quarter average of quarterly inflation; however, 
that measure tends to respond sluggishly. Compared with four-quarter 
rolling inflation, the new seasonally adjusted HICP series has the 
potential to provide more timely insights into movements of inflation. 

Section 1 presents the univariate and multivariate model that we 
use for aggregate and sectorial inflation. Section 2 uses these models 
to estimate trend and seasonal factors for euro-area HICP inflation. 
Section 3 examines the relation between seasonally adjusted inflation 
and real activity.

Figure 1. HICP Inflation for the Euro Area
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Source: Authors’ calculations.

 

2. Several papers have used related univariate UC models to study the evolution 
of prices and inflation. Examples include Ball and Cecchetti (1990); Ceccheti and others 
(2007); Cogley and Sargent (2015); Cogley and others (2015); and Kang and others (2009).



Figure 2. 13 HICP Sectors
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Notes: These are the 12 HICP tier-two sectors, with energy excluded from the housing and transportation sectors, 
and shown separately as the 13th sector.
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1. SEASONAL UCSV MODELS

Unobserved components models have a long history in economic 
time series and have been used for, among other things, data 
description, forecasting, structural analysis, and seasonal adjustment. 
Here we present versions of the UC model that can be used to 
seasonally adjust aggregate inflation and to estimate its trend value. 
One version of the model is univariate and uses only aggregate 
inflation; the other is multivariate and models the joint dynamics of 
sectoral inflation. Both models incorporate stochastic volatility and 
are known by their acronym UCSV. 

 
1.1 Univariate Seasonal UCSV Model 

Inflation is observed quarterly and is denoted by t. The UC model 
decomposes t into three unobserved components: trend ( t), seasonal 
(st), and irregular ( t). 

t = t + st + t. (1)

The components are separately identified because they follow 
distinct stochastic processes. Let t, s t, and t denote three 
martingale-difference processes; the trend component follows a 
martingale: 

(1 − L) t = t (2)

so it is dominated by low-frequency, or “trend”, variation; st follows 
the quarterly seasonal process:

(1 + L + L2 + L3) st = s t (3)

so is dominated by variation at the seasonal frequencies with periods 
2 and 4 quarters; and the irregular component is unforecastable: 

t = t (4)

The unobserved components model (1)–(4) is a version of Harvey’s 
(1989) “local-level” model, augmented by the seasonal component 
st. Versions of the model (often with more flexible models for the 
components) are the backbone of model-based seasonal adjustment 
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methods—e.g., Hillmer and Tiao (1982), Hausman and Watson (1985), 
and Maravall (1995). 

In the non-seasonal version of the local-level model, the estimate 
of t based on observations of  through date t is the forecast of the 
future rate of inflation: 

E( t+h { i}i
t
= 1) = E( t+h + t+h  { i}i

t
= 1) = E( t { i}i

t
= 1) = t t, (5)

where the final equality follows from the martingale assumption for  

t and the martingale-difference assumption for t. 
The seasonal model (3) is specified so that this definition of the 

trend as the long-run forecast continues to hold for annual averages. 
Specifically, Harvey (1989), in subsection 6.2, defines a seasonal 
process to be any time-series process with predicted values that (i) 
repeat seasonally and (ii) sum to zero over a one-year period. The 
seasonal process (3) satisfies these two conditions, specifically (i)  
sT '+ j T = sT '+ j+4 T and (ii) j

4
= 1 sT '+ j T = 0, where sr T is the predicted value 

of sr made by using data through time T, for any T '  ≥ T. The seasonal 
model (3) yields a similar interpretation of t t, but now for annual 
averages of future values of : letting x i j denote the sample average 
of an arbitrary variable x between time i and j,

 (6)

for j > 0, where the penultimate equality follows from the random walk 
model for , j

4
= 1 sT '+ j T = 0, and the unpredictability of future ’s. Thus, 

as in the model without seasonality, t t measures the (non-seasonal) 
forecastable level of inflation. 

Examination of the inflation series in figure 1 and figure 2 
highlights the need for two modifications of the basic UCSV model. 
The first modification allows for time variation in the variances of 
the unobserved components, and the second allows for outliers. We 
discuss these in turn. 

Time-varying variances are added to the model by allowing the 
shocks in (2), (3), and (4) to follow stochastic volatility processes, say  

t = tet , where et ~ i.i.d N(0,1) and t
2 evolves through time as a 

logarithmic random walk: (1− L)ln( t
2 ) = t with t ~ i.i.d N(0, 2  ). 

Kim and others (1998) show how this stochastic volatility model 
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can be estimated using Gibbs sampling methods by using a mixture 
of normal densities to approximate the log- t

2  density together 
with standard Kalman smoothing recursions; Omori and others 
(2007) provide improved approximations. Stock and Watson (2007) 
incorporate these methods together with ideas in Carter and Kohn 
(1994), and Kim and Nelson (1999) to estimate a non-seasonal version 
of the UCSV model. 

Outliers are incorporated in the model through additional random 
multiplicative factors linking the t innovations to the i.i.d. N(0,1) 
shocks et. As in Stock and Watson (2016), we use a formulation with 

t = ot tet where ot is an i.i.d. outlier term with ot = 1 with probability 
1−p and ot ~ U(2,10) with probability p. When ot = 1, there is no outlier, 
and when ot ~ U(2,10) there is an outlier with a standard deviation that 
is between 2 and 10 times larger than in the no-outlier case. In the 
model for euro-area inflation, we allow outliers only in the irregular 
component t, as this seems consistent with outliers evident in figure 2; 
in other applications, outliers might also be appropriate for t and/or st. 

In summary, the complete UCSV model is (1)–(4) and 

 (7)

 (8)

where (e ,t, es,t, e ,t , ,t, s,t, x,t) are mutually independent i.i.d. normal 
random variables with mean zero, the e terms have unit variance, 
and each of the  terms has a component-specific variance, say ( ), 

(s), and ( ). 
 

1.2 Multivariate Seasonal UCSV Model 

The multivariate model is a generalization of the univariate that 
includes common and sector-specific versions of the three unobserved 
components. For each of the i = 1,…, n sectors, the rate of price inflation 
in sector i, i,t follows: 

 (9)

where ( c,t,  sc,t,  c,t)  are common to all sectors, ( i,t,  si,t,  i,t)  are sector 
specific, and ( i, ,  i,s,  i, )  are time-invariant coefficients (factor 
loadings). The , s,  components follow processes as in the univariate 
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model, with component/sector-specific parameters. The components are 
mutually independent, so that dependence across sectors comes from 
the common components c,  sc,and c. Outliers are allowed in each of 
the sector-specific i,t components and in the common c,t component. 

The multivariate sectorial model is designed so that it (approximately) 
aggregates to univariate UCSV model. Because of its symmetric 
structure, aggregation in the multivariate model is straightforward: 
letting wi,t  denote the share weight for sector i at time t 

 (10)

where 

 (11)

and similarly for the other components. When the share weights are 
time-invariant, t

a evolves as a martingale, st
a follows the seasonal 

process in (3), and t
a is a martingale difference. And, as in the 

univariate model, filtered values of ( t
a, c,t, i,t) constructed from the 

multivariate model summarize the forecastable levels in both sectorial 
and aggregate inflation:  

 (12)

and 

. (13)

1.3 Estimation and Inference 

We estimate the univariate and multivariate UCSV models 
by using Bayes’ methods that are generalizations of the methods 
outlined in online appendix to Stock and Watson (2016). We provide 
an overview here. 

The univariate UCSV model is characterized by four sets of 
parameters: (i) the stochastic volatility innovation standard deviations, 
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( ), (s), and ( ); (2) the outlier probability parameter p; (3) the initial 
values for the standard deviations ,0, s,0, and ,0; and (4) the initial 
values of the components 0 and (s0, s–1, s–2 , s–3). We used independent 
priors for the parameters: 

 ~ U(0,0.10). (A value of ( ) = 0.10 implies that the standard 
deviation of ln( +t+40 / ,t) is approximately 0.3, that is a standard 
deviation of 30 percent over 40 quarters).
p ~ Beta(a,b) with a = 2.5 and b = 37.5. (This implies that an outlier 
is expected to occur every four years). 
ln( t,0), ln( s,0), ln( ,0), and 0 follow independent diffuse 
Gaussian priors.
(s0, s–1, s–2 , s–3) follow a diffuse singular Gaussian distribution, 
where the singularity enforces s0 + s–1 + s–2  + s–3 =0. 

The multivariate model requires two normalizations. First, the 
factor structure requires a normalization to separately identify the 
scales of the factor loadings ( , s, ) and the common factors ( c, sc, 
and c). We normalize the standard deviations of the common factors 
to be unity for t = 0. The second normalization is needed because the 
initial values of the common and idiosyncratic factors (e.g., c,0 and 

i,0) are not separately identified. To identify the model, we normalize 
the common factors to be zero for t = 0; that is c,0 = 0 and (sc,0, sc,–1, 
sc,–2, sc,–3) = 0. 

The multivariate model also requires a prior distribution for the 
factor loadings. Let  denote the n×1 vector of factor loadings for c,t; 
we use the prior  ~ N(0,102 ' + 0.42In), where  is an n×1 vectors of 
ones. This prior is essentially uninformative about the average value 
of i,  (the first term in the variance), but shrinks the factor loadings 
toward a common value (the second term in the factor variance). 
Independent priors of the same form were used for s and . 

The empirical results in the next section are based on 60,000 
Markov chain Monte Carlo (MCMC) draws from the posterior 
(discarding the first 10,000 draws) by using the algorithm outlined 
in Stock and Watson (2016), modified to incorporate the seasonal 
factor. Error bands are from 68-percent equal-tail credible sets. The 
95-percent error bands, which are unreported, are approximately twice 
as wide as the reported 68-percent bands. 
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2. THE DATA AND ESTIMATION RESULTS 

2.1 Data 

There are twelve tier-two components for the euro-area HICP. 
These consumer spending components are organized by purpose 
(transportation, housing, recreation, etc.) rather than by type of 
product (motor vehicles, gasoline, recreational goods, etc.), which is 
the organizing principle used in the U.S. PCE and CPI data. Because 
the euro-area sectors are organized by purpose, they contain a mix of 
both goods and services. For example, the transportation component 
contains both motor vehicles (a good) and airline transport (a service). 
Energy is not a separate sector in the HICP tier-two categorization. 
Because energy prices historically behave differently from other prices, 
including large outliers and different seasonal patterns, we extracted 
the major energy components from housing (electricity, gas, liquid 
fuels, solid fuels, heat energy) and transportation (fuels and lubricants 
for personal transportation equipment) to form a separate energy 
component. Thus the 13 components we analyze are energy, housing 
excluding energy, transportation excluding fuels and lubricants for 
personal transportation, and the ten remaining unaffected components 
of the HICP. These are the thirteen sectors shown in figure 2. 

The data are available monthly. We temporally aggregated the 
monthly price indices to quarterly averages and computed sectoral 
inflation rates as i,t = 400×ln(pi,t / pi,t–1), where pi,t is the quarterly 
price index for sector i in quarter t. Data are available for all sectors 
as from 2001:Q1, and the first quarterly inflation value is for 2001:Q2. 
Our sample ends in 2018:Q1. 

Spending shares for each sector are available annually. We 
interpolated the annual average shares to construct quarterly shares 
by using a random walk interpolator.3 Table 1 lists the 13 sectors, 
shows the average share weights over the entire sample period and 
over the first and second subsamples. Shares vary little over the sample 
period; the largest sector is food (16%) and smallest is education (1%); 
the energy share is 10 percent.

3. That is, we modeled the unobserved quarterly shares as a random walk, the 
observed annual shares as the annual average of the quarterly shares, and estimated 
the quarterly shares by using the Kalman smoother. 
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Table 1. The 12 Tier-two Sectors of the Euro-Area HICP 
Plus the Energy Sector

Average expenditures shares

2001-2018 2001-2009 2010-2018
Food 0.16 0.16 0.15

Alcohol and tobacco 0.04 0.04 0.04

Clothing 0.07 0.07 0.06

Housing (excl. energy) 0.10 0.10 0.10

Furnishing 0.07 0.08 0.07

Healthcare 0.04 0.04 0.04

Transportation (excl. energy) 0.11 0.11 0.11

Communications 0.03 0.03 0.03

Recreation 0.10 0.10 0.09

Education 0.01 0.01 0.01

Restaurants and accommodations 0.09 0.09 0.09

Miscellaneous 0.08 0.08 0.09

Energy 0.10 0.09 0.10
Source: Authors’ calculations.
Notes: Energy components of housing (electricity, gas, liquid fuels, solid fuels, heat energy) and transportation 
(fuels and lubricants for personal transportation equipment) were removed from those components and 
collected into the separate “Energy” category, given in the final row.

2.2 Results

Univariate HICP. The univariate model produces estimates 
of the volatilities t,  s,t,  t and the components t,  st and t.  
Table 2 shows the estimated values (posterior medians) and 68-percent 
credible sets for these variables at the beginning, middle, and end of 
the sample. 

The estimated standard deviations of the innovations in , s, 
and  are relatively constant over the sample period. The level of 
trend inflation is estimated to have fallen from 2.5 percent in 2001 
to 1.5 percent in 2018. The estimated seasonal component shows 
that aggregate HICP inflation tends to be low in the first and third 
quarters and high in the second; the seasonal amplitude increased 
over the sample period. 
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Table 2. Parameter Estimates for the Univariate UCSV 
Model for Aggregate Inflation
Posterior medians and 68-percent equal-tail posterior credible 
intervals

(a) Estimated volatilities and trends from the univariate model

2001:Q2 2009:Q4 2018:Q1

Standard deviations of shocks to components
0.44 (0.25, 0.70) 0.55 (0.34, 0.85) 0.52 (0.32, 0.81)

s 0.29 (0.18, 0.45) 0.26 (0.17, 0.40) 0.26 (0.15, 0.43)

0.61 (0.32, 0.90) 0.67 (0.36, 0.99) 0.65 (0.35, 0.98)

Estimates of trend component

t 2.54 (2.01, 3.12) 1.39 (0.96, 1.84) 1.45 (0.94, 2.03)

(b) Estimates of seasonal factors

Q1 Q2 Q3 Q4
2002 -0.06 (-0.67, 0.48) 2.16 (1.74, 2.62) -1.76 (-2.12, -1.39) -0.14 (-0.50, 0.22)

2009 -1.78 (-2.20, -1.34) 3.24 (2.85, 3.63) -2.23 (-2.59, -1.86) 0.81 (0.43, 1.19)

2017 -2.42 (-2.91, -1.97) 3.45 (2.95, 3.95) -2.22 (-2.64, -1.78) 1.19 (0.77, 1.64)

Source: Authors’ calculations.

Figure 3 shows estimated values of t and seasonally adjusted 
inflation, t – st. The upper panels show the posterior estimates based 
on the full sample (the smoothed estimates) and the lower panel 
shows estimates based on data through date t (the filtered estimates).4 
As desired, the estimates of seasonally adjusted inflation evidently 
eliminate the largest seasonal swings. The 68-percent error bands for 
seasonally adjusted inflation are wide (1.0 percentage points at the 
end of the sample). The time path of trend inflation is also uncertain, 
but, as shown below, the estimates closely track real activity in the 
euro area. 

4. For computational simplicity, the filtered estimates are based on the full-sample 
estimates of the variance parameters, and are therefore approximations the true one-
sided estimates. The filtered estimates are plotted beginning in 2004 because of the 
diffuse prior for the t = 0 values. 
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Figure 3. Smoothed and Filtered Estimates from Univariate 
UCSV Model for Trend ( t) and Seasonally Adjusted ( t – st) 
HICP Inflation

A. Smoothed estimates of t B. Smoothed estimates of t –st
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C. Filtered estimates of t D. Filtered estimates of t –st
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Source: Authors’ calculations. 
Notes: The values shown are the posterior median and 68-percent equal-tail posterior credible intervals for the 
dates shown.

The estimates of t and st are weighted averages of the t+j. 
For example, the full-sample posterior estimates of t are given by   

t|T = , where the weights at, j depend on the parameters 

. When these parameters are time-invariant and t is 

not close to the beginning or end of the sample, the weights are time-
invariant, that is, at, j ≈ aj. Figure 4 plots these weights constructed 
by using the sample average of  for both the one-sided 
(filtered) and two-sided (smoothed) estimates of t. By construction, 
these weights sum to unity (because the zero-frequency pseudo-
spectrum of  is determined solely by variation in ) and the figure 
indicates that nearly all of the weight is placed on values of t, j for 
|j|≤ 4. These short moving-average weights are optimal because of 
the relatively high signal-to-noise ratio for the trend ( /  ≈ 0.80). 
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Figure 4. Weight Placed on t+j for Estimating t.
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Source: Authors’ calculations. 
Notes: The weights are computed from the Kalman filter and smoother for a univariate trend + seasonal + irregular 
model with constant variances computed as the average values of the UCSV model variances.

Multivariate. The univariate model implicitly applies the same time-
series filter to each of the 13 sectors making up the aggregate, with the 
component-wise results aggregated by using share weights. Yet it is clear 
from figure 2 that the components follow highly heterogeneous time-series 
processes. For example, the clothing sector appears to be dominated by 
seasonality, healthcare by a few large outliers but little seasonality, energy 
by large irregular variation, and the housing sector by components with 
roughly equal variation. Thus, there plausibly is considerable variation 
in the UCSV parameters across the 13 components. 

These visual impressions are confirmed by the posterior estimates 
for 13-sector model. Table 3 summarizes some key results. Consider the 
standard deviations of the innovations in the idiosyncratic components: 
the estimated values of the /  signal-to-noise ratios range from a 
high of 1.8 (furnishing) to a low of 0.2 (food and energy). Seasonal 
signal-to-noise ratios ( s / ) vary from nearly 4 (clothing) to 0.05 
(energy). Most of these standard deviations are reasonably stable 
over the 2001–2018 sample, but there are exceptions: for example, 
seasonal fluctuations have become larger in recreation, and irregular 
fluctuations have become smaller in alcohol and tobacco. 

The multivariate model captures the covariance across sectors 
through the common factors c, sc, and c. The estimated standard 
deviation of the innovations in these factors fell by roughly 40 percent 
from 2001 to 2018; this implies a reduction in the co-variability across 
the sectors. The estimated factor loadings suggest that much of the 
comovement arises from the common trend component, less from 
common seasonals, and very little from common irregular variation. 



Table 3. Parameter Estimates from the 13-sector 
Multivariate UCSV Model

(a) Standard deviation of shocks to common components ( c, sc, c)

2001 2018
0.99 (0.91, 1.04) 0.57 (0.30, 1.00)

s 0.98 (0.89, 1.03) 0.62 (0.32, 1.00)

0.99 (0.91, 1.03) 0.67 (0.36, 1.00)

(b) Sector-specific parameters

Factor loadings

Sector s

Food
0.72

(0.41, 1.04)
0.29

(0.17, 0.42)
0.05

(-0.32, 0.42)

Alcohol and tobacco
0.06

(-0.15, 0.34)
0.03

(-0.06, 0.14)
0.05

(-0.29, 0.41)

Clothing
0.29

(0.12, 0.47)
0.12

(0.05, 0.19)
0.03

(-0.28, 0.36)

Housing (xE)
0.03

(-0.03, 0.12)
0.01

(-0.01, 0.05)
-0.01

(-0.12, 0.09)

Furnishing
0.24

(0.11, 0.45)
0.10

(0.04, 0.18)
0.02

(-0.15, 0.19)

Healthcare
0.28

(0.16, 0.45)
0.12

(0.06, 0.18)
-0.02

(-0.22, 0.21)

Transportation 
(xE)

0.36
(0.24, 0.53)

0.15
(0.10, 0.22)

-0.04
(-0.40, 0.33)

Communications
-0.13

(-0.38, 0.23)
-0.05

(-0.16, 0.09)
0.02

(-0.37, 0.39)

Recreation
0.35

(0.18, 0.54)
0.14

(0.07, 0.22)
0.03

(-0.51, 0.53)

Education
0.26

(0.11, 0.46)
0.11

(0.04, 0.19)
-0.01

(-0.23, 0.21)

Restaurants and 
accommodations

0.47
(0.32 0.69)

0.19
(0.13, 0.28)

-0.04
(-0.41, 0.40)

Miscellaneous
0.18

(0.08, 0.30)
0.07

(0.03, 0.12)
0.01

(-0.20, 0.23)

Energy
0.39

(-0.02, 0.78)
0.16

(-0.01, 0.32)
-0.01

(-0.45, 0.42)
Source: Authors’ calculations. 
Notes: The values shown are the posterior median and 68-percent equal-tail posterior credible intervals for the 
dates shown.
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Table 3. Parameter Estimates from the 13-sector 
Multivariate UCSV Model

(b) Sector-specific parameters (continued)

Standard deviation of shocks to sector-specific components 
( i, si, i)

s

Sector 2001 2018 2001 2018 2001 2018

Food
0.30

(0.12, 0.94)
0.28

(0.12, 0.74)
0.17

(0.10, 0.31)
0.17

(0.09, 0.31)
1.60

(1.15, 2.16)
1.54

(1.19, 1.92)

Alcohol and 
tobacco

0.28
(0.14, 0.53)

0.29
(0.15, 0.50)

0.50
(0.17, 0.89)

0.40
(0.16, 0.69)

1.41
(0.69, 2.60)

0.92
(0.53, 1.34)

Clothing
0.13

(0.07, 0.23)
0.12

(0.07, 0.20)
1.56

(1.11, 2.13)
1.14

(0.79, 1.60)
0.31

(0.15, 0.51)
0.31

(0.15, 0.49)

Housing (xE)
0.13

(0.09, 0.18)
0.13

(0.09, 0.18)
0.10

(0.07, 0.14)
0.11

(0.08, 0.15)
0.13

(0.08, 0.19)
0.13

(0.08, 0.19)

Furnishing
0.21

(0.14, 0.27)
0.22

(0.17, 0.30)
0.15

(0.11, 0.20)
0.15

(0.11, 0.20)
0.12

(0.07, 0.20)
0.12

(0.07, 0.20)

Healthcare
0.12

(0.07, 0.20)
0.11

(0.07, 0.19)
0.13

(0.08, 0.21)
0.13

(0.08, 0.21)
0.77

(0.60, 1.02)
0.47

(0.32, 0.66)

Transportation 
(xE)

0.11
(0.07, 0.19)

0.11
(0.07, 0.20)

0.26
(0.15, 0.39)

0.28
(0.17, 0.40)

0.37
(0.21, 0.52)

0.39
(0.22, 0.55)

Communications
0.69

(0.46, 1.01)
0.69

(0.48, 1.01)
0.14

(0.08, 0.26)
0.14

(0.08, 0.25)
0.93

(0.59, 1.21)
0.87

(0.53, 1.15)

Recreation
0.17

(0.10, 0.27)
0.17

(0.10, 0.26)
0.35

(0.21, 0.54)
0.68

(0.46, 1.00)
0.28

(0.14, 0.50)
0.32

(0.15, 0.65)

Education
0.15

(0.09, 0.24)
0.15

(0.09, 0.24)
0.23

(0.11, 0.38)
0.22

(0.11, 0.39)
0.71

(0.51, 0.89)
0.77

(0.61, 0.97)

Restaurants and 
accommodations

0.15
(0.09, 0.23)

0.14
(0.09, 0.22)

0.23
(0.14, 0.37)

0.38
(0.22, 0.57)

0.24
(0.16, 0.35)

0.22
(0.13, 0.36)

Miscellaneous
0.16

(0.11, 0.22)
0.17

(0.12, 0.25)
0.17

(0.11, 0.25)
0.16

(0.10, 0.26)
0.22

(0.14, 0.34)
0.27

(0.18, 0.43)

Energy
1.38

(0.43, 2.63)
1.47

(0.45, 2.77)
0.40

(0.14, 1.03)
0.41

(0.15, 1.08)
7.15

(4.78, 9.28)
8.12

(6.25, 10.32)
Source: Authors’ calculations. 
Notes: The values shown are the posterior median and 68-percent equal-tail posterior credible intervals for the 
dates shown.

The multivariate model produces a rich set of results. Figures 5 
and 6 illustrate a few of these results. The first four panels of figure 5 
show selected results for the transportation sector: the raw data and 
seasonally adjusted values ( i,t – si,t) are plotted in panel (a), the trend 
and seasonally adjusted values are plotted in panel (b), the seasonals 
are shown panel (c), and the estimated seasonal standard deviations, 

i,s,t , are shown in panel (d). Evidently, the multivariate UCSV model 
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accommodates the increased dispersion in the seasonal evident in 
panel (c) with increases in i,s,t in panel (d), and provides a reasonably 
sharp decomposition into trend, seasonal, and irregular components 
in panel (b). Panels (e)–(h) show the same results for the clothing 
sector. From panel (e), seasonal variation in clothing price inflation is 
so large that it is difficult to discern any variation in the seasonally 
adjusted series. A change of scale in panel (f) makes the variation in 
the seasonally adjusted series visible and shows an outlier in 2011. 
Panel (g) shows that the variance of the seasonal component increases 
in the first half of the sample, but remains large and approximately 
constant, in the second half of the sample. The estimates of i,s,t shown 
in panel (h) are consistent with this changing seasonal variability. 
Panel (i) plots healthcare inflation and shows two large outliers. 
Panel (j) shows the posterior mean estimates of the outlier factor oi,t 
for healthcare, which successfully pinpoints the outliers in panel (i). 
Panels (k) and (l) show the analogous results for the energy sector, 
where outliers are also an important source of variability. 

Figure 6 shows the trend estimates for each of the 13 sectors. The 
sectorial trends differ, but comovement is apparent, most notably 
during the cyclical downturns in 2008–10 and 2014–15. 

As discussed above, the estimates of t from the univariate model 
are constructed by using weighted averages of aggregate inflation, 
where the weights sum to unity; the one- and two-sided weights 
were plotted in figure 4. In the multivariate model, estimates of t 
are also weighted averages of leads and lags of inflation for each of 
the sectors. When share weights and variances are time-invariant, 
lead-lags weights on each sector sum to that sector’s share weight. 
For sectors with low signal-to-ratios, substantial weight is placed on 
distant leads and lags, but for sectors with high signal-to-ratios, most 
of the weight is concentrated near the contemporaneous value of i,t. 
figure 7 plots the sector-specific optimal weights from the 13-sector 
model, and compares these to the weights for the 1-sector model (which 
are identical for all sectors). Relative to the 13-sector weights, the 
1-sector model puts too much weight on contemporaneous values of 
food, alcohol, and energy inflation (which have a low signal-to-noise 
ratio) and too little weight on sectors like furnishing and restaurants 
(which have relatively high signal-to-noise ratios). An implication is 
that the estimates of the aggregate seasonal and trend components 
constructed from the sectorial model and data are more precise than 
the estimates by using only the aggregate data. 



Figure 5. Selected Results from the 13-sector UCSV Model
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Figure 5. (continued)

G. Clothing H. Clothing

2000 2005 2010 2015 2020
-50

0

50

Seasonal Component

2000 2005 2010 2015 2020

Std. Dev. of sector-specific seasonal
1

1.5

2

2.5

I. Healthcare J. Healthcare

2000 2005 2010 2015 2020

Inflation
-10

0

10

20

30

2000 2005 2010 2015 2020

Idiosynchratic outlier factor

0

5

10

15

K. Energy L. Energy

2000 2005 2010 2015 2020

Inflation
-40

-20

0

20

2000 2005 2010 2015 2020

Idiosynchratic outlier factor

0

2

4

6

8

Source: Authors’ calculations. 
Notes: See text for description of the panels. Error bands are 68-percent posterior credible intervals.



Figure 6. Trend Estimates from the 13-sector UCSV Model

A. Food B. Alcohol and tobacco C. Clothing

2000 2005 2010 2015 2020
-2

0

2

4

2000 2005 2010 2015 2020
0

5

2000 2005 2010 2015 2020
-2

0

2

4

D. Housing E. Furnishing F. Healthcare

2000 2005 2010 2015 2020
-2

0

2

4

2000 2005 2010 2015 2020
-2

0

2

4

2000 2005 2010 2015 2020
-2

0

2

4

G. Transportation H. Communications I. Recreation

2000 2005 2010 2015 2020
-2

0

2

4

2000 2005 2010 2015 2020
-6

-4

-2

0

2

2000 2005 2010 2015 2020
-2

0

2

4

J. Education K. Restaurants and  
accomodations L. Miscellaneous

2000 2005 2010 2015 2020
-2

0

2

4

2000 2005 2010 2015 2020
-2

0

2

4

2000 2005 2010 2015 2020
-2

0

2

4

M. Energy

2000 2005 2010 2015 2020
-5

0

5

10

Source: Authors’ calculations.  
Notes: These are the 12 HICP tier-two sectors, with energy excluded from the housing and transportation sectors, 
and shown separately as the 13th sector.



Figure 7. Weight Placed on i,t+j for Estimating Aggregate t
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This improved precision from the multivariate model can be seen 
in table 4 and figure 8, which show aggregate estimates constructed 
as share-weighted averages of the sectorial components. Comparing 
the error bands in table 4 with the corresponding error bands for the 
univariate model in table 2 shows a tightening of the bands for the 
multivariate model. For example, the multivariate errors bands for 

2018:Q1 are roughly 80 percent as wide as the univariate bands, and 
the multivariate error bands for s2018:Q1 are roughly 60 percent as 
wide as the univariate bands. 

Figure 8. Smoothed and Filtered Estimates from 13-sector 
Multivariate UCSV Model for Aggregate HICP Inflation
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Source: Authors’ calculations. 
Notes: The values shown are the posterior median and 68-percent equal-tail posterior credible intervals for the 
dates shown. Aggregate values are computed as share-weighted averages of the sectorial values.
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Table 4. Selected Results for Aggregate Inflation from the 
13-sector UCSV Model

(a) Estimated trends from the multivariate model

2001:Q2 2009:Q4 2018:Q1

t 2.43 (1.95  2.92) 1.35 (1.05  1.66) 1.32 (0.91  1.73)

(b) Estimated seasonal factors

Q1 Q2 Q3 Q4
2002 -0.44 (-0.75 -0.14) 1.95 (1.69  2.22) -1.48 (-1.71 -1.24) 0.07 (-0.18  0.32)

2009 -1.65 (-1.89 -1.40) 2.94 (2.69  3.17) -2.13 (-2.37 -1.89) 0.89 (0.66  1.13)

2017 -2.42 (-2.71 -2.13) 3.87 (3.53  4.18) -2.09 (-2.38 -1.81) 0.52 (0.19  0.88)
Source: Authors’ calculations. 
Notes: The values shown are the posterior median and 68-percent equal-tail posterior credible intervals for the dates 
shown. Aggregate values are computed as share-weighted averages of the sectorial values.

2.3 Different Levels of Disaggregation 

The results presented thus far show that the 13-sector multivariate 
trend and seasonal estimates are more accurate than estimates that 
only use aggregate inflation. A natural question to ask is how much 
of these gains could be achieved by using a coarser disaggregation 
scheme, for example by using a three-sector decomposition of food, 
energy, and the aggregate of all of the other sectors. Using data for the 
U.S., Stock and Watson (2016) found that much of the gain from using 
a 17-sector decomposition of U.S. PCE inflation could be achieved by 
using this three-sector decomposition. Can similar gains be achieved 
from the euro-area HICP? 

To answer this question, we estimated three additional multivariate 
UCSV models. The first is a two-sector model composed of energy and 
HICP excluding energy. The second is a three-sector decomposition 
composed of food, energy, and HICP excluding food and energy. The 
third is a four-sector decomposition that uses third-tier components 
to further decompose the non-food-and-energy HICP into goods and 
services. The two- and three-sector models are special cases of the 
13-sector model; the four-sector model is not: as discussed above, the 
second-tier decomposition in the 13-sector model includes goods and 
services jointly in many of the sectors. 
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Figure 9. Estimates of Trend Inflation from the Various 
UCSV Models
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Source: Authors’ calculations. 
Notes: Values shown are full-sample posterior medians.

Table 5. Width of Credible Intervals, Final Quarter

Model 68% credible interval 90% credible interval

– s – s
Univariate 1.09 1.00 1.89 1.77

2 sectors 0.96 0.81 1.63 1.39

3 sectors 0.87 0.68 1.53 1.19

4 sectors 0.82 0.67 1.48 1.19

13 sectors 0.82 0.62 1.45 1.09
Source: Authors’ calculations. 
Notes: The values are the widths of 68-percent and 90-percent credible intervals for and – s for the final quarter 
in the sample (2018:Q1).

Figure 9 plots the estimates of trend inflation computed for each 
model. The estimated trends are generally similar, although there 
are noteworthy differences between the one- and multi-sector trends 
during 2009 and 2015.5 Table 5 summarizes the accuracy of these 
alternative models by showing the final quarter (2018:Q1) width of 
the 68-percent and 90-percent error bands for trend and seasonally 
adjusted inflation. Each decomposition yields marginal improvements, 

5. This paper has taken a multivariate approach to trend (and seasonal adjustment) 
of aggregate inflation by using sectorial inflation rates. Other series beyond sectorial 
inflation rates may also help identify trend inflation. Mertens (2016) provides an 
interesting application by using inflation expectations and nominal interest rates as 
additional indicators. 
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but much of the gain can be achieved by using the three-sector 
decomposition; this is consistent with the results for the U.S. reported 
in Stock and Watson (2016). 

3. INFLATION AND REAL ACTIVITY 

The multivariate estimates of trend inflation suggest a large 
variation in the trend level of inflation over the 2001–2018 sample 
period. Figure 10 shows how this variation in inflation was related 
to variation in real economic activity, where real activity is measured 
as an average of three coincident indicators for the euro area: the 
unemployment gap (inverted), capacity utilization, and the logarithm 
of industrial production, each band-pass filtered to isolate business-
cycle variation (6-32 quarters) and standardized to have zero mean 
and unit variance. Over 2001–2018, changes in trend inflation closely 
mirrored changes in real activity: trend inflation increased to nearly 3 
percent in early 2008 as activity was near its cyclical peak, fell by 1.5 
percent during the 2009 recession, returned to 2 percent during the 
recovery, but fell again to under 1 percent as real activity weakened 
during 2013–2016. 

Figure 10. Inflation and Real Activity
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UCSV model. The cyclical activity index is the average of standardized band-pass filtered values of the unemployment 
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Table 6 presents correlations between the cyclical activity index 
and various measures of HICP inflation. The lowest correlation is 
with seasonally unadjusted quarterly inflation, and the highest (0.55) 
is with four-quarter inflation. As can be seen in figure 10, 4-quarter 
inflation falls sharply with economic activity in the 2009 recession, 
whereas trend inflation falls less, hence it has a somewhat lower 
correlation with the cyclical activity index. These correlations are all 
substantial and are consistent with a Phillips relation being present 
in euro-area inflation.

Table 6. Width of Credible Intervals, Final Quarter

Inflation measure Correlation

Quarterly inflation 0.20

4-quarter inflation (100 ln(Pt/Pt-4)) 0.55

Seasonally adjusted HICP 0.42

Univariate trend 0.43

3-sector trend estimate 0.47

13-sector trend estimate 0.44
Source: Authors’ calculations. 
Notes: Seasonally adjusted HICP is the smoothed estimate of t – st computed by using the univariate UCSV model. 
The three trend estimates are computed by using the UCSV model (univariate or multivariate, depending on the 
estimate). The cyclical activity index is the average of standardized band-pass filtered values of the unemployment gap 
(inverted), the capacity utilization rate, and the logarithm of industrial production, for a pass band of 6-32 quarters).
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world-class scholars give their expert takes and shed new light on these issues. 
Methodological diversity, creative thinking, and lucid presentation are the hallmarks 
of this volume.

Yuriy Gorodnichenko
Quantedge Presidential Professor of Economics at University of California, Berkeley
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Changing Inflation Dynamics, 
Evolving Monetary Policy

Empirical models have failed to explain 
inflation behavior over the last 20 years 
in most developed economies. The unusual 
inflation dynamics—the ‘missing deflation’ 
during recessions and the ‘missing inflation’
during recoveries—points to a failure 
of Phillips curve predictions. Several 
hypotheses have been proposed to explain 
the ‘twin puzzle’ phenomenon while at 
the same time have imposed challenging 
implications to conduct monetary policy. It 
is of utmost importance to understand the 
challenges for monetary policy conduct in 
an environment where inflation dynamics is 
hard to unravel. This volume contributes to 
the study of the ‘twin puzzle’ phenomenon 
and the challenges facing monetary policy. 
It gathers a selective group of distinguished 
scholars and policy makers to discuss 
the latest academic findings on inflation 
dynamics.
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