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The global financial crisis of 2008 and its
aftermath brought many new challenges
for the worlds central banks. These new
challenges have resulted, in turn, in bold
experimentation—not just the vigorous
application of traditional policy tools, but
the use of new ones, or at least ones that
were rarely resorted to in the decades leading
to the crisis. Now that the most urgent stages
of the crisis are in the past, the central banks
of many countries need to take stock of
the lessons learned during this period of
experimentation.

To what extent have we learned that, at least
during times of crisis, the central bank’s
toolkit should be bigger than the one that
was regarded as sufficient during the years of
the “Great Moderation”?

To what extent have we learned the uses of
additional tools that should become routine
aspects of the conduct of monetary policy,
even when the financial sector is not subject
to unusual stress? What do we know about
the effects of using these new tools, and what
role should they play in the years to come?

The nineteenth annual conference of the
Central Bank of Chile conference series
addresses these issues, bringing together a
distinguished multinational group of scholars
to discuss the latest research findings. The
structure of the conference consists of three
sessions, each addressing a different aspect of
the new issues raised by the unconventional
monetary policies of recent years.
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The global financial crisis of 2008 and its aftermath have brought
many new challenges for the world’s central banks. These new
challenges have, in turn, resulted in bold experimentation—not simply
particularly vigorous use of traditional policy tools, but also the use of
new tools or, if not entirely new, tools that had seldom been invoked
in the decades immediately prior to the crisis. Now that the most
urgent period of the crisis is past, central banks are taking stock of
the lessons learned from this period of experimentation. Should the
central bank’s toolkit be larger than what was regarded as sufficient
during the years of the Great Moderation, at least during times of
crisis? Should the use of additional tools perhaps become routine
aspects of the conduct of monetary policy, even when the financial
sector is not subject to unusual stresses?

One of the more notable new developments in monetary policy since
2008 has been the greater use of central banks’ balance sheets as a
tool of policy. Central banks have always engaged in certain kinds of
financial transactions to implement monetary policy, but prior to 2008,
monetary policy was commonly viewed as involving solely a decision
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and Implications for an Integrated World, edited by Elias Albagli, Diego Saravia, and
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about a single short-term interest rate—generally an overnight rate
at which banks lend to one another, such as the federal funds rate in
the case of the U.S. Federal Reserve. In the transactions undertaken to
implement changes in the operating target for this overnight rate, the
particular assets acquired by the central bank were generally viewed
as unimportant (the goal being to vary the supply of bank reserves).
Consequently, prudence dictated that the central bank should only
hold extremely riskless and very short-maturity securities (sometimes
called a “bills only” doctrine in the United States). Moreover, the
central bank’s balance sheet could be quite small under ordinary
circumstances: controlling the overnight interest rate by varying the
supply of reserves required only a small volume of reserves to support
inter-bank payments, to the extent that significant percentage changes
in the reserve supply could be achieved with quite modest transactions
in terms of the quantity of assets purchased or sold.

As a result, central banks were not major players in asset
markets, even if their policy decisions had important consequences
for the market pricing of many assets. Monetary policy decisions
affected longer-term bond prices through arbitrage relationships
between the prices of longer-term bonds and the expected path of
short rates, not through direct purchases or sales of long-term bonds
by the central bank with a view to influencing their prices. Similarly,
monetary policy decisions affected exchange rates, but again—under
the doctrine of a floating exchange rate, which had come to be the
standard for inflation-targeting central banks—this was expected to
result purely from arbitrage relationships between the exchange rate
and the expected path of short-term interest rates at home relative
to those abroad, rather than from direct intervention by the central
bank to control the exchange rate.

The financial crisis changed this picture dramatically, at least
in the short run—with longer-term consequences that are yet to
be determined. By the end of 2008, many central banks found that
even cutting short-term nominal interest rates to the lowest feasible
level (or to the lowest level that they were willing to contemplate)
resulted in insufficient monetary stimulus to head off a severely
contractionary shock. They were therefore forced to ask what
other policy tools were available when further cuts in overnight
interest rates would not be possible. This led to a reconsideration
of the question of whether the central bank could usefully influence
longer-term asset yields and foreign exchange rates through direct
asset purchases, even in the absence of any change in the level of
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the overnight rate (or in the path that it could be expected to follow,
at least over the near term). In addition, especially in the period
immediately following the onset of the crisis, many central banks
faced situations in which the private financial sector could no longer
be counted on to efficiently allocate credit in the economy, owing to
distress or severe financial constraints in many key institutions.
This raised the question of whether the central bank should not
itself act as a financial intermediary, channeling credit to particular
sectors that would otherwise face funding difficulties, while waiting
for private financial institutions to repair their balance sheets and
for the climate of panic to be dispelled.

For both of these reasons, the balance sheets of many central
banks grew substantially in the years following 2008, and the
categories of assets held changed to include many longer-term
securities and securities involving risks to which the central banks
were not previously exposed. For example, the U.S. Federal Reserve
acquired the extensive holdings of mortgage-backed securities in
this period. Policies with regard to asset purchases (including, in
some cases, significant purchases of foreign exchange with a view to
controlling exchange rates) have often been the focus of central bank
policy deliberations and communication with the public, given that
in many countries, short-term interest rate targets have changed
relatively little since late 2008. While asset-purchase policies are
not currently being used as actively by central banks like the U.S.
Federal Reserve and the Bank of England as in the years immediately
following the crisis, they continue to be a central focus of policy at
the European Central Bank and the Bank of Japan, among others;
and even banks like the Federal Reserve continue to operate with
much larger balance sheets than they had prior to the crisis. Thus,
the question of the appropriate size of the balance sheet remains an
active topic of discussion.

But what do we know about the effects of using these new tools,
and what role should they have in the future? The nineteenth annual
conference of the Central Bank of Chile addresses these issues,
bringing together a distinguished international group of scholars to
discuss the latest research findings. The structure of the conference
consisted of three sessions, which explored different aspects of the
new issues raised by the unconventional monetary policies of recent
years.

The first session considered the effects of central bank asset
purchases, as well as announcements regarding the intended
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future path of purchases, on both financial asset prices and the
macroeconomy. The second session focused on a specific aspect of the
effects of such policies, namely, the extent to which they alter the
incentives for risk-taking by financial institutions. This risk-taking
channel is found to significantly amplify the effects of policy. The
third session explored the scope and magnitude of spillover effects
from policies implemented by central banks like the U.S. Federal
Reserve on other economies—in particular, emerging economies—
with a focus on linkages between the longer-term bond markets of
different countries. The conference concluded with a keynote address
by Lawrence Summers, former U.S. Treasury Secretary and one of the
keenest observers of current economic affairs, on the challenges for
stabilization policy going forward, in a global environment in which
conventional interest rate policy may have less scope than it had
in the past. We now summarize each of these sessions in sequence.

Session 1: The Impact of Conventional and
Unconventional Monetary Policies on Asset Prices

The three papers from the first session study, from both a
theoretical and empirical perspective, the impact of the broader set
of monetary policies discussed above, the so-called unconventional
measures, on interest rates at different horizons and over a wide
variety of securities.

In “Forward Guidance in the Yield Curve: Short Rates versus
Bond Supply,” Robin Greenwood, Samuel G. Hanson, and Dimitri
Vayanos characterize and compare the effects of so-called forward
guidance policies (that is, pre-announcements about the future
path of the federal funds rate) on short-term rates and the supply
of bonds, using a model of yield curves and bond rates in which
the monetary authority can pre-announce movements in future
short-term bond rates or quantitative easing. The results indicate
that pre-announcements about short-term bond rates, which
operate via expectational hypotheses, have a direct impact on the
announced short rates. In particular, if an explicit increase in a rate
of specified maturity is pre-announced, this will have an impact
of equal magnitude on the referenced short rate. Meanwhile, the
pre-announcements of quantitative easing, operating through the
expected future risk premium, achieve the maximum rate hikes in
the yields of longer-term bonds. Thus, pre-announcements about
short rates have direct effects on those rate, and pre-announcements
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of quantitative easing have a stronger impact on rates at longer
maturities.

In the second paper, “Bernanke’s No-arbitrage Argument
Revisited: Can Open Market Operations in Real Assets Eliminate the
Liquidity Trap?,” Gauti B. Eggertsson and Kevin B. Proulx show, in
a closed-economy context with sticky prices and taxation costs, that
open market operations of real asset purchasing by the government
can mitigate a deflationary process. This intervention has effects even
in a scenario of nominal short-term interest rates near the zero lower
bound, since it allows the government to commit to having future
inflation that will enable financing the purchase of assets (by either
issuing nominal debt or creating money). This commitment prompts
a change in private sector inflation expectations (from deflationary
to inflationary) and stimulates aggregate demand. The purchase
of real assets by the government potentiates other unconventional
policies such as a deficit increase (augmenting nominal debt) or a
reduced tax burden to boost aggregate demand.

Finally, in “Measuring the Effects of Unconventional Monetary
Policy on Asset Prices,” Eric T. Swanson adapts the methods used
by Giirkaynak, Sack, and Swanson (2005) to estimate the effects of
unconventional monetary policies in the United States during the
zero lower bound period between 2009 and 2015. In particular, the
paper seeks to separately identify the effects of forward guidance
and large-scale asset purchases (LSAP) in each Federal Open
Market Committee (FOMC) announcement on the U.S. Treasury
bill rates, asset prices, parities, and corporate rates. The results
show that a one-standard-deviation change in forward guidance or
LSAP measures affects equally the medium-term Treasury rates,
asset prices, and exchange rates. However, forward guidance policies
prove to be relatively more effective on short Treasury rates, while
the LSAP policies have greater effects on long Treasury rates and
corporate bond rates. Finally, the author stresses that in choosing
one policy over the other, it is also necessary to consider the costs
that each of them implies.

Session 2: The Risk-Taking Channel of Monetary
Policy: Implications for Financial Fragility

The papers from the second session address a specific issue
connected with the effects of monetary policy on asset markets:
namely, the consequence of monetary policy decisions for financial
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stability. This is an important general question for the theory of
monetary policy, and it is particularly relevant at present, given the
increased concern with reducing the risk of a financial crisis in light
of the difficulties created by the recent one. Moreover, some analysts
argue that the kind of unconventional policies implemented in
response to the crisis distort financial decision-making to an unusual
extent, in ways that might pose particular risks to financial stability.

“Risk Premium Shifts and Monetary Policy: A Coordination
Approach,” by Stephen Morris and Hyun Song Shin, presents a
theoretical analysis of a particular type of situation in which small
changes in monetary policy can trigger an abrupt shift in portfolios
and asset prices. A central bank that fears it may be in this situation
may have good reason to tread carefully when even suggesting that
it could change its policy. More generally, the paper shows how the
effects of monetary policy can, to a large extent, result from its effects
on market risk premiums, which change endogenously as a result
of the effects of monetary policy expectations on the risk-taking
behavior of market participants.

The paper presents a model of risk-neutral investors, who can
be interpreted as asset managers, interacting with risk-averse
households in the market for a risky long-term bond. Because of
the differing degrees of risk aversion of the two types of investors,
variation in the share of total issuance of the bond that asset
managers are willing to hold results in endogenous variation in
the risk premium. This decision by asset managers in turn involves
a coordination problem, because asset managers care about their
relative performance, making each one’s optimal degree of exposure
to this type of risk dependent on the degree of exposure that other
asset managers are expected to choose. As a result of the coordination
problem, it is possible for abrupt changes in the aggregate portfolio
decision of asset managers, and hence in the market risk premium,
to occur in equilibrium in response to even a very small change in
fundamentals, if the fundamental state variables cross a critical
threshold that the authors characterize using global game techniques.

Morris and Shin use their model to discuss a possible danger
associated with the use of commitments to keep short-term interest
rates at an unusually low level for a long time as a tool of monetary
stimulus, as practiced by the U.S. Federal Reserve and other central
banks in the years immediately following the crisis. In their analysis,
such a policy can be a source of stimulus by lowering long-term
interest rates. However, an important channel through which this
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occurs is by encouraging asset managers to increase their holdings
of risky longer-term bonds, reducing equilibrium risk premiums.
This increase in the share of risky assets held by asset managers
who are concerned with their relative performance (and able to shift
their positions rapidly) increases the ease with which a signal that
interest rates will begin to rise can trigger an abrupt sell-off. Thus, a
policy that has desirable effects in the short run can create a sort of
trap, in which a central bank finds it difficult to unwind its unusually
accommodative policies, even if they are no longer appropriate to
current macroeconomic conditions.

In “Quantitative Easing and Financial Stability,” Michael
Woodford also addresses potential consequences of monetary policy
decisions for risks to financial stability. Here, the risks considered
stem from financial intermediaries financing purchases of illiquid
risky assets by issuing short-term riskless collateralized debt
instruments, which creates the possibility of a roll-over crisis in
which illiquid assets must be sold in a fire sale. The paper considers
the effects of two alternative dimensions of monetary policy—both
quantitative easing (that is, central bank asset purchases that result
in large increases in the supply of safe central bank liabilities) and
conventional interest rate policy (implemented without any large
change in the central bank’s balance sheet)—on the incentives that
banks and shadow banks have to engage in liquidity and maturity
transformation of this kind and hence on the degree of risk to
financial stability.

The paper embeds a simple model of endogenous intermediary
capital structure in an intertemporal general equilibrium monetary
model in which short-term safe instruments earn a money premium
owing to their special role in facilitating transactions (for example,
by being assets that are suitable for money market mutual funds to
hold, which create liabilities that can in turn be used as means of
payment). The “outside” supply of short-term safe instruments (both
short-term bills supplied by the Treasury and safe liabilities of the
central bank) then becomes an important determinant of the size
of the equilibrium money premium and hence of the incentive for
private intermediaries to supply short-term safe instruments such
as asset-backed commercial paper or short-term repos (both of which
played significant roles in the funding crises of 2007-08).

Woodford shows why conventional interest-rate policy and
quantitative easing are logically independent dimensions of policy
and how they jointly determine financial conditions, aggregate
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demand, and the severity of risks to financial stability. While both
interest rate cuts and quantitative easing are shown to have similar
effects in the sense that either policy will simultaneously stimulate
aggregate demand and increase financial risk, the model implies
that quantitative easing policies actually increase financial stability
risk less than an interest rate cut, relative to the magnitude of
aggregate demand stimulus achieved; and a combination of expansion
of the central bank's balance sheet with a suitable tightening of
macroprudential policy can have a net expansionary effect on
aggregate demand with no increased risk to financial stability.
This suggests that quantitative easing policies may be useful as
an approach to aggregate demand management not only when the
zero lower bound precludes further use of conventional interest rate
policy, but also when it is not desirable to further reduce interest
rates because of financial stability concerns.

Finally, “Short-term Interest Rates and Bank Lending Terms:
Evidence from a Survey of U.S. Loans,” by Giovanni Dell’Ariccia,
Luc Laeven, and Gustavo Suarez, provides an empirical assessment
of the risk-taking channel for the effects of monetary policy—that
is, the thesis that loose monetary policy generates expansionary
effects largely by inducing banks to relax lending standards, which
allows an expansion of credit (and hence more current spending to
be financed), but at the cost of increased risks to financial stability.
The importance of this channel is an important issue for assessing
the degree to which a prolonged period of low nominal interest rates
in the United States in the mid-2000s should be considered one of
the important causes of the subsequent crisis and for determining
the potential dangers of further prolongation of the current period
of unusually low nominal rates as well.

The paper uses confidential data from the U.S. Federal Reserve’s
Survey of Terms of Business Lending to measure how bank lending
terms in the United States are affected by monetary policy. The
authors find that, controlling for the ex-ante riskiness of a given loan
(as indicated by the internal risk rating of the loan, which banks
report to the survey), the lending terms offered by banks are easier
when interest rates are lower. Loan spreads are found to be lower,
and loans are less likely to be secured, when the federal funds rate
target is lower; the authors argue that this provides support for
the risk-taking channel. The paper provides novel evidence on this
important issue, which nicely complements previous studies that had
instead emphasized changes in the composition of lending (that is,
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increases in the fraction of lending to higher-risk borrowers), rather
than on the terms of lending to a given borrower, in response to low
interest rates. Taken as a whole, the papers of this session amply
demonstrate, on both theoretical and empirical grounds, that effects
on risk-taking decisions are among the effects that should be expected
from monetary policy changes, and this should be taken into account
when making decisions about such actions.

Session 3: Monetary Policy Interdependence through
Long-term Rates

The third and last session of the conference focused on the effects
of the monetary policy followed in the developed world on emerging
market asset prices. Securities from emerging markets fit naturally
into the category of riskier assets that are expected to be affected by
investors’ search for yield in an environment of low interest rates, as
has been documented by a growing empirical literature. This topic is
of particular concern for central bankers in emerging regions, which
have reasons to be worried about the consequences of U.S. monetary
normalization in an environment where further exchange rate pass-
through will put increasing pressure on our inflation targets, while
interest rate pass-through puts increased pressure on subpar levels
of growth.

In “The Response of Sovereign Bond Yields to U.S. Monetary Policy,”
Simon Gilchrist, Vivian Z. Yue, and Egon ZakrajSek compare the
impact on international sovereign bond rates of the U.S. conventional
monetary policy (from 1992 to late 2008) with respect to unconventional
measures used after the target policy rate reached the zero lower bound
(ZLB), between late 2008 and early 2014. Using the changes in the
two- and ten-year U.S. Treasury bills as a policy surprise, the authors
find that U.S. monetary policy has a pronounced effect on the short- and
long-term interest rates of developed economies. However, the short-
term sovereign bond rate does not respond to U.S. monetary policy in
emerging economies (with the exception of Mexico); only longer rates
are more responsive. The results also show that the expansionary U.S.
monetary policy steepens the yield curve during conventional periods
and flattens it during unconventional periods (ZLB).

Finally, Elias Albagli, Danilo Leiva-Leon, and Diego Saravia, in
“U.S. Monetary Spillovers to Latin America: The Role of Long-term
Interest Rates,” assess the impact of unexpected hikes in U.S. Treasury
bill rates on some important economies in Latin America: namely,
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Brazil, Chile, Colombia, Mexico, and Peru. Their results indicate
that an increase in the longer-maturity Treasury bill rates (ten
years) causes an increase in unemployment, inflation, and nominal
exchange rates in the economies analyzed, while reducing the returns
of domestic capital markets. The one exception is Mexico, whose
behavior differs from the rest of Latin America. There, an increase
in Treasury bill rates reduces unemployment and the exchange rate;
this is mainly explained by Mexico’s greater interaction with the
United States relative to the rest of Latin America. The authors also
find that a rise in the short-term rate (one year) has limited and less
statistically significant effects. Finally, increases in U.S. long-term
rates triggered an increase in local bond rates during the zero lower
bound period, which was transmitted mainly through the rates’ risk
premium component.
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Since late 2008, when short-term interest rates reached their
zero lower bound, central banks have been conducting monetary
policy through two primary instruments: quantitative easing (QE),
in which they buy long-term government bonds and other long-term
securities, and so-called forward guidance, in which they guide market
expectations about the path of future short rates. Because QE alters
the maturity structure of the government debt that is available to the
public, it changes the amount of duration risk that market participants
must bear, thereby affecting bond risk premiums and long-term
interest rates. Forward guidance may also affect long rates because
it contains information about the central bank’s willingness to keep
short rates low in the future.

Although the term forward guidance is normally used in reference
to central bank policy on future short rates, QE operations typically
involve some forward guidance, as well. This is because announcements
that the central bank will purchase long-term securities are made
well in advance of the actual purchases, which are spread out over
a period of months or years. For example, on 18 March 2009, the
Federal Open Market Committee (FOMC) announced that to “help
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comments. Young Min Kim and Tiago Florido provided helpful research assistance.
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improve conditions in private credit markets,” the U.S. Federal Reserve
(the Fed) would increase the scale of its previously announced asset
purchase program from US$600 billion to US$1.75 trillion and that
these purchases would be carried out over the next six to twelve
months. At the same time, the FOMC provided forward guidance on
short rates, stating that it “anticipates that economic conditions are
likely to warrant exceptionally low levels of the federal funds rate
for an extended period.” The impact of announcements such as these
on the yield curve has been substantial. Following the March 2009
announcement, for example, ten-year zero-coupon Treasury yields fell
by 51 basis points over the course of two days.

How should forward guidance on short rates and forward
guidance on QE be reflected in the yield curve? Policymakers have
taken the implicit view that forward guidance on short rates is easy
to interpret. If the expectations hypothesis of the yield curve holds,
then the expected future path of short rates coincides with the curve
of instantaneous forward rates. Forward guidance on QE is inherently
more difficult to assess, however, because it depends on how future
bond risk premiums change in response to QE and how these changes
are incorporated into current bond prices. For example, suppose that
market participants believe the central bank plans to acquire large
amounts of long-term government bonds, but then plans to sell these
bonds in five years. How should these beliefs affect long rates today?
What if the market revises its expectations about how long the central
bank will maintain its elevated holdings of long-term bonds?

To make these questions concrete, consider the so-called taper
tantrum of May—June 2013, a period in which market participants
feared that the Fed might reduce the pace of future bond purchases.
On 22 May 2013, Federal Reserve Chairman Ben Bernanke testified
in front of Congress that the Fed would slow or “taper” its QE program
if the economy showed signs of improving. Within a week, yields of
ten-year government bonds had increased by 21 basis points. On 19
June 2013, bond yields increased further following a Federal Reserve
press conference, as markets feared an end to the Fed’s balance-sheet
expansion.

Figure 1 shows the evolution of the zero-coupon Treasury yield
curve between 21 May and 28 June 2013 (nine days after the Fed’s
press conference). The peak increase in yields occurred at a maturity
of seven years, where the yield to maturity increased by a total of 60
basis points. The peak increase in forward rates occurred at five years
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to maturity: the one-year yield four years ahead increased by over 100
basis points between the two dates. The change in forward rates was
large even as far as ten years into the future.

How should we interpret the yield curve changes in figure 1?
Were they mainly driven by market participants’ revised expectations
about the path of future short rates? If so, then under the expectations
hypothesis of the yield curve, expectations were revised the most about
short rates five years into the future, and revisions were significant
even over a ten-year horizon. Were the changes in the yield curve
instead driven by expectations about future purchases of long-term
bonds by the Fed? If so, then over what horizon did expectations have
to change to generate the observed yield curve changes?

Figure 1. Changes in U.S. Yields and Forwards during the
2013 Taper Tantrum?

A. Yields B. Change in yields
% %
5.0 125
40 1.00
50 ——— 0.75
: —
0.50 e Te—
2.0 -
0251 /
10 5/21/2013 o
— ——- 6/28/2013 0.00
0.0 -0.25
0 2 4 6 8§ 10 2 14 16 18 20 0 2 4 6 8 10 2 14 16 18 20
C. Forward D. Change in forwards
Yo %0
5.0 1.25
40 == 1.00 ~
075 N
3.0 / \
0.50 .
2.0 / N
0.25 ~__
5/21/2013 ——
10 0.00 £
— ——- 6/28/2013
0.0 -0.25
0 2 4 6 8 10 2 14 16 18 20 0 2 4 6 8 10 2 14 16 18 20

Maturity (years)

Maturity (years)

a. Panels A and C plot zero-coupon Treasury yields and one-year forward rates before and after the taper
tantrum (21 May to 28 June 2013). Panels B and D plot cumulative changes during the taper tantrum. Yields
and forward rates are computed using the continuously compounded yield curve fitted by Gurkaynak, Sack, and
Wright (2007).
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In this paper, we build a no-arbitrage model of the yield curve that
allows us to characterize and compare the effects of forward guidance
on short rates and forward guidance on QE. Among other results, we
show that forward guidance on QE tends to affect longer maturities than
forward guidance on short rates, even when expectations about bond
purchases by the central bank concern a shorter horizon than expectations
about future short rates. Using our model, we interpret reactions of the
U.S. yield curve to policy announcements during the QE period.

Our model builds on Vayanos and Vila (2009) and Greenwood
and Vayanos (2014). There is a continuum of default-free, zero-
coupon bonds that are available in positive supply. For simplicity, we
consolidate the central bank and the fiscal authority, so that the only
relevant quantity is the supply of bonds that must be held by the
public. The marginal holders of the bonds are risk-averse arbitrageurs
with short investment horizons. These arbitrageurs demand a risk
premium for holding bonds, because of the possibility that unexpected
shocks will cause the bonds to underperform relative to the short rate.
In accordance with a long line of research on the portfolio-balance
channel (Tobin, 1958, 1969), declines in bond supply lower the amount
of duration risk that is borne by arbitrageurs, reducing bond risk
premiums and raising bond prices.

Relative to previous work, our key theoretical innovation is that
we allow for news about both the future path of short rates and the
future supply of bonds. Specifically, the short rate in our model evolves
stochastically. However, holding fixed the current level of the short
rate, we also allow for shocks to the expected path of future short
rates. Similarly, the supply of bonds evolves stochastically, but holding
current supply fixed, we also allow for shocks to the expected path of
future supply. Shocks to the expected path of future short rates and
future supply can be interpreted as policy announcements that provide
forward guidance on these variables.

After deriving the equilibrium yield curve, we describe the impact
of forward guidance. Forward guidance on short rates in our model
works through the expectations hypothesis. Suppose, for example,
that arbitrageurs’ expectation of the short rate three years from now
declines by 100 basis points. This is reflected directly in a 100 basis
points decline in the instantaneous forward rate three years from
now. The expectations hypothesis describes the effects of shocks to
expected future short rates because these shocks do not affect the
positions that arbitrageurs hold in equilibrium and hence do not affect
bond risk premiums.
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Forward guidance on supply works through expected future bond
risk premiums. Suppose, for example, that the central bank announces
that it will buy ten-year bonds one year from now. After the purchase
occurs, arbitrageurs will be holding a smaller position in ten-year bonds
and be bearing less duration risk. Hence, the premium associated with
that risk will decrease and bond prices will increase. The anticipation
of this happening in one year causes an immediate rise in the prices
of all bonds with maturity longer than one year. The price increase
is not confined to the bonds that the central bank announces it will
purchase; in fact, other bonds may be more heavily affected. This is
because—as in Vayanos and Vila (2009) and Greenwood and Vayanos
(2014)—supply effects operate not locally, but globally through changes
in the prices of risk.

Announcements about expected future short rates have a hump-
shaped effect on the yield and forward-rate curves, because neither
current short rates nor expected short rates far in the future are
affected. The location of the hump on the forward-rate curve coincides
with that in expected future short rates because of the expectation
hypothesis.

Announcements about future supply can also have a hump-
shaped effect on the yield and forward-rate curves. The impact of a
supply shock on a bond’s yield is the average of the shock’s effect on
the bond’s instantaneous expected return over the bond’s lifetime.
When comparing the effect across bonds of different maturities, there
are two opposing forces. On one hand, the supply shock has a larger
impact on the current expected return that arbitrageurs require to
hold the longer-term bond. On the other, if the shock is expected to
revert quickly, required returns are expected to remain elevated over a
larger portion of the shorter-term bond’s life. The combination of these
effects means that a supply shock that is expected to revert quickly has
a hump-shaped effect on the yield curve. Moreover, the more quickly
the shock is expected to revert, the shorter is the maturity where the
hump is located. If the shock is expected to revert slowly, its effect
is increasing with maturity (that is, the hump is located at infinity).

A key difference between shocks to future supply and shocks to
future short rates is that the former can affect yields and forward
rates at maturities much longer than the time by which the shocks
are expected to die out. Likewise, the humps on the yield and forward-
rate curves associated with supply shocks typically occur at maturities
longer than those associated with short-rate shocks, even when the
former are expected to revert more quickly. Consider, for example, the
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impact of a supply shock on the one-year forward rate in nine years.
We show that it can be written as the sum of the shock’s impact on
the difference between expected returns on ten- and nine-year bonds
over the next year, plus the impact on the difference between expected
returns on nine- and eight-year bonds over the year after, and so on.
Even a temporary shock can have a significantly larger effect on the
current expected return on ten-year bonds relative to nine-year bonds,
thereby affecting the one-year forward rate in nine years.

After developing the theoretical results, we reexamine the
empirical evidence on QE announcements in the United States.
Existing studies of QE compute changes in bond yields around major
policy announcements in the United States and elsewhere. We add to
these studies by computing changes in forward rates along the entire
curve and considering a large set of announcement dates. We show that
the cumulative effect of all expansionary announcements up to 2013
was hump shaped with a maximum effect at the ten-year maturity for
the yield curve and the seven-year maturity for the forward-rate curve.
Explaining this evidence through changing expectations about short
rates would mean that expectations were revised the most drastically
for short rates seven years into the future, while revisions one to four
years out were much more modest. This seems unlikely. On the other
hand, the evidence is more consistent with changing expectations
about supply: according to our model, the maximum revision in supply
expectations would have to be only one year into the future.

Our findings accord nicely with those of Swanson (2015), who
decomposes the effect of FOMC announcements from 2009 to 2015 into
a component that reflects news about the future path of short rates
(forward guidance) and a component that reflects news about future
asset purchases (QE). Consistent with our model, Swanson (2015) finds
that both QE-related and forward-guidance-related announcements
have hump-shaped effects on the yield curve. Moreover, the hump for
the former announcements occurs at a longer maturity than for the
latter: QE announcements have their largest impact at around the
ten-year maturity, while forward-guidance announcements have their
largest impact at two to five years.

Our paper builds on a recent literature that seeks to characterize
how shocks to supply and demand affect the yield curve (Vayanos and
Vila, 2009; Greenwood and Vayanos, 2014; Hanson, 2014; Malkhozov,
and others, 2016). It is also related to a number of event studies that
analyze the behavior of the yield curve and prices of other securities
around QE-related events. Modigliani and Sutch (1966), Ross (1966),
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Wallace (1967), and Swanson (2011) study the impact of the 1962—
1964 Operation Twist program. More recent event studies of QE in
the wake of the Great Recession include Gagnon and others (2011),
Krishnamurthy and Vissing-Jorgensen (2011), D’Amico and others
(2012), D’Amico and King (2013), Mamaysky (2014), and Swanson
(2015) for the United States, and Joyce and others (2011) for the
United Kingdom.!

The paper proceeds as follows. Section 1 presents the model.
Section 2 derives the equilibrium yield curve. Section 3 describes
the impact of announcements on the yield and forward-rate curves.
Section 4 reexamines the empirical evidence on QE in light of our
model. Section 5 concludes.

1. MoDEL

The model is set in continuous time. The yield curve at time
t consists of a continuum of default-free zero-coupon bonds with
maturities in the interval (0,71 and face value one. We denote by
P the price of the bond with maturity © at time ¢, and by y© the
bond’s yield. The yield yis the spot rate for maturity T. We denote by
ffT-4%9 the forward rate between maturities t - At and t at time ¢.

The spot rate and the forward rate are related to bond prices through

NE— log B, 1)

t
T

(1)
lOg( (j— ) \]
(1-A 1,1) - _ Pt i (2)

ft AT

respectively. The short rate is the limit of yt(f) when T goes to zero, and
we denote it by r,. The instantaneous forward rate for maturity v is
the limit of £,7~4%% when At goes to zero, and we denote it by /7. We
sometimes refer to ft(‘) simply as the forward rate for maturity .

1. See also Bernanke, Reinhart, and Sack (2004) for a broader analysis of QE
programs, and Joyce and others (2012) for a survey to the theoretical and empirical
literature on QE.
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We treat the short rate r, as exogenous, and assume that it follows
the process

dr, =x,(r,-r)dt+c,dB,,, 3
where
dr, =x.(r -7,)dt +c,dB;,, 4

(x,,0,,7,K,,6;) are positive constants, and (B, ,,B;,) are Brownian
motions that are independent of each other. The short rate r, reverts
to a target 7, which is itself mean reverting. The assumption that the
diffusion coefficients (c,, 0,) are positive is without loss of generality
since we can switch the signs of (B, ,, B ,). We refer to 7, as the target
short rate. To emphasize the distinction with r,, we sometimes refer
to the latter as the current short rate. Shocks to 7, can be interpreted
as policy announcements by the central bank that provide forward
guidance on the future path of the short rate. The process of equations
(3) and (4) for the short rate has been used in the term-structure
literature (for example, Chen, 1996; Balduzzi, Das, and Foresi, 1998)
and is known as a stochastic-mean process.2

Bonds are issued by the government and are traded by arbitrageurs
and other investors. We consolidate the central bank and the fiscal
authority, so that only the net supply coming out of the two institutions
matters. This means, for example, that a QE policy in which the
central bank expands the size of its balance sheet, issuing interest-
bearing reserves (that is, overnight government debt) to purchase
long-term government bonds, is equivalent to a direct reduction in the
average maturity of government debt issued by the fiscal authority.
For simplicity, we treat the net supply coming out of the government
as exogenous and price inelastic. We do the same for the demand
of investors other than arbitrageurs, and model explicitly only the
arbitrageurs. Hence, the relevant supply in our model is that held
by arbitrageurs, and it reflects the combined effects of central bank
purchases, issuance by the fiscal authority, and demand by other
investors in the economy.

2. Although we refer to 7, as the target short rate, this should be interpreted as
the central bank’s intermediate-term policy target (for example, at a one- to two-year
horizon) and not as the current operating target for the short rate (for example, the
current target for the federal funds rate set by the FOMC).
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We assume that arbitrageurs choose a bond portfolio to trade off
the instantaneous mean and variance of changes in wealth. Denoting
their time-f wealth by W, and their dollar investment in the bond with
maturity tby x,%, their budget constraint is

T e dP

0 X (r)

dw, = dr+(W jx”d‘t)rdt (5)

The first term in equation (5) is the arbitrageurs’ return from
investing in bonds; the second term is their return from investing their
remaining wealth in the short rate. The arbitrageurs’ optimization
problem is

max I:Et(th) B %Va’? (th)} ) (6)

(1)
%) (0,71

where q is a risk-aversion coefficient.

We model the supply of bonds in a symmetric fashion to the short
rate, so as to be able to capture forward guidance on bond supply.
Specifically, we assume that the net supply coming out of the central
bank, the fiscal authority, and the other investors is described by a
one-factor model: the dollar value of the bond with maturity T supplied
to arbitrageurs at time ¢ is

s = C(v) +0(0)p, G

where C(t) and 0(t) are deterministic functions of T, and 8, is a stochastic
supply factor. Intuitively, it may be useful to think of B, as proportional
to the amount of ten-year bond equivalents, meaning duration-adjusted
dollars of long-term debt. See Greenwood and others (2015) for a
calculation along these lines for U.S. government debt.

The factor B, follows the process

dB, =«,(B, -B,)dt +o,dB;, (8)
where

dpB, = -x;B,dt +c;dBy, 9
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(KB,GB,KB,G ) are positive constants, and (B;,,B5,) are Brownian
motions that are independent of each other and of (Br »B; ). Equations
(8) and (9) are a stochastic-mean process, analogous to that followed
by the short rate r,. The assumption that the diffusion coefficients
(GB,GB) are posmve is without loss of generality since we can switch
the signs of (B;,, By ). We refer to B, as the target supply. To emphasize
the distinction Witl’l B,, we sometimes refer to the latter as the current
supply. Shocks to B, can be interpreted as policy announcements by
the central bank that provide forward guidance on future purchases
or sales of bonds, which in our model affect bond yields.

Since the supply factor , has mean zero, the function £(t) measures
the average supply for maturity t. The function 6(t) measures the
sensitivity of that supply to f,. We assume that 0(t) has the following
properties.

Assumption 1. The function 06(t) satisfies
() [, 0(0dc>0;

(ii) There exists © €[0,T) such that 6(t) <0 for 1<t and
0(0)>0 fort>1

Part (i) of assumption 1 requires that an increase in f, does not
decrease the total dollar value of bonds supplied to arbitrageurs. This
is without loss of generality since we can switch the sign of f,. Part
(it) of assumption 1 allows for the possibility that the supply for some
maturities decreases when f3, increases, even though the total supply
does not decrease. The maturities for which supply can decrease are
restricted to be at the short end of the yield curve. As we show in section
2, parts (i) and (ii) together ensure that an increase in 3, makes the
overall portfolio that arbitrageurs hold in equilibrium more sensitive
to movements in the short rate.

2. EQUILIBRIUM YIELD CURVE

Our model has four risk factors: the current short rate r,, the target
short rate 7,, the current supply B,, and the target supply B, . We next
examine how shocks to these factors influence the bond prices Pt(‘) that
are endogenously determined in equilibrium. We solve for equilibrium
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in two steps: first solve the arbitrageurs’ optimization problem for
equilibrium bond prices of a conjectured form, and second use market
clearing to verify the conjectured form of prices. We conjecture that
equilibrium spot rates are affine functions of the risk factors. Bond
prices thus take the form

,[Ar(r)rtm?(r)?t +Ap (OB, +A5 (OB, +C(0)|

Pt(n —e (10)
for five functions A (1), A (1), Aﬁ(r), Aﬁ(r), and C(t) that depend on
maturity t. The functions A (v), Ai(‘c),Aﬁ(t), and AB(-c) characterize the
sensitivity of bond prices to the current short rate r,, the target short
rate 7,, the current supply B,, and the target supply B, respectively.
Sensitivity to factori = r,7,B,B is defined as the percentage price drop

per unit of factor increase.
Substituting equation (10) into equations (1) and (2), we can write
spot rates and instantaneous forward rates as

~ A, (O, + AL (U1, + Ay (0B, + AE('C)E +C(v)

T

(11)

(1)
Yt

7= A (O, + A (07, + Ay (DB, + A'r3 (0B, +C'(1) (12)

respectively. Thus, the sensitivity of spot rates to factor i = r,7,B,B is
characterized by the function ﬂ ,and that of instantaneous forward
rates by the function A (t).

Applying Ito’s Lemma to equation (10) and using the dynamics of 7,
in equation (3), 7, in equation (4), B, in equation (8), and B, in equation
(9), we find that the instantaneous return of the bond with maturity t is

aP” (13)
P(t” =u, dt- A, (v)o,dB,, - A (1)o,.dB;, - A;(1)o,dB,;,
! - A;(0)odB;,

where
w = A (O, + AL (07, + A (DB, +A; (DB, +C'(1)
+A, (Ok, (1, —1) + A, (D, (7, - 7) + Ay (D, (B, - B+ Ay (‘L‘)KBEt (14)

%Ar(r)%f +%AF(1:)2G§ +%Aﬁ(t)20§ +%Aﬁ(r)20%
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denotes the instantaneous expected return. Substituting bond returns
(equation 13) into the arbitrageurs’ budget constraint (equation 5), we
can solve the arbitrageurs’ optimization problem (equation 6).

Lemma 1 The arbitrageurs’ first-order condition is
W =1, = A Ok, + AL (D, + Ag(Dy, + Ag (DA, (15)
where fori=r,7,B,B,
Ay = ac?.fOTxlf”Ai(r)dr (16)

According to equation (15), a bond’s instantaneous expected return
in excess of the short rate, u, ®@_ r,, is a linear function of the bond’s
sensitivities A, (v) to the factors 1=r,r,B, B The coefficients A, , of the
linear function are the prices of risk associated with the factors they
measure the expected excess return per unit of sensitivity to each
factor. Although we derive equation (15) from the optimization problem
of arbitrageurs with mean-variance preferences, this equation is a
more general consequence of the absence of arbitrage: the expected
excess return per unit of factor sensitivity must be the same for all
bonds (that is, independent of 1); otherwise it would be possible to
construct arbitrage portfolios.

Absence of arbitrage imposes essentially no restrictions on the
prices of risk or on how they vary over time ¢ and how they depend
on bond supply. We determine these prices from market clearing.
Equation (16) shows that the price of risk A, , for factor ¢ =7,7,5,B at

time ¢ depends on the overall sensitivity J. x(’) A, (v)dr of arbitrageurs’
portfolio to that factor. Intuitively, if arbltrageurs are highly exposed
to a factor, they require that any asset they hold yields high expected
return per unit of factor sensitivity. The portfolio that arbitrageurs
hold in equilibrium is determined from the market-clearing condition
x = s 17
which equates the arbitrageurs’ dollar investment x, in the bond with
maturity T to the bond’s dollar supply s,”. Substituting u,? and x,%
from equations (7), (14), and (17) into equation (15), we ﬁnd an affine
equation inr,, 7, f,, and Bt Setting linear terms in r,, 7,, ,, and B, to
zero yields four ordinary differential equations (ODEs) in A (@, A(v),
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Aﬁ(r), and A;(t), respectively. Setting constant terms to zero yields an
additional 8DE in C(t). We solve the five ODEs in theorem 1.
Theorem 1. The functions A, (v), Af(t),AB(r), and AB(‘E) are given by

-K
l-e "

T

A (1) = , (18)
Kr
A@=x[AGe" dr = Gze 7)ok d-e 7)) (19)
0 K- (k- —%,)
A0 =2, Yo ot ety lj
Y1~ 72 Y1~ Y2
12| 27K g T K e] (20)
Y1~ 72 Y1~ Y2
AR Pl P eK”J
Y1~ 72 Y1~ 72
and
T -k=(1t-1")
A=k, [A e P dr, (21)
respectively, where
o’ o2l
5 e e
Z = - u —> (22)
K5k, —Kzacyl, —kgacsl;
o’I o2l
(Kr _ Kﬁ)a Zror o PF0F
K K. — K
Z = r r r , (23)
2ok, (kg +15 = aGEIB) + KKy — KEGGEIB - KBaCY%IE
K, (K; —K;)
PRCREr S
Z, = Sl , (24)

2 2 2 2
K; — k(5 + Ky —aoply) + kg, —xgac,l; —xacyly

I, = [[A (@6(dr, (25)
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I = [ A, (D6(0d » (26)

(Y1, Y5) are the solutions of the quadratic equation

y? - y(l(B +Kp — acélﬁ) +KgKp — KBacs;IB - KBaG%IB =0, 27

and (I, I;) solve the system of equations
I, = [ A,(mB(v)dr (28)
I = [ A;(06(Ddx (29)

in which the right-hand side is a function of (I, I5) through equations
(20) to (27). A solution to the system of equations (28) and (29) exists
if a is below a threshold a > 0. The function C(t) is given by equation
(A.16) in appendix A.

As in Greenwood and Vayanos (2014), an equilibrium with affine spot
rates may fail to exist, and when it exists there can be multiplicity.
Equilibrium exists if the arbitrageurs’ risk-aversion coefficient a
is below a threshold a > 0. We focus on that case and select the
equilibrium that corresponds to the smallest value of I,. When «a
converges to zero, that equilibrium converges to the unique equilibrium
that exists for a= 0.

3. SHOCKS TO THE YIELD CURVE

In this section, we examine how shocks to the four risk factors
r,r,B,B affect the equilibrium yield curve. We start with a numerical
example that illustrates the main results. We then return to
the analysis of the general model and provide more complete
characterizations and intuition.

3.1 Numerical Example

Table 1 summarizes the parameters used in our baseline
numerical example. While we attempt to choose realistic values for
the parameters, the example’s main purpose is to illustrate general
properties of the effects of the shocks rather than to provide exact
quantitative estimates.
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Table 1. Parameters for Baseline Numerical Example

Parameter Value
k,: Rate at which short rate r, reverts to target short rate r, 1.3
o,: Volatility of shocks to short rate r, 1.65%
k- Rate at which target short rate 7, reverts to long-run mean 0.2
o;: Volatility of shocks to short rate 7, 2.15%
Ky Rate at which supply factor f,reverts to target supply Et 2.5
0O Volatility of shocks to supply factor f, 0.18
x5 Rate at which target supply B, reverts to long-run mean 0.25
op: Volatility of shocks to supply factor §, 0.18
T: Maximum bond maturity 20

a: Arbitrageur risk aversion 1.65

We choose values for x, 0,, k;, and c; to match four time-series
moments of the short rate. For the purposes of this exercise, we
identify the short rate with the one-year nominal yield and use
monthly data from June 1961 to September 2015 (from Gurkaynak,
Sack, and Wright, 2007). We match the variance (/Var(r,) = 3.33%),
the one-month autocorrelation (Corr(r,, r, ;,,)=0.99), the one-year
autocorrelation (Corr(r,,r, ;)=0.86), and the three-year autocorrelation
(Corr(r,, r,_3)=0.59). This yields k.= 1.3, 0, = 1.65%, x; = 0.2, and o;
= 2.15%. Under these values, 90 percent of the total variance of the
short rate is driven by persistent shocks to the target short rate.? The
half-life of the shocks to the target short rate is 3.46 years (=log(2)/ k)
whereas the half-life of the shocks to the current short rate is only
0.53 years (=log(2)/x,).

We choose the values of the remaining parameters to capture
aspects of the Fed’s QE program. We assume that the 6(t) function
(which characterizes the sensitivity of the dollar s1T1pply of the bond
with maturity t to the supply factor p,) satisfies .fO 0(t)dt = 0. Under
this assumption, changes in p, do not alter the total value of bonds
that arbitrageurs hold in equilibrium, but affect only the duration of

2
K G7
L . The second term

2
3. The variance of the short rate is Var(r,) = O ,_ KO
K, 2Kk:(Kk, +%5)

in this expression corresponds to the part of the variance that is driven by shocks to
the target short rate.
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their portfolio. For simplicity, we assume that 6(t) depends linearly on t.
This yields the specification

27
9(‘[) (1 - ?}

We normalize 0, to one, which is without loss of generality because
only the product 6(t)B, matters in the definition of the bond supply.

We choose values for x, and k; to match plausible market
expectations about the persistence of the Fed’s balance-sheet
operations. We assume that the Fed’s initial announcement of large-
scale asset purchases in 2008 and 2009 led market participants to
expect a large reduction in the bond supply over the next twelve
months and a gradual increase in supply thereafter. Accordingly, we
choose x, and x; so that the change in the expected supply factor
E,(B,,.) at time ¢+t following a shock to target supply B, at time ¢
is maximum after one year (t = 1) and decays to 50 percent of the
maximum after the next three years (t = 4). This yields Ky=25 and
K =0.25. In section 3.5 we examine the sensitivity of our results to a
smaller value of K, under which the effect of a B, shock on expected
supply is maximum after a period longer than one year.

We assume that a unit shock to B, corresponds to the announcement
of a QE program that will reduce bond supply by US$ 3 trillion of ten-
year bond equivalents. This is without loss of generality because it
amounts to a renormalization of the monetary units in which supply
is measured. Figure 2 plots the change in the expected supply factor
EB,,,) at time ¢+t following a unit shock to B, at time ¢. This change,
whlch we denote by A E,(B,,.), is a hump-shaped function of t under
any parameter values. Indeed the effect of the B, shock on E,(B,,), is
small for small T because the shock does not affect §,, increases with
t as E,(B,,,) catches up with the new value of B,, and decreases again
to zero because P, mean reverts. Under our chosen values for K, and
K, the hump occurs after one year, and the function reaches half of
its maximum value after the next three years.

The change A - E, (7;,.) in the expected short rate E,(r,, ) following a
unit shock to 7, is s1m11arly hump shaped. Under our chosen values for
k. and x;, the hump occurs after 1.7 years. This is because we assume
that supply shocks are less persistent than shocks to the short rate.
The mean-reversion parameter for supply shocks is larger than for
short-rate shocks both when comparing shocks to current supply B,
and the current short rate r (KB > k,) and when comparing shocks to
the target supply P, and the target short rate 7, (K > K,).
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Figure 2. Model-Implied Path of QE in Ten-Year Bond
Equivalents
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We set 0= o; =0.18. Under these values, the volatility \/Var(B,) of
the supply fgctor is 0.25. We can compare this quantity to the change
ABEt (B,..) in the expected supply factor following a unit shock to B,.
This change is 0.75 after one year (A E,(B,,;) =0.75), which is three
times the standard deviation of B,. Thus, a unit shock to B, is a rare
and large shock to expected future supply, consistent with it being a
QE program undertaken in a crisis.

Our final parameter is the arbitrageurs’ risk-aversion coefficient
a, and we choose its value to match the price effects of supply shocks.
As noted by Greenwood and others (2015), the Fed’s combined QE
policies from late 2008 to mid-2014 cumulatively reduced the ten-
year bond equivalents available to investors by roughly US$3 trillion.
Following the meta-analysis of studies examining the impact of QE
announcements in Williams (2014), we assume that an announced
purchase of US$500 billion ten-year bond equivalents reduces ten-
year yields by 25 basis points. This suggests a total price impact for
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all QE announcements of 1.50 percent. Therefore, the value of a must
be such that AE (10)/10=1.50%. This yields a=1.65. B
Figure 3 plots the effects of shocks to the four risk factors r, 7,3, 3
on the equilibrium yield curve and the forward-rate curve. There are
four plots, each describing the effect that a unit shock to one of the
factors has on the yield and forward-rate curves, holding the remaining
factors constant. Recall from equations (11) and (12) that the effect of
a unit shock to factor i = r,7,B,p on the yield for maturity < is A0 ,

and the effect on the forward rate for that maturity is A',(1). Plottring
these functions reveals the footprint that shocks to factor i leave on
the yield and forward-rate curves.

We make three observations regarding figure 3. First, an increase
in any of the factors raises all yields and forward rates. Thus, yields
and forward rates for any maturity move up in response to increases
in the current and the target short rate. They also move up in response
to increases in current and target supply.

Second, the effect of shocks to factors other than the current short
rate is hump shaped with maturity. Figure 3 thus suggests that policy
announcements by the central bank that provide forward guidance
on the short rate or on balance-sheet operations should have hump-
shaped effects on the yield and forward-rate curves. This is consistent
with the evidence on the taper tantrum presented in the introduction.

The third observation suggests a way to differentiate between the
two types of forward guidance. The hump for shocks to target supply
B, occurs at a much longer maturity than for shocks to the target
short rate 7,: 11.5 years versus 3.3 years for the yield curve, and 6.4
years versus 1.7 years for the forward-rate curve. This result cannot
be attributed to supply shocks being more persistent than shocks to
the short rate: in our baseline numerical example, they are actually
less persistent. Figure 3 thus suggests that hump-shaped effects of
forward guidance are more likely to concern guidance on supply rather
than on the short rate when the hump is located at longer maturities.

4. In principle, one could use the simulated method of moments to estimate
the parameters of our model. The parameters that govern the short-rate process
(k,,0,,k;,0;) (could be identified as above by matching time-series moments of
short rates. The parameters that govern the bond supply process (KB,GB,KE,GE) and
arbitrageur risk aversion (a) could be identified by matching time-series moments of
long-term bond yields of various maturities and the excess returns on long-term bonds.
We do not pursue this approach because the supply and demand shocks that have driven
bond risk premiums over the past decades may have been of a different nature from
the supply shocks generated by the Fed’s QE policies since 2008.



Forward Guidance in the Yield Curve 29
Figure 3. The Effects of a Unit Shock to Each of the Four

Risk Factors r,7,8,p on the Equilibrium Yield Curve and
Forward-Rate Curve?
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the effect Ai on the yield curve, and the dashed line represents the effect A'l (1) on the forward-rate curve.
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Figure 3 accords nicely with the empirical findings of Swanson
(2015), who decomposes the effect of FOMC announcements from
2009-15 into a component that reflects news about the future path
of short rates (forward guidance) and a component that reflects news
about future asset purchases (QE). Swanson (2015) finds that both
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QE-related and forward-guidance-related announcements have hump-
shaped effects on the yield curve. Moreover, QE announcements ( j,
shocks in our model) have their largest impact at around the ten-year
maturity, while forward-guidance announcements (7, shocks) have
their largest impact at two to five years.

In the remainder of this section, we show that these three
observations hold more generally, and we explain the intuition behind
them. Section 3.2 analyzes shocks to the current and the target short
rate. Section 3.3 analyzes shocks to current and target supply. Section
3.4 compares the footprints left by shocks to target supply and shocks
to the target short rate. Section 3.5 examines how the effects of the
shocks depend on various parameters of the model.

3.2 Shocks to the Current and the Target Short Rate

Shocks to the current and the target short rate do not affect bond
risk premiums in our model. This is because premiums depend only on
the positions that arbitrageurs hold in equilibrium, and these depend
only on the supply factor §,. Since these shocks do not affect risk
premiums, their effects on yields and forward rates are only through
expected future short rates, and they are fully consistent with the
expectations hypothesis. That is, the changes in forward rates caused
by these shocks are equal to the changes in expected future short rates.

Proposition 1. The expectations hypothesis holds for shocks to the
current and the target short rate.

* Consider a unit shock to the current short rate r,at time t, holding
constant the remaining risk factors (7, , B,, B,) . The change A (vin
the forward rate for maturity v is equal to the change A E (r,, ) in
the expected short rate at time t + .

* Consider a unit shock to the target short rate 7, at time t, holding
constant the remaining risk factors (r,, p,, B,). The change A (v)in
the forward rate for maturity < is equal to the change AE (r,, )
in the expected short rate at time t + .

t+T

t+T

Using proposition 1, we next determine how the effects of shocks
to the current and the target short rate depend on maturity. The effect
of shocks to the current short rate r, decreases with maturity and is
hence strongest for short maturities. Indeed, because r, mean reverts,
the effect of shocks to r, on the expected future short rate E,(r, , ) is
largest in the near future, that is, for small t. The same applies to the
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forward rate because of proposition 1. On the other hand, the effect
of shocks to the target short rate 7, is hump shaped with maturity
and is hence strongest for intermediate maturities. Indeed, the effect
of shocks to 7, on the expected future short rate E,(r, , ) is small for
short maturities because the shocks do not affect 7,, increases with
maturity as E,(r, , ) catches up with the new value of 7, and decreases
again to zero because 7, mean reverts. These results hold both for the
yield curve and the forward-rate curve, and are consistent with our
baseline numerical example.

Proposition 2. The following results hold for both the yield curve
and the forward-rate curve.

* An increase in the short rate r, moves the curve upward. The
effect is decreasing with maturity, is equal to one for Tt =0, and to
zero for T — .

* Anincrease in the target short rate r, moves the curve upward.
The effect is hump shaped with maturity and is equal to zero for
t=0andt— .

3.3 Shocks to Current and Target Supply

Shocks to current and target supply affect yields and forward rates
only through bond risk premiums. Proposition 3 expresses the effects
of the shocks on a bond’s price as an integral of risk premiums over
the life of the bond.

Proposition 3. The effects of supply shocks can be expressed as
follows.
* Consider a unit shock to current supply B, at time t, holding

constant the remaining risk factors (r,, 7,, B,). The time-t instantaneous
expected return of the bond with maturity T changes by

URP(1) = ac’A, (DI, + ac?A. (VI + acsﬁAﬁ('t)IB + OLcs[%AB(t)IB (30)
The bond’s price change in percentage terms is
Ay(0) = [ URP(t-1)AE,B,, . )dx (31)

where AﬁEt(Bt o) I8 the change in the expected supply factor E,(B,,..)
at timet +t'.
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* Consider a unit shock to target supply [_St at time t, holding
constant the remaining risk factors (r,, r,, B, ). The percentage price
change of the bond with maturity T is

A () = [URPG:-)AE,B,, . )dv (32)

where ABEt(f’ :+.) is the change in the expected supply factor
EQB,, ) attime? + T\

A unit shock in current supply changes the instantaneous expected
return of the bond with maturity T by a quantity that we denote
URP(z). This is the unit risk premium that is a required compensation
for risk resulting from a unit increase in supply. The unit risk premium
for the bond with maturity < is the product of the arbitrageurs’ risk-
aversion coefficient a¢ times the change in the bond’s instantaneous
covariance with the arbitrageurs’ portfolio. The covariance changes
in response to the supply shock because arbitrageurs change their
portfolio in equilibrium. The unit risk premium URP(t) is small for
bonds with short maturity t because these bonds have small price
sensitivity to the risk factors. As maturity increases, price sensitivity
increases and so does URP(7).

The impact of a shock to current or target supply on a bond’s
price derives from its effect on risk premiums over the life of a bond.
If, for example, the risk premiums increase, then the price decreases.
Equations (31) and (32) make this relationship precise by expressing
the effect of a unit supply shock on the percentage price of a bond
with maturity t as an integral of unit risk premiums over the bond’s
life, that is, from ¢ to ¢ + t. The risk premium corresponding to time
t + t', when the bond reaches maturity t — t', is proportional to the
unit risk premium URP(t - t'). Since URP(t - t') corresponds to a unit
increase in the supply factor at ¢ + t', we need to multiply it by the
actual increase in the expected supply factor. This is AﬁEt(B 4o N
the case of a shock to current supply and ABEt(B ;+.) in the case of a
shock to target supply.

Using proposition 3, we next characterize more fully the effects
of shocks to current and target supply: the sign of the effects and
how they depend on maturity. As for our analysis on short rates, the
results are the same whether we are looking at the yield curve or the
forward-rate curve. For the formal propositions that we show in the
rest of this section, we assume O = 0, hence interpreting shocks to 8, as
unanticipated and one-off. However, these formal results are consistent
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with our baseline numerical example and with other examples that
we have explored, all of which assume o; > 0.

As in Greenwood and Vayanos (2014), an increase in current
supply B, moves the yield curve upward. Moreover, this occurs even
though assumption 1 allows for the possibility that the supply of short-
term bonds can decrease. Yields and supply for a given maturity can
move in opposite directions because—as in Vayanos and Vila (2009)
and Greenwood and Vayanos (2014)—supply effects do operate not
locally, but globally through changes in the prices of risk. Equations
(16) and (17) show that the prices of risk, 7‘1‘, Jfori=r7 B, B, depend
on the supply of debt adjusted by measures of duration (the price
sensitivities to the factors). An increase in the supply factor raises
duration-adjusted supply and hence the prices of risk. Risk premiums
also increase, and bond prices decrease from proposition 3. As with
B,, an increase in target supply Bt in our model moves the yield curve
upward.

We next examine how supply effects depend on maturity. Equation
(31) implies that the effect of a unit shock to current supply B, on the
yield of a t-year bond is

A0 [JURPG-7)x AE,@,.)d7

T T

(33)

This is an average of risk premiums over the bond’s life. The
premium corresponding to time ¢ + t', when the bond reaches maturity
t—-7',1s the product of the unit risk premium URP(t - t') corresponding
to that maturity, times the increase A,E, (B, , ) in the expected supply
factor at time ¢ + t'.

Supply shocks have small effects on short-maturity bonds because
these bonds carry small risk premiums. This can be seen formally from
equation (33): for small maturity <, the unit risk premiums URP(t-t')
are small, as is the average in equation (33). As maturity T increases,
the average in equation (33) increases because unit risk premiums
increase. A countervailing effect, however, is that because shocks
to B, mean revert, unit risk premiums corresponding to distant
times ¢ + t' are multiplied by the increasingly smaller quantity
AE (B, , ). This pushes the average down. The countervailing effect
is not present in the extreme case where there is no mean reversion
(x b= 0). In that case, the effect of shocks to 8, is increasing with t, that
is, it is strongest at the long end of the term structure. In the other
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extreme case where mean reversion is high, only the terms for times
t + t' close to ¢ matter in the average. Because unit risk premiums
increase less than linearly with t (in particular, changes to r, or 7,
have a vanishing effect on spot rates for long maturities), dividing
by T makes the average converge to zero. The overall effect is hump
shaped and hence strongest for intermediate maturities. The same
result holds for shocks to 8 ;- The hump-shaped effects are consistent
with our baseline numerical example.

Proposition 4. Suppose that o5 > 0. An increase in current supply
B, or target supply B, moves both t/Ee term structure of spot rates and
that of instantaneous forward rates upward. The effect is equal to
zero for t = 0. For large enough values of Kp, the effect is hump shaped
with maturity and is equal to zero for T — . Otherwise, the effect is
increasing with maturity.

To illustrate the effects of supply, we plot in figure 4 the functions
inside the integrals (31) and (32) in the context of our baseline
numerical example. Panel A confirms that the unit risk premium
URP(7) is equal to zero for Tt = 0 and increases with t. Panels B
through D plot URP(t-t'), A E B, ,),and A EB,, ) asafunction of
1'€[0, T] for three different bonds a two- year bond (t = 2), a ten-
year bond (t = 10), and a twenty-year bond (t = 20). The function
ABE {B,, ) is decreasing with t": because 5, mean reverts, the effect of
shocks to 3, on the expected future supply factor E,(3, , .) is largest in
the near future, that is, for small t'. The function A EpB,,.) is hump
shaped, as explained in section 3.1.

In the case of the two-year bond, unit risk premiums are
small, as are the average values of URP(t - t') x AﬁEt(ﬁ ;4. and
URP(t—t') x ABEt(B ++) over the interval [0,2]. Hence, supply effects
are small. In the case of the ten-year bond, unit risk premiums
are larger and so are supply effects. In the case of the twenty-year
bond, unit risk premiums are even larger, but the average values of
URP(t-t)xAEB,, ) and URP(t - r)xA E@B,, ) over the 1nterva1
[0,20] are smaller because of the declines in A E®B,,.),and A E®,,.)
Hence, supply effects are smaller, yielding tge hump shape. Note that
the smaller supply effect on the yield of the twenty-year bond masks
a strong time variation in expected return. The bond’s instantaneous
expected return is high (and higher than for the other bonds) in the
short term, but the effect dies out in the longer term, resulting in a
smaller average.
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Figure 4. Decomposition of the Effect of Supply Shocks
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line), and AE(B, ) (dotted line) as a function of t'e[0, ] for three different bonds: a two-year bond (t = 2),a ten-
year bond (t = 10), and a twenty-year bond (t = 20).

3.4 Forward Guidance on Supply versus the Short Rate

We next compare the effects of shocks to target supply Bt and
shocks to the target short rate 7, . Interpreting these shocks as forward
guidance by the central bank, we are effectively examining whether
different types of forward guidance leave a different footprint on the
yield and forward-rate curves. For simplicity, we focus on the forward-
rate curve for the rest of this section.

In our baseline numerical example, shocks to target supply p , have
their maximum effect at a longer maturity than shocks to the target
short rate 7, . While this is the typical outcome in our model, the result
is not completely general: if the shocks to current and target supply
mean revert very rapidly, the comparison can reverse. Proposition 5
derives sufficient conditions for B, shocks to have their maximum
effect at a longer maturity than 7, shocks. The proposition compares
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the location of the humps associated with two types of shocks, with
the convention that if the effect of a shock is monotonically increasing
with maturity, then the hump is located at infinity.

Proposition 5. Suppose that o5 = 0.Ifx, > Kp OF K. > K, then the
hump on the forward-rate curve associated with shocks to f, is located
at a strictly longer maturity than the hump associated with shockstoT,.

Shocks to B, have their largest impact at longer maturities than
shocks to7, under the sufficient condition that the latter shocks do not
mean revert more slowly than the former shocks (k. > k). Alternatively,
7, shocks can revert more slowly than f, shocks, but then they must
not mean revert more slowly than £, shocks (. > Kﬁ).Under either
sufficient condition, the hump associated with @, shocks occurs at a
strictly longer maturity than the hump associated with 7, shocks, even
though the sufficient conditions are weak inequalities. Our baseline
numerical example shows that the comparison between the two humps
remains the same even when «; and «; are both significantly larger
than k. (For very large values, however, the comparison can reverse.)
Thus, the sufficient conditions in proposition 5 are not tight, and the
typical result is that shocks to target supply have their maximum
impact at longer maturities than shocks to the target short rate.

The intuition on why shocks to future supply tend to have their
largest impact at longer maturities than shocks to the future short
rate can be seen from equation (32). The impact of a p . shock on the
forward rate for maturity T is

J.T OURP(1-1")
0 ot

where equation (34) follows from equation (32) by differentiating with
respect to T and noting that URP(0) = 0. The impact on the forward
rate can be thought of as the impact on the percentage price of the
bond with maturity t relative to the same effect for the bond with
maturity T — At. The bond with maturity t is affected more heavily
because for any given future time ¢ + t', the unit risk premium
URP(t-7') associated with that bond is larger than the corresponding
premium URP(t — At — ') associated with the bond with maturity
T — At. The impact on the forward rate hence involves the derivative
OURP(t-1")
oks

A (0= AE, B, )d (34)

, as equation (34) confirms. This derivative is multiplied
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by the increase A; E (B, ,.) in the expected supply factor at time
t +t', and the product is 1ntegrated from zero to .
Compare next the shock’s impact on the forward rate for maturity

t and for maturity t>t. The derivative OURP(t-1) that is present

in the integral (34) for maturity < is also preasgnt in the integral for
maturity . However, while in the former integral, it corresponds to
time ¢ + 7' and is multiplied by AzE(B,, ), in the latter integral it
corresponds to the more distant time ¢ + T — t + t' and is multiplied
by A, E R(:PUPE Ift< T where ¢ + T denotes the location of the
hump of AgE(B, , ), then AgE (B, 2, 0) > AgE (B, ) for all T'e[0, ].
Therefore, the impact of a Bt shock on the forward rate for maturity ©
is larger than for maturity T, which means that the shock’s maximum
impact occurs at a maturity strictly longer than T . On the other
hand, proposition 1 implies that the maximum 1mpact of an 7, shock
occurs exactly at v, where ¢ + 1. denotes the location of the hump
of ALE(r,, ). Therefore, if the shocks to 7, and f, are symmetric in
thelr per51stence then Bt shocks have thelr largest impact at longer
maturities than 7, shocks. B

We can also compare 7, and B, shocks by focusing on the long end
of the term structure rather than on the hump. Proposition 6 derives
sufficient conditions for the effect of f, shocks to decay more slowly
with maturity than that of 7, shocks. Under these conditions, B, shocks
affect the long end of the term structure more than r, shocks do.

Proposition 6. Suppose that oz > 0. If minfk , .} > then the
effect of shocks to Bt on the forwardﬁ rate curve decays wzth maturity
at a slower rate than the effect of shocks to r,. If min{x , x;} > g, then
the same comparison holds and is strict.

The sufficient conditions in proposition 6 have a similar flavor to
those in proposition 5. As with proposition 5, the conditions are not
tight. Our baseline numerical example illustrates this.

3.5 Comparative Statics

Figure 5 examines how the effect of supply shocks depends on
arbitrageur risk aversion. The figure plots the effect of shocks to
current supply B, and future supply Bt on the forward-rate curve
in two numerical examples: our baseline example, where the risk-
aversion coefficient a is set to 1.65, and an example with a set to 2.25
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(and all other parameters remain the same). When arbitrageurs are
more risk averse, they require a larger risk premium to accommodate
supply shocks, so the shocks have a larger impact on yields and
forward rates. Furthermore, the hump for both g, and B: shocks
occurs at longer maturities. For example, the location of the hump
that [_St shocks generate on the forward-rate curve increases from
6.4 years in the baseline example with ¢ = 1.65 to 9.0 years when
a = 2.25. The hump occurs at a longer maturity because when
arbitrageurs are more risk averse, the unit risk premium URP(t)
increases proportionately more for long-term bonds, that is, becomes
a more convex function of t. This is because with more risk-averse
arbitrageurs, supply shocks have larger price effects, and the impact of
these shocks on long-term bonds relative to short-term bonds is larger
than that of short-rate shocks. For example, the impact of r, shocks is
characterized by the increasing function A (t), while the impact of 8,
shocks involves an integral of that function.

Figure 5. Impact of Supply Shocks on the Forward-Rate
Curve under Different Values of Arbitrageur Risk Aversion?
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a. The solid lines correspond to our baseline numerical example, where a = 1.65 ; the dashed lines, to an example
where a = 2.25 and all other parameters remain the same.
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Figure 6 examines how the effect of supply shocks depends on the
shocks’ persistence. The figure plots the effect of shocks to current and
future supply on the forward-rate curve in two numerical examples:
our baseline case, where the mean-reversion coefficient k; of f, shocks
is set to 0.25, and one where Kg is set to 0.2 and hence shocks are more
persistent. When kj; = 0.2, the effect of a , shock on the expected supply
factor E(B,, ) at time ¢ + T peaks after 1.1 year (v = 1.1) and decays to 50
percent of the maximum after the next 3.9 years (t=5). When shocks are
more persistent, they have a larger impact on the yield and forward-rate
curves. Furthermore, the hump for both 8, and [3 shocks occurs at longer
maturities. For example, the location of the hump that , shocks generate
on the forward-rate curve increases from 6.4 years in the baseline example,
where kg = 0.25, to 7.6 years when Kp = 0.2. While the shift of the hump
to longer maturities may not be surprising in the case of , shocks, whose
persistence increases, it may be more surprising in the case of f, shocks,
whose persistence does not change. The intuition for §, shocks is that
higher persistence means that supply shocks have larger price effects,
which makes the unit risk premium URP(t) a more convex function of t.

Figure 6. Impact of Supply Shocks on the Forward-Rate
Curve under Different Values of the Shocks’ Persistence?
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a. The solid lines correspond to our baseline numerical example, where the mean-reversion coefficient of shocks
to future supply is K = 0.25; the dashed lines, to an example where k; = 0.2 and all other parameters remain
the same.
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4. REASSESSING QE AND THE TAPER TANTRUM

Table 2 summarizes the reaction of the U.S. Treasury yield and
forward-rate curves to major QE announcements. The table shows
the two-day change in zero-coupon Treasury yields and one-year
forward rates around major policy announcements about the Fed’s
QE operations. We use two-day changes to allow for the possibility
that market participants need time to digest news about large-scale
asset purchase programs. However, we obtain qualitatively similar
results if we restrict attention to one-day changes. We obtain U.S.
Treasury yields and forward rates using the fitted nominal Treasury
curve estimated by Gurkaynak, Sack, and Wright (2007). We use their
zero-coupon yields and compute one-year forward rates from those
yields: £,19 = gy W— (z—1)y V. The one-year forward rates are close
to the instantaneous forward rates estimated by Gurkaynak, Sack,
and Wright (2007). We measure all variables in percentage points.

Our set of QE-related announcement dates is drawn from Fawley
and Neely (2013), who provide a comprehensive list of FOMC policy
announcements and speeches that contained major news about QE. We
classify these events based on whether the announcement contained
significant news indicating that the Fed would be expanding or
contracting its asset purchases. Many of these events contain a mixture
of news about future QE operations and the path of the short rate. For
example, the list includes the 18 March 2009 FOMC announcement
discussed in the introduction, in which the Fed announced that it was
expanding the scale of its long-term asset purchase program from
US$600 billion to US$1.75 trillion and that it intended to hold rates
at the zero lower bound for “an extended period.”

Table 2 shows the change in yields and forward rates around
each announcement date. It also shows yield and forward-rate
changes aggregated across all expansionary and all contractionary
announcements. Figure 7 plots the latter aggregates. As the table and
the figure show, both expansionary and contractionary announcements
had hump-shaped effects on both the yield and the forward-rate curve.
In the case of expansionary announcements, the hump in yields occurred
at the ten-year maturity. One-year yields dropped by 33 basis points on
aggregate, two-year yields by 52 basis points, three-year yields by 86
basis points, four-year yields by 121 basis points, five-year yields by 153
basis points, seven-year yields by 195 basis points, ten-year yields by
211 basis points, fifteen-year yields by 179 basis points, and twenty-year
yields by 144 basis points. The hump in forward rates occurred at the
seven-year maturity, with the one-year forward rate seven years into
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the future dropping by 301 basis points. In the case of contractionary
announcements, the hump in yields occurred at the seven-year maturity
and that in forward rates at the five-year maturity.

What is the most natural interpretation of these changes? According
to our model, the hump-shaped impact on yields and forward rates can
be explained either by forward guidance on the path of future short rates
or forward guidance on the path of future bond supply. Forward guidance
on short rates works through the expectations hypothesis. This means,
in particular, that following expansionary announcements, yields and
forward rates dropped because market participants revised downward
their expectations about future short rates. Moreover, expectations
dropped the most for short rates seven years into the future, with the
aggregate effect over all announcements being 301 basis points. That
market participants revised so drastically their expectations about the
short rate seven years into the future, while expectations one to four
years out were revised much more modestly, seems unlikely.

Forward guidance on supply works through expected future risk
premiums. In contrast to forward guidance on short rates, humps in the
yield and forward-rate curves that are consistent with the data could
have been the results of changes in supply expectations concerning
the near future. Indeed, in our baseline numerical example, shocks
to target supply have their largest effect at the 11.5-year maturity in
the yield curve and the 6.4-year maturity in the forward-rate curve.
Yet, these shocks have their maximum effect on expectations about
supply only one year into the future, with the effect four years out
being only half of the maximum.

Corroborating evidence on the relative role of supply and short-
rate expectations in driving the effects of QE comes from the work
by Adrian, Crump, and Moench (2013). These authors construct
a methodology for decomposing yields and forward rates into an
expectations component and a term-premium component. Drawing on
their data for the same announcement dates, figure 8 plots the changes
in expected future short rates and in the term premiums.? As with
the previous figures, we show the results for both yields and forward
rates. Adrian, Crump, and Moench’s estimates attribute almost all of
the impact of QE announcements to changes in term premiums and
almost none to changes in expected future short rates.

5.The Adrian-Crump-Moench model does not fit the Gurkaynak-Sack-Wright yields
exactly. Thus, the two parts of the Adrian-Crump-Moench curve do not perfectly sum
to the Gurkaynak-Sack-Wright curve.
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Figure 7. Changes in Yields and Forward Rates
Surrounding QE Announcement Dates
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Figure 8. Changes in Expected Future Short Rates and the
Term Premiums Surrounding QE Announcement Dates?
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a. EH refers to the expectations component and TP to the term-premium component. The decomposition into EH
and TP draws on data from Adrian, Crump, and Moench (2013).
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5. CONCLUSION

In this paper, we build a model to analyze the impact of forward
guidance on the yield curve. Our model recognizes that in recent
years, forward guidance pertains not only to the future path of short-
term interest rates, but also to the future size of the central bank’s
balance sheet.

We show that forward guidance on short-term interest rates is easy
to interpret because it works through the expectations hypothesis. If,
for example, the market expectation of the short rate three years from
now declines by 100 basis points, this is reflected directly in a 100 basis
points decline in the instantaneous forward rate three years from now.
However, when the central bank provides forward guidance on supply,
the effects are more subtle. In particular, yields and forward rates are
affected at maturities much longer than the time by which supply
shocks are expected to die out. Moreover, while the effects of either
type of forward guidance on the yield and forward-rate curves can be
hump shaped, the humps associated with supply shocks typically occur
at maturities longer than those associated with short-rate shocks.

Using our model, we reexamine the empirical evidence on QE
announcements in the United States. We show that the cumulative
effect of all expansionary announcements up to 2013 was hump shaped
with a maximum effect at the ten-year maturity for the yield curve
and the seven-year maturity for the forward-rate curve. This evidence
is hard to square with changing expectations about short rates, as the
maximum change would have to concern short rates seven years into
the future. On the other hand, the evidence is more consistent with
changing expectations about supply, as the maximum change would
have to be only one year into the future.
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APPENDIX

Proofs of Theoretical Results
A.1 Proof of Lemma 1

Using equation (13), we can write equation (5) as

dw, = (Wr +j O (u - ;;)dr)dt—UOTx;”Ar(r)dr)crdBm

—U xPA (T)dr)c dB —UTx(”A (r)dt)c dB

0 t T T Tt 0 t B B Bt
T o

_ UO x,” A B(r)dt)csﬁalB B

and equation (6) as

2 2
H{lacos)

max [I x“)(u“)

{xgr) ;‘re(O 71

(A1)

agf Uo e (r)drj _%EUO (”Aﬁ(r)drf _§Uo DA (T)dT) }

Point-wise maximization of equation (A.1) yields equation (15).

A.2 Proof of Theorem 1

Substituting x,” from equations (7) and (17) into equation (16),

we find

by, = ac? [, [+ 0P, J4,(Dd.

(A.2)

Substituting u, and A, from equations (14) and (A.2) into
equation (15), we ﬁnd an afﬁne equation in (r 7, B, Bt) Identifying

terms in r, yields

KA (M+A (1)-1=0,

(A.3)
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identifying terms in 7, yields

-1, A (1) +x,A(t)+ A (1) =0, (A.4)
identifying terms in f, yields

KBA ﬁ(7:) + A'[3 ()= aGfA r(T)IOTA L(DB(1)dt

+actA (9] A (D80T + actA (7) (A5)
[ 4,00(dx + act A ([ A6,

identifying terms in [_3t yields

—ic, A, (1) + 15 Ag (1) + A5 (1) = 0, (A.6)

and identifying constant terms yields

2 2

C'(x) - kA (3) + %314,@)2 N %A,(r)2 " %AB(TP " %AE (2)?
= 407 A, (0] A, (VL(Ddr + act4, ()| A (D A7)

+act 4,0 A, (ML dT+ act A0 | A (L.

The ordinary differential equations (ODEs) (A.3) through (A.7) must be
solved with the initial conditions A,(0) = A-(0) = A;(0) = A3(0) = C(0)=0.
The solution to equation (A.3) with the initial condition A (0) = 0 is
equation (18). The solution to equation (A.4) with the initial condition
A(0) = 01is equation (19). The solution to equation (A.6) with the initial
condition AE(O) = 01is equation (21). To solve equation (A.5), we write it as

ror r

+acy I, A (1) + acs I A (v),

KBAﬁ (1) +A'B (t) = ac’l A (1) + aciIFAF(r) (A.8)
using equations (25), (26), (28), and (29). Differentiating with respect
to T, we find

K Ay (D) + A (1) = ac’T A, (1) +ac’l A (1) (A.9)
+ otcsgfﬁA'ﬁ (t)+ acs%[B A'B (7).
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Multiplying equation (A.8) by Kg» adding to equation (A.9), and
using equations (18), (19), and (A.6), we find

(KEKﬁ - KﬁacsélB - KﬁacsglB )AB(’C) + (K5 + K — acy I,) A (1) + A7 (1)

Ky K, —Kg _
=ac’l | L+ L™t (A.10)
K, K,
Il P K, (Kg = K:) -
+acl | —+ e "+ e |
K. K, —K, K. (k. —K,)

Equation (A.10) is a second-order linear ODE with constant
coefficients. Its solution has the form

A()=Te " +T,e ™ + A (v), (A.11)

where (y,, y,)are the solutions of the quadratic equation (27), and
A (1) is one solution to equation (A.10). We look for A (1) of the form

A()=Z +Ze " +Ze 7.

Substituting into equation (A.10), we find that (Z,, Z,, Z,) are
given by equations (22) through (24), respectively. To determine (I",,I",)
we use the initial conditions. The initial condition Aﬁ(O) = 0 implies

N +0,+Z +Z,+Z, =0. (A.12)

The initial condition A'B(O) = 0, which follows from equation (A.5)
and A,(0) = Ay(0) = A5(0), implies

Y.+ v.l,+x,.Z, +x.Z, =0. (A.13)

Solving the linear system of equations (A.12) and (A.13) yields

. = yZZl +(Y2 _Kr)ZZ +(Y2 _KF)Z3
1 )

Yi— Y2

(A.14)

_ W2+ k)2, + (1, — k)7, (A.15)
Y1 =72
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Substituting (I';,T",) from equations (A.14) and (A.15) into equation

(A.11), we find equation (20).
The solution to equation (A.7) is

C() =2, [ A,()dv' + Z, [ A ()dx
+Z, [ A ()dr' + ZBrAf(t')dt’ (A.16)

% ["A (vydr - A ()Y - L[ A () dr - [ A (e)dr,
9 Jo

where
T
Z, =ac}[ A,(DC@dx,
T
Z, =x,7 +ac} [ A, (),

_ 2 fr
Z, = acy [ A (DC(D)dx,

_ 2T
Z; =acy| A;((v)dr.

For a = 0, the solutions of equation (27) are (y;, Yz) (i3, K3), and
the solution to the system of equations (28) and (29) is (I I ) (0,0).
The existence of a solution to equations (28) and (29) for a close to
zero follows from the implicit function theorem.

A.3 Proof of Proposition 1
Consider first the unit shock to r,. Taking expectations in equation (3),

we find that the change A E/(r,, ) in the expected short rate at time
t + 1 follows the dynamics

t+7

d[AE,(r,. )] = —x,A E,(r, )dx.

t+1

With the initial condition A E(r,) = 1, these dynamics integrate to
E (., )=e"" =A(v),

where the second step in the first equation follows from equation (18).
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Consider next the unit shock to 7, . Taking expectations in equations
(3) and (4), we find that the change A E (r, , ) in the expected short rate
and A_E (7, , )inthe target short rate at time ¢ + 7 follow the dynamics

dIAE, ()] = ,[AE,(7..) ~ A E, (1, ldx,

+T +1

dIAE, (7

+T

1= _KFAFEt (7t

+1

)dr.

With the initial condition (ALE,(r,), AE(r,) = (0,1), these dynamics
integrate to

—-K T —K_T
r

AE () =%, = A, (v),

AEF)=e™,

where the second step in the first equation follows from equation (19).
We next show a useful lemma.
Lemma A.1. If a function f(t) is positive and increasing, then

I()Tf(r)e(r)dr >0 )
Proof. We can write the integral _[0 f(v)0(r)dr as

IOTf(r)G(r)dr = [ red+ I;f(r)e(r)dr
> f(<") jje(r)dr . f(t*)j;(%(r)dt

= f(t)) IOTG(t)dT >0,

where the second step follows from part (ii) of assumption 1 and
because f(t) is increasing, and the last step follows from part (i) of
assumption 1 and because f{t) is positive.

A.4 Proof of Proposition 2

The effect of an increase in r, on the term structure of spot rates is

t
described by the function A, <T), and the effect on the term structure of

T
instantaneous forward rates by the function A!(t). We will show that
these functions have the following properties:

A, (1) > 0and A!(t) > 0 for T > 0;
T
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lim <0 A0 _ 1and A'(t) > 0 for t> 0;
A
limmwﬁ =0and 1imrﬁoAlr (1) =0;
T

Ar_(r) and A!(t) are decreasing in t.
T

Equation (18) implies that the function A (1) is positive and
A®)
T
which means that an increase in r, shifts the term structure upward.

increasing. Therefore, the functions and A!(t) are positive,

Moreover, both Ar_('c) - i and A (1) = e " are equal to one for
T K,T

T = 0 and to zero for T — . Finally, A'(t) is decreasing in <, and the

same is true for A (%) because for a general function g(t)
T

d g _w@-g _ |7 (A17)

dt = 2 2

The effect of an increase in 7, on the term structure of spot rates

A (1) and that on the term structure of

is described by the function

instantaneous forward rates byT the function A" (). We will show that
these functions have the following properties:

ﬁ and A (1) for T > 0;
T

A* '
1imr_,0ﬂ =0and A" (0) = 0;
T
A7 ’
limeﬁ =0 and lim.0A+(1) =0;
T

AW and A’_(7) are hump shaped in .
T

Since the function A (7) is positive, equation (19) implies that the
function A_ (1) is also positive. Moreover, A_(1) is increasing because



52 Robin Greenwood, Samuel G. Hanson, and Dimitri Vayanos

A (1) =x, (A, (1) - x. j;A,(r')e’“f“*“dr'j
> A (1) (1 - jote‘%‘””dr'] (A.18)
=k, A (e T >0,

where the first step follows by differentiating equation (19) and
the second because A (1) is increasing. Since A, (1) is positive and
increasing, the functions A_ (1) and A (1) are positive, which means
that an increase in 7, shifts the term structure upward. Since

A (0) = 0, equation (19) implies that A () g equal to zero for

T
© =0, and equation (A.18) implies the same property for A" (t). Since
A (1) converges to the finite limit Lfort— o, equation (19) implies
Kr
that 4r(V) converges to zero for 1 — o, and equation (A.18) implies
T

the same property for A’ (x).

To show that 4 (1) and A’ (1) are hump shaped, it suffices to show

T
this property for A”.(1). Indeed, equation (A.17) would then imply that

A (D can either be increasing or increasing and then decreasing, and
T

the first pattern is ruled out because A i equal to zero for both

T
T = 0 and © — «. Differentiating equation (A.18), we find
AL(1)=x, (A', (1) -k, A (1) + K2 L:A,(T')e_%(r_f)dr'j- (A.19)
The term in brackets has the same sign as
Ho (1) =[ 4, ()= kA, () ] +12 [ A, ()" dr.
The function H(t)is equal to A} (0) = 1 for t = 0, and its derivative is
H.(t) = A'(1)e' ™ <0.
Therefore, H_(7) is either positive or positive and then negative.
This means that A" (1) is either increasing or increasing and then

decreasing. The first pattern is ruled out because A (1) is equal to
zero for both t=0 and T — .
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A.5 Proof of Proposition 3

Consider first the unit shock to ,. Using the definition (30) of
URP(t), we can write equation (A.5) as

Ky Ay (1) + A (1) = URP(x). (A.20)

Integrating equation (A.20) with the initial condition A(t) = 0,
we find

4,0 = [URP()e *" av (A.21)
= [URP(-1)e " dr' (A.22)

Taking expectations in equation (8), we find that the change
ABE {B,, ) in the expected future supply factor at time ¢ + 7 follows
the dynamics

dIAE, (B, )] = —x,AE, (B, )d.

With the initial condition ABE /B, =1, these dynamics integrate to

NE B, )=e P (A.23)

Using equation (A.23), we can write equation (A.22) as equation
(31). B

Consider next the unit shock to 8,. Taking expectations in equations
(8) and (9), we find that the changes AzE/(f, , ) in the expected future
supply factor and AEEt(Bt .o in the expected future target supply
follow the dynamics

d[A5 B, (B, )1 = [ A5 E, (Br..) = A B, (B )N,
d[ABEt (Bt+r)] = _KBAEEt (E‘f”)dt'

With the initial condition (AB E B, AEE {(B,) =(0,1), these dynamics
integrate to

ASE,(B,..) = ky———, (A.24)

AE @B, )=e P
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Substituting equation (A.21) into equation (21), we find

A D)=k, jo( j:URP(r")e’“ﬁ‘”"’dr") e gy (A.25)

= U RO “‘”df)URP(r")dr"

—Ky(t—1") Kz (1-1)
T r e P —e B '
= [ URP()x, dr
0 Kz — K
P "
Kot KT
K ' e b —€ b '
= [ URP(x )k, =————adx".
0 Kz — K
P "

Using equation (A.24), we can write equation (A.25) as equation
(32).

A.6 Proof of Proposition 4

The effect of an increase in B, on the term structure of spot rates

L3()

instantaneous forward rates by the function A’ (1:) For 0;=0, equation
(A.8) becomes

is described by the function and that on the term structure of

ror r

A(D+A, (1) = ac’l A (’C)+GG2I A_(1) +acBIBAB(t)

and integrates to

—fcﬁ (1)

A0 =ac’l |4, (e PVdv + ac?L [fa.@e dr, (A.26)
where &, =k, —ac; 1.

We will show that the functions B(T) and A’ (‘c) have the following
properties:

4 (T)>OandA(r)>Oforr>0

Ay (1)

=0and A'ﬁ(O) =0

lim‘[—>0
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(1)

A
For f{B >0, 1imeB— =0 and lim.-o A’B(T) =0
T

For &, >0, A4 and A7 y(t)are hump shaped in t. For ; > 0, 4 and
T T
Aj(1) are increasing in T.

Since the functions A (1) and A_(t) are positive and increasing,
lemma 1 implies that (I, I) are positive. Hence, equation (A.26) implies

that the function A (t) is positive. To show that Aﬁ(t) is increasing, we
differentiate equation (A.26):

4,0 =ac’l, (4,05 [4,@0e v (A.27)

+ac’l, (Af(t) —&, jO’AF(T')ewH» dl_,).

Ifx Kk, <0,then equatlon (A.27) and the positivity of (A (1),A_(t)) imply
that AB(r) is positive. If k, > 0, then the same conclusmn follows by
proceeding as in the proof of the result in proposition 2 that A (v) is

B(r)
and Aj(r) are positive, which means that an increase in f, shifts the
term structure upward. Since (4,(0), A (0)) = 0, equation (A.26) implies
Ay (1)
that
same property for AY(t). Since A, (), A(t) converge to the finite limit

increasing. Since Aﬁ(t) is positive and increasing, the functions =/

is equal to zero for T = 0, and equation (A.27) implies the

[L,i}forr — oo, equation (19) implies that when « Ky > O,Aﬁ(t) converges
K. K.
r r 14.B (T)

zero for T — oo, and equation (A.18) 1mphes the same property for Aj(v).
) and A (7). leferentlatmg

to a finite limit for 1 — o. Therefore, when f( >0,

converges to

We next study the monotonicity of 4
equation (A.27), we find

A (1) = ac?l, (A’,(r) kA, (0 +i2[ A (r')e’*ﬁ“’”dr'j (A.28)
+ac?l. (A’F(r)—K L@+ A e e )

If f< < 0, then equation (A.28) and the positivity of (A (t),A.(t)) imply
that A'[;(r)1s positive. Therefore, Aj(1)is increasing, and equation (A.17)

implies that 4 @ is increasing. If & K, >0, then we will show that Aj(t)

T
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is positive and then negative, and hence A(t) is hump shaped. The

Ay (1)

A (1) . t
that 28" is equal to zero for both t =0 and T — o.
T

The right-hand side of equation (A.28) has the same sign as

hump-shape of will follow by using equation (A.17) and noting

Hy(0) = ol {[A, (-, 0 ] 4 &[4, (e dv
+ac?l, {[A; (1) - fcﬁAF(T)];rf +R7 j;AF(r')e%T'dr'}

The function Hﬁ(r) is equal to aGZI A (0)= GG2I >0 for t=0. Its
derivative is

H,(x) = acst, A @V 1 ac’l A (v)e ™.

2 -
= acfz A”( )+ ;Ir K, H, (Ve " }e“ﬁ‘
o1

rer

" I T o k=1 ' —K=T KpT
=ao'fI A (t )+ 2 ZI Kr(1+j.0Ar(’E’)e ™ dt )e r }eﬁ

B 21 N
- T (k=-k )T —k=T | KgT
=ac’l |-« " +—LL (I—Kr_foe rtr dt')e r }B
r

L S Ir
B (k=—x_)T
2 K. le ™ " —1) .
G,I, r( (k. —K=) (Kp—%. )T
=ac’lx, |-1+ ;Ir 1- e r T e P
cSr r KF_Kr

2 K (1-e™ 7
2 6717 (K -Kk-)T r (QB—Kr)‘r
=ac, [k, |-1+—F e " 7T ————-—~ e
o, 1 K. —K,

. . . (%)
The term in square brackets is an affine function of e " " and

can hence change sign at most once. Since A'(t) is decreasing and
A’ (t) is hump shaped, H 'ﬁ('li) is negative for large t. Since it can change
sign at most once, it is either negative or positive and then negative.
Therefore, H ﬁ(r) is either decreasing or increasing and then decreasing.
Since H (1) is positive for t = 0, it is either positive or positive and then
negative. The first pattern is ruled out because when «; >0, A| ('c) is
equal to zero for both t =0 and 1 — .
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The effect of an increase in Bt on the term structure of spot rates

Aﬁ (1)

is described by the function and that on the term structure of

T
instantaneous forward rates by the function A'B (1). We will show that
these functions have the following properties:
Ag (v)

37 >0and A'B(r)> 0 for t > 0;
T

g\t :
lim,o——— = 0 and Az(1);
T

. 5 (T
For «,; >0, 1imeﬁT =0and Jjm, ,,A45(1) = 0;

Fork, >0, 40 and Aj (t)are hump shaped in <. For &, >0, ABT(T) and
T

As(v)are increasing in .
The above properties can be derived from those of’ Aﬁ(r) in the same
way that the properties of A: (1) and A'B (1) are derived from those of
T

A,(v) in the proof of proposition 2. In particular, because A (v) is positive,
increasing, equal to zero for T = 0, and converging to a finite limit for
AB (v)
‘C A
equal to zero for T = 0, and converging to zero for T — o when k; > 0.

T — o when &, >0, we can show that and A'B (1) are positive,

The function A'[; (1) has the same sign as
Hy () =[ A4, 0 - ;A4,0 e+ [[A, )™ dv,

The function H. 5 (1)is equal to A'B(O) =0 for t =0, and its derivative is
Hi()= Ay (e,

When &, <0, A} (1) is positive. Therefore, A3 (1) is also positive and
the functions A5(0) and A'E(r) are increasing. When &, >0, A'é (1) is

positive and theITl negative. Therefore, H;(7) is increasing and then
decreasing. Since H(1) is equal to zero for v = 0, it is either positive or
positive and then negative. The first pattern is ruled out when f<ﬁ >0
because A (1) is equal to zero for both T = 0 and t — .

The final step in the proofis to show that k;is a monotone function
of k;. This will ensure that K, >0 corresponds to larger values of Kg
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p =

than K, <0 does. Since the function Aﬁ(r) is positive and increasing,
lemma 1 implies that I 8 is positive. Since the function

A A 2
G(ky) =x; —x, +ac,l;

is positive for Kk, > Kq, any solution Kk, to G (kp) = 0 satisfies &, < K-
Moreover, at the largest solution, which corresponds to our equilibrium
selection, the function G (fcﬁ) crosses the x axis from below. Since GG (ﬁﬁ)
is decreasing in Kp, the largest solution is increasing in K-

A.7 Proof of Proposition 5

The humps on the instantaneous-forward-rate term structure
associated with shocks to 7, and B, are located at the solutions to

H,()=1+[ A ()e"" dt' =0 (A.29)
Hy(0) = [[ &, (19 dr' = 0 (A.30)
respectively. We denote these solutions by (1;,7;). Since

A (1) = Hy(ve ™

= {acflr + .fot[acsflr A (t)e s ac>I A’ (t)e ™ Jdt'}eﬂ%BT

we can write equation (A.30) as

[FAy e ™ dr = 0 (A.31)

<:>J.Or {acf[r

v 2 "e n '%BI” 2 "o o '%[3‘[” " 7'%[3‘[’ KBT’ "
+.f0 [acrlr A(t"e P +acil. A (1")e ]dr }e e ?dt'=0

N N 2
¢ (kz-Rp)T' tf pr (kg—Rp)T " czl. Rpt”
et Vdv+[ (e T dr)| A+ LA (") e di"=0
0 0 T ol I
.

2
r

5 dt' =0.

. 2 - (KB—KB)HKBT' B KET’
o1+ [A’; () + "f? Al (r')] ¢ ¢

(KE—ch)‘r

A sufficient condition for t; > 1; is that

e(KEﬂ%ﬁ)tFﬂiﬁt' . eKBr' .
<e’”™ for O<1t'<rt, (A.32)
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This is because

H.(t)=1+[7 A (e di' =0 (A.33)
(k=—Kp )T=+K,T k=T’
B BTTP B
T AN e —-e
= 1+j”’A €%) . >0
0 r (k5 —Kp )T
e P P71
(K —Rp)T=+K T k=1’
2 B BTTB B
_ o:l. e -e
=1+ 7| A () + LT AL (1) A >0
0 2 r (k=K )T
c, e B PT 1

= Hy(1,)>0

where the second step follows from equation (A.32) and A’ (') < 0, and
the third step follows because A’ (") > 0 for v’ < ... Since HE(‘E) has the
same sign of AB(t), and the latter is positive if and only if T < Ty (A.33)
implies that t. < t;.

Equation (A.32) is equivalent to

(K——ﬁB)IFKﬁB—KF)T' (K——K?)r'

B i

h(r’)ze <1 for O<7t'<7, "

(ks —Kp )T
e P P71

The function A(t') is equal to one for ' = 0 and to zero for t' = <.
Its derivative is

(K——QB)IFH{(B—KF)T' (k= —k=)T'

Ry —xz)e P - (k5 - K7 )e P

Rt = (%

)T
e P P71
and has the same sign as

“ (kz—Rp N1 —1")
(KB—K;)e R _(KE_K?)

h () = -

K5~ Kp

If x, < x,, then &, > k;. The function A,() is negative, as can be
seen by writing it as

(k5 —kB Ntz =1)

B _
[ COC S LI —

KE_KB
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Suppose next that k; <« Ifk; <k, then &,(t") is negative because
of the previous argument. If k, >, then %,(t') is negative, as can be
seen by writing it as

(kg =R )t =1")

Q BB
Ky — K — (K —x;)e

}LI(T') — B -
Kg —Kp

Since hl(‘r') is negative, h(t) < 1for 0 <1’ < T, and hence equation
(A.32) is satisfied.

A.8 Proof of Proposition 6

Equatlon (19) implies that the function A (1) decays at rate
G for large . Equatlons (20) and (21) imply that the function

minii g TgdT g large t. Therefore, the effect of

I_St shocks on the instantaneous-forward-rate term structure decays
with maturity at a slower rate than the effect of 7, shocks if

A’B('c) decays at rate e

minfy,,y,) < min{x,,x.} (A.34)

and at a strictly slower rate if (A.34) is strict. For o;=0, (27) implies
that (v, v5) = (& KB). The proposition follows from this observation,
equation (A.34), and i< K-
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BERNANKE’S NO-ARBITRAGE ARGUMENT
REvisiTED: CAN OPEN MARKET
OPERATIONS IN REAL ASSETS ELIMINATE
THE LiQuiDiTY TRAP?

Gauti B. Eggertsson

Brown University

Kevin B. Proulx
Brown University

This paper looks back on the professional consensus about
monetary policy at the zero bound prior to the 2008 crisis and proposes
a calibrated model that provides one interpretation to explain why
it was somewhat off base. The general consensus in the economics
profession in the late 1990s, when Japan was experiencing difficulties
due to deflation and the zero bound, was that increasing the money
supply in one of a variety of ways was a simple and straightforward
answer to stimulating aggregate demand.

One example of this point of view is from Kenneth Rogoff (1998), a
leading international macroeconomist, in response to Krugman (1998),
who launched the modern zero lower bound (ZLB) literature. One of
Krugman’s key predictions was that increasing the money supply at
the ZLB was irrelevant as long as expectations of future money supply
were fixed. Rogoff’s comment on this summarizes well a commonly held
view at the time: “No one should seriously believe that the BOJ [Bank
of Japan] would face any significant technical problems in inflating if it
puts its mind to the matter, liquidity trap or not. For example, one can
feel quite confident that if the BOJ were to issue a 25 percent increase
in the current supply and use it to buy back 4 percent of government
nominal debt, inflationary expectations would rise.”

This basic logic was later spelled out more explicitly in a general
equilibrium model by Auerbach and Obstfeld (2005). Their argument

Monetary Policy through Asset Markets: Lessons from Unconventional Measures
and Implications for an Integrated World, edited by Elias Albagli, Diego Saravia, and
Michael Woodford, Santiago, Chile. © 2016 Central Bank of Chile.
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was that purchasing government debt with money should plausibly
lead people to expect a permanent increase in the money supply, in
contrast to Krugman’s assumption and much as suggested by Rogoff,
due to the fact that a permanent increase in the money supply
creates seignorage revenues, which reduces tax distortions. In this
case, increasing the money supply should increase prices and output
because people should have no reason to expect the money supply
to be contracted to its original level once things normalize and the
short-term interest rate is positive, as this would imply higher tax
distortions.

Since Rogoff’s prediction, the Bank of Japan has increased the
monetary base not by 25 percent, but rather by about 550 percent.
Furthermore, it has accumulated more than 30 percent of outstanding
government debt, as well as several types of real assets, such as stocks,
foreign exchange, and mortgage backed securities. A similar story
can be told about many other central banks since 2008. Meanwhile,
in Japan, government debt as a fraction of gross domestic product
(GDP), at 80 percent in 1998, has almost tripled.

The point here is not to single out Kenneth Rogoff for a prediction
that in retrospect seems off base as an empirical matter. Instead, it is to
illustrate a broad consensus in the profession at the time, a consensus
of which the quote from Rogoff is a particularly cogent summary. So
as to not seem to be unfairly singling out any particular author, below
we provide examples in which one of the authors of this article made
statements that had a similar tenor to Rogoff’s prediction.

Our suspicion is that the broad consensus at the time had its
roots in the classic account of the Great Depression by Friedman
and Schwartz (1963), in which the deflation from 1929 to 1933 was
explained by a collapse in the money supply. The Great Inflation
of the 1970s also appeared to support Friedman’s famous dictum
that “Inflation is always and everywhere a monetary phenomenon”
(Friedman, 1970). It was natural, then, to assume that the same
applied to Japan and that simply increasing the money supply would
halt the deflation.

Another indication of the consensus of the time was Svensson’s
(2000) well-known proposal for a “foolproof way” out of a liquidity
trap, which, in contrast to Rogoff’s proposal, involved printing money
to buy up foreign exchange, rather than government debt. The fact
that this solution was claimed to be foolproof indicated the general
sense among academic economists at the time, especially in the United
States, that expansionary monetary policy at the ZLB was only a



Bernanke’s No-Arbitrage Argument Revisited 65

question of will, rather than posing any technical difficulties for the
world’s central banks.

To our mind, however, the most pertinent statement about the
academic consensus at the turn of the century came up in a personal
conversation with Ben Bernanke, then Chairman not of the U.S.
Federal Reserve, but the Princeton economics department, and
editor of the American Economic Review. When the liquidity trap
was proposed as a Ph.D. dissertation topic, Bernanke replied, “I have
to warn you. I do not believe in the liquidity trap.” While the current
understanding of the liquidity trap is that it reflects some bound on the
short-term nominal interest rate (often referred to as zero, although
recent experience suggests it may be somewhat negative), Bernanke
was instead referring more broadly to the fact that he believed in the
power of the central banks to do something to stimulate demand, in the
tradition of Friedman and Schwartz, zero bound or not. This position
seemed to have been very much in line with the thinking of Rogoff,
Svensson, and Auerbach and Obstfeld, already cited.

In a speech given at the American Economics Association, Bernanke
(2000) made a statement that would later become very widely known as
he assumed the Chairmanship of the Federal Reserve. Some interpreted
the speech as a roadmap for the Fed’s subsequent policy actions:

First, that—despite the apparent liquidity trap—monetary policy-

makers retain the power to increase nominal aggregate demand

and the price level. In my view, one can make what amounts to an
arbitrage argument—the most convincing type of argument in an
economic context—-that it must be true. The monetary authorities
can issue as much money as they like. Hence, if the price level were
truly independent of money issuance, then the monetary authorities
could use the money they create to acquire indefinite quantities

of goods and assets. This is manifestly impossible in equilibrium.

Therefore, money issuance must ultimately raise the price level, even

if nominal interest rates are bounded at zero. This is an elementary

argument (emphasis added).

In this paper, we revisit this elementary argument on the basis
of one particular interpretation of Bernanke’s logic. We use it to
illuminate why the pre-2008 consensus about the power of monetary
policy may have been a bit too optimistic about the ability of central
banks to stimulate demand.! In making this case, we are not claiming

1. Paul Krugman has often quipped that he should take Svensson and Bernanke
to Japan with him on an apology tour for having made it seem too easy at the time.
See, for example, Krugman (2014).
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that the central bank—or the government as a whole—is unable to
stimulate demand at all. Rather, the point is that doing so may require
considerably larger intervention than suggested by the precrisis
consensus—for example, interventions of the size and scope of the
radical regime change implemented by Franklin Delano Roosevelt
in 1933. This radical regime change, which is discussed in detail in
Eggertsson (2008), involved an explicit commitment to inflate the price
level by about 30 percent to the pre-depression level, the abolishment
of the gold standard, and a massive increase in government spending
and budget deficits. As an indication of how radical it was at the time,
the then-director of the budget, Arthur Lewis, declared “this is the end
of Western Civilization” and resigned from his post.?

To frame the approach of the paper, we raise a basic question:
what is an arbitrage opportunity? An arbitrage opportunity refers
to a situation in which an agent can acquire profit without taking
on any risk. Bernanke (2000) suggests that the liquidity trap can be
eliminated as a logical possibility because its existence would imply
that the government could generate infinite profits. For the argument
to make sense—for example, in the context of a closed economy—one
must have in mind an environment in which the government would
care about profits and losses in the first place. At first blush, this does
not seem obvious, as these profits would necessarily be at the expense
of the country’s citizens, whose welfare should be a primary concern
of the government. Nevertheless, we believe that the proposition that
the government cares about profits and losses is entirely reasonable,
because the government needs to rely on costly and possibly
distortionary taxation to pay for its expenditures. Hence, if there
was truly an arbitrage opportunity for the government, any rational
government would wish to take it in order to eliminate taxation costs/
distortions altogether (not to mention if it could do so at the cost of
foreigners via buying up foreign assets).

Framing the question in this way highlights the tight connection
between Bernanke’s no-arbitrage argument and Auerbach and
Obstfeld (2005). As noted, their case for open market operations was
made on the basis that open market operations in a liquidity trap
should imply a permanent increase in the money supply that will
last even once the zero bound is no longer binding. This was the most
reasonable benchmark to them, since contracting the money supply
back to its initial level would imply fiscal costs. Hence, a permanent

2. See references in Eggertsson (2008).
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increase in the money supply made sense from the perspective of both
macroeconomic stabilization ex ante and fiscal solvency ex post. They
made their point explicit by numerically computing a comparative
statics that showed the beneficial effect of permanently increasing
the money supply (which they coined open market operations). This
argument was made slightly differently in an earlier working paper
by one of the authors (Eggertsson, 2003). That paper explicitly cites
Bernanke’s no-arbitrage argument as a motivation, using the same
quotation as above. Eggertsson (2003) models Bernanke’s argument
as a violation of Ricardian equivalence, assuming that the government
cannot collect lump-sum taxes but instead needs to pay tax collection
costs as in Barro (1979). In this case, the government cares about profits
and losses on its balance sheet, as it needs to make up for the losses
through costly taxation. By analyzing a Markov perfect equilibrium
policy game, which presumes that the government cannot make any
credible commitment about future policy apart from paying back the
nominal value of debt as in Lucas and Stokey (1983), Eggertsson (2003)
formally shows that purchasing “real assets” by printing money (or
equivalently bonds, since money and bonds are perfect substitutes at
the ZLB) implies a credible permanent increase in the money supply
in the long run due to the fact that the government has no incentive
to revert the supply completely back to its original level on account
of the fiscal consequences (leading to costly taxation). This, in turn,
provides direct theoretical foundation for Bernanke’s no-arbitrage
argument to “eliminate” the liquidity trap.

The interpretation suggested in Eggertsson (2003) is that
open market operations in real assets provides a straightforward
commitment mechanism to lower future interest rates and higher
inflation that mitigates the problem of the ZLB.3 Indeed, the
simulations reported in the paper suggest that open market purchases
in real asset seem to allow the government to replicate quite closely
the ideal state of affairs in which the government can fully commit to
future policy, and the problem of the ZLB is trivial in terms of its effect
on output and inflation.* In retrospect, however, this interpretation

3. In this respect, the intervention in Eggertsson (2003) is different from Auerbach
and Obstfeld (2005) in that it increases total government liabilities (money plus bonds)
and thus the overall inflation incentive of the government. Since money and bonds are
perfect substitutes at the zero bound, it is not obvious that open market operations
themselves have any effect on future government objectives.

4. Eggertsson and Woodford (2003) analyze the full commitment equilibrium in a
standard New Keynesian model.
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was perhaps a little premature. A careful examination of the numerical
results illustrates a disturbing feature. The required intervention
in real assets needed to generate this outcome in Eggertsson (2003)
corresponds to about four times annual GDP. Moreover, the intervention
is conducted under ideal circumstances whereby the assets bought
have an unlimited supply, their relative returns are not affected by
the intervention (but instead are equal to the market interest rate
in equilibrium), and the world is deterministic so there are no risks
associated with using real asset purchases as a commitment device.

More generally, however, if the government buys real assets
corresponding to something like 400 percent of GDP, it seems
exceedingly likely that all of these assumptions will be violated in
one way or the other. First, an operation of this kind is likely to have
a substantial distortionary effect on pricing, which is not modeled.
Second, the government is likely to run into physical constraints
such as running out of assets to buy. Third, as the scale of the
operations increases and uncertainty is taken into account, the risk
to the government’s balance sheet may be deemed unacceptable,
thus lessening the power of this commitment device. Finally, with an
intervention of this scale, it is very likely that the central bank will hit
some political constraints, due to either public concerns or concerns
from trading partners if the assets in question are foreign. Indeed,
all the considerations mentioned above have proved to be relevant
constraints for banks conducting large asset purchases since 2008.
Central banks have faced challenges in finding liquid enough markets
to conduct the operation; they have faced strong political backlash for
the scale of the operations (for example, because they are viewed as
favoring the financial sector and the richest few); and in some cases
both the government and the central bank have become exceedingly
concerned over the central bank’s balance sheet risks. These risks
could put central bank independence in question, as they could imply
that the treasury must infuse capital into the central bank to prevent
unacceptably high levels of inflation, with the associated budgetary
implications.?

5. Several recent papers evaluate the extent to which these risks have become
material for current central banks post crisis (for example, Hall and Reis, 2015; Del
Negro and Sims, 2015). Our overall reading of this literature is that these risks are
not pertinent for a balance sheet of the size of the U.S. Federal Reserve today, although
they would become relevant in some of the numerical examples we provide later in the
paper given how extreme some of the numbers in question are.



Bernanke’s No-Arbitrage Argument Revisited 69

In this paper, we revisit Bernanke’s no-arbitrage argument in the
prototypical New Keynesian dynamic stochastic general equilibrium
(DSGE) model, in the tradition of Woodford (2003), using conventional
calibration parameters. This is in contrast to Eggertsson (2003),
who uses a simpler nonconventional modeling approach, which may
raise scepticism of the numerical experiments conducted. Inside
this model, we ask how large of an intervention in real assets the
government needs to undertake to achieve the optimal allocation
under discretion, assuming there is no cost of such interventions. As
in Eggertsson (2003), we find that the numbers are very large: in our
baseline simulation, the corresponding intervention is more than ten
times GDP. This suggests that using the government’s balance sheet
as a commitment device may imply asset positions by the central
bank that would be difficult to implement in practice. Thus, while we
find that Bernanke’s no-arbitrage argument can be correct in theory,
it may run into constraints in practice. For this reason, following our
baseline experiment, which is conducted in the ideal circumstances
of an unlimited supply of the asset and at no cost for the government,
we also consider cases in which the assets purchases are costly. In this
case, the purchases can lose much of their commitment power.

How does this all relate to recent experience? On 31 October
2014, the Bank of Japan unexpectedly announced an expansion of its
comprehensive monetary easing (CME) program from 50 trillion to 80
trillion yen per year. Along with a change in the size of its balance sheet,
the announcement included a change in its composition. Beyond long-
term government securities, the central bank would purchase additional
riskier assets such as exchange traded funds and real estate investment
trusts. The expressed goal of the expansion was to meet a 2 percent
inflation target within two years. Governor Haruhiko Kuroda described
the program as “monetary easing in an entirely new dimension,” and in
reference to limits in its size relative to GDP said, “We don’t have any
particular ceiling.” As of August 2015, the size of the Bank of Japan’s
balance sheet stood at approximately 80 percent of GDP. While this seems
like a large number, it is much smaller than what is needed according
to our calibrated model. Would the Bank of Japan not hit some ceiling if
it had to buy assets that are more than ten times the current size of its
balance sheet? In any event, as of this writing, the Bank of Japan is still
unable to hit its inflation target, and most projections paint a pessimistic
picture of its prospect of hitting it anytime soon.

As another example, the Swiss National Bank bought foreign
currency on the order of 90 percent of GDP in order to fight deflation
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during the crisis, leading to an 800 percent increase in its money
supply. They eventually abandoned this policy since the magnitudes
involved had become so high that the central bank faced strong
political pressures to halt its purchases. The effect of this policy on
the price level was negligible at best, although for a while the Swiss
National Bank did manage to prevent an appreciation of the Swiss
franc relative to the euro.

The bottom line, then, may be that the irrelevance result of Wallace
(1981), which was later extended by Eggertsson and Woodford (2003)
to a model with sticky prices and an explicit zero lower bound, may
be stronger than the precrisis consensus suggested. Eggertsson
and Woodford’s (2003) irrelevance result, in turn, is closely related
to Krugman’s (1998) finding that increasing the money supply has
no effect at the ZLB if people expect it to be contracted again to its
original level once interest rates turn positive.® Those irrelevance
results suggested that absent some restrictions in asset trade that
prevent arbitrage, equilibrium quantities and assets prices are not
affected by a change in the relative supplies of various assets owned
by the private sector if the central bank’s policy rule is taken as given.
One way the irrelevance results have been broken in the literature is
via changes in expectations about future monetary policy. The results
here suggest that at least in a simple calibrated New Keynesian model
that imposes a Markov perfect equilibrium as an equilibrium selection
device, the asset position of the government needed to achieve the
desired commitment, and thus break these irrelevance results, may
be extremely high. To be clear—and this is worth reiterating—we do
not contend that this implies that nothing can be done at the ZLB, nor
even that nothing more could have been done in response to the current
crisis. This is clearly illustrated by the impact of Roosevelt’s radical
reflation program, which coordinated monetary, fiscal, industrial,
and exchange rate policy, during the Great Depression. However, it
does imply that central bank actions to increase demand may be a bit
harder than the precrisis consensus suggested, and the foolproof ways
out of the liquidity trap are hard to come by. One policy that we do

6. The difference between Eggertsson and Woodford (2003) and Krugman (1998) is
that while Krugman (1998) assumes that the central bank follows a monetary targeting
rule, Eggertsson and Woodford (2003) assume a more conventional Taylor-type interest
rate reaction function. Moreover, while Krugman (1998) assumes that the money supply
is increased via purchases of short-term nominal bonds, Eggertsson and Woodford (2003)
assume that the money supply can be increased via purchases of any type of security
that is priced in the economy, as in Wallace (1981).
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not consider here is to shorten the maturity structure of outstanding
government debt. Bhattarai, Eggertsson, and Gafarov (2015) suggest
that a policy of that kind may be more potent than the purchases of
real assets studied here. Alternatively, if there is a freeze in secondary
asset markets, for example, due to a drop in the liquidity of assets,
there may also be an important role for asset purchases, as shown by
del Negro and others (2016) in the context of the 2008 crisis. Our model
abstracts from different degrees of asset liquidity, so this mechanism
does not play a role here.

We outline the model in section 1 and summarize the conditions
for a Markov perfect equilibrium (MPE) for a coordinated government
in section 2. We present and discuss the calibrated model in section 3.
With costly taxation and coordinated monetary and fiscal policy,
deficit spending and real asset purchases both serve as an additional
commitment device for solving the credibility problem created by a
liquidity trap. They are effective because they act as an additional
device through which a discretionary government can commit future
governments to a higher money supply, and thus higher inflation and
lower real interest rates. Section 4 presents a brief sensitivity analysis,
and section 5 concludes.

1. Tae MoDEL

We start by outlining a standard general equilibrium sticky-price
closed-economy model with output cost of taxation, along the lines of
Eggertsson (2006). We assume that monetary and fiscal policy are
coordinated to maximize social welfare under discretion. The difference
in the model from the literature is the introduction of a real asset in
the government budget constraint.

1.1 Private Sector

A representative household maximizes expected discounted utility
over the infinite horizon:

E Y B [u(C)+2(G)—vh) e D

where B is the discount factor; C, is a Dixit-Stiglitz aggregate of
consumption of each of a continuum of differentiated goods,
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€
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C = chl)“ di| ,
with elasticity of substitution equal to ¢ > 1; G, is a Dixit-Stiglitz
aggregate of government consumption defined analogously; A, is labor

supplied; &, is an exogenous shock; and P, is the Dixit-Stiglitz price
index,

1
1 F
P=| [ 0di]

where p,(i) is the price of variety i. E, denotes the mathematical
expectation conditional on information available in period ¢, u(-)
is concave and strictly increasing in C,, g(-) is concave and strictly
increasing in G,, and v(-) is increasing and convex in ht.7

The household is subject to the following sequence of flow budget
constraints:

1
PG, +B +E {QuDu| Snh, +(1+i ) B, + D, ~PT,+ | Z,()di, (2)

where B, is a one-period risk-free nominal government bond with
nominal interest rate i,, n, is the nominal wage, Z,(i) is nominal profit
of firm i, T, is government taxes, D, , is the value of the complete set of
state-contingent securities at the beginning of period ¢ + 1, and Qt)t i
is the stochastic discount factor.

On the firm side, there is a continuum of monopolistically
competitive firms indexed by the variety, i, that they produce. Each
firm has a production function that is linear in labor y,(i) = A,(i) and,
as in Rotemberg (1982), faces a cost of changing prices given by
dip)/p, ;@] .8 The demand function for variety i is given by

y:(i) - [pt_(i)jg, (3)

Y, P

t t

7. We abstract from money by considering the cashless limit of Woodford (1998).

8. Our results are not sensitive to assuming instead the Calvo model of price setting
so long as we do not assume large resource costs of price changes. See Eggertsson and
Singh (2015) for a discussion.
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where Y, is total demand for goods. The firm maximizes expected
discounted profits,

Et Qt t+s t+s (L) (4)

where the period profits are given by

Z,@)=|(1+s)Y,p," B =n,@Y,p,) P -d [px?)jp
t 1 12

We assume that the production subsidy, s, satisfies

-1
1 =
. ( +s) 1

in order to eliminate steady-state production inefficiencies from
monopolistic competition. The household’s optimality conditions are
given by

v () _n (5)
u(C) P
and

1 _ = Et |:l3 U, ( t+1)E~'t+1 H:l :|’ (6)
1+3 u, (C,)E,

where I, = (P,/ P, ;) is gross inflation. The firm’s optimality condition
from price setting is given by

Sy{e—l
g

= E |:Bu ( Hp&;zﬂ)d’(nnl)nhl]

(1+5)u(C,&) —vy(yt,gt)} +u,(C,&,)d (T, , (7)

where we have replaced v, with v, since we focus on a symmetric
equilibrium where all firms charge the same price and produce the
same amount.
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1.2 Government

We assume that there is an output cost of taxation s(7)) as in Barro
(1979).? Real government spending is then given by

F =G +s(T).

The government can issue one-period nominal bonds B, and
purchase a real asset A, with rate of return g,, which we assume
satisfies the Fisher no-arbitrage condition in equilibrium. Furthermore,
we assume that the government does not internalize the rate of return
when optimizing social welfare. That is, the government takes the rate
of return on the asset as given when making its policy decision. The
consolidated flow budget constraint can be written as

B, +PA =(1+i,)B_ +(1+q,)PA, +w(A)+ P (F ~T),

where (A, is a quadratic cost of asset management. We introduce
this quadratic cost as a reduced-form way to capture two phenomena.
First, it captures the fact that managing large amounts of assets
will involve some administration cost. Second, it is a way to model
the relationship that as the scale of the asset purchases increases,
the real return of the asset decreases, as this function reflects a
loss of real resources. As noted in the introduction, a key conclusion
from the numerical experiment we report shortly is that the central
bank’s intervention is “unreasonably” large. One interesting thought
experiment we consider below is to set this cost high enough so as to
rationalize the scale of the balance sheet expansion in some central
banks observed post crisis. We can then ask if the intervention has a
substantial effect in this case.

Next, we define the real value of government debt, inclusive of
interest payments to be paid next period, as b, = (1 +i,) (B,/ P,) and
the value of the real asset inclusive of returns as a, = (1 + q,) A,. We
can then write the budget constraint in real terms as

bt
—+
1+1, 1+gq,

Q,

=b IM'+a  + Y% | (F-T). (8)
t-1" "t at—l W(1+qtj (t t)

9. The function s(T) is assumed to be twice differentiable with derivatives
s'(T)>0ands"(T) > 0.
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We define fiscal policy as the choice of T, F,, b,, and a,. For simplicity,
we abstract from variations in real government spending, so F, =F in
all that follows. Conventional monetary policy is the choice of the
nominal interest rate, i, which is subject to the zero-bound constraint

i, >0. 9
1.3 Private Sector Equilibrium

The goods market clearing condition implies the overall resource
constraint

Y,=C+F, +d<nt>+w(1i} (10)
+

t

We define the private sector equilibrium as a collection of stochastic
process,

{YHS ’ Ct+s ’ bt+s Qg Ht+s ’ iHs ’ T;Jrs } ’

for s = 0 that satisfy equations (5) through (10) for each s = 0, given
a, 1,b, ;,and an exogenous stochastic process for {g,, }. Policy must now
be specified to determine the set of possible equilibria in the model.

2. MARkKOV-PERFECT EQUILIBRIUM

We assume that the government policy is implemented under
discretion so that the government cannot commit to future policy. To do
so, we solve for a Markov perfect equilibrium.1? However, we also assume
that the government is able to commit to paying back the nominal value
of its debt as in Lucas and Stokey (1983). The only way the government
can influence future governments, then, is through the endogenous state
variables that enter the private sector equilibrium conditions.

Define the expectation variables ftE and g tE . The necessary and
sufficient condition for a private sector equilibrium is now as twofold.
First, the variables {Y,, C,, b, a, 11, i, T,} satisfy the following
conditions:

10. See Maskin and Tirole (2001) for a formal definition of the Markov-perfect
Equilibrium.
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b Q, Q,
: =, IT;" F-T
1+it+1+qt T +W(1+qtj+( b v
14i = %G8 s (12)
Bﬁ

Bg’ —SY{ . (1+S)u( %t)—vy(Yt,it)}+uc(Ct,ét)d'(Ht)Ht, (13)

and

K=Q+E+ﬂmﬂwﬂﬁL} (14)
1+gq,

givenb, ;,a, ;and ft ,and g, £ Second, expectations are rational, so that

f;E [ ( t+1’§t+1)l—[:1j| (15)

and

gtE |:Ll, ( t+1’§t+1)d’ (Ht+1)nt+1 :| (16)

Since the government cannot commit to future policy apart from its
choice of the endogenous state variables a, ;and b, 1 the expectations
fF and g/F are only a function of a and §,. That is, the expectation
functions are defined as

24 t’

£F=F"a,b,E,) (17)
and
g’ =8"(a,,b,8), (18)

and we assume that these functions are continuous and differentiable.
The discretionary government’s dynamic programming problem is

V(a,,,b,,,8) =max[U()+BEV(a,b,.E,.,)], (19)

subject to the private sector equilibrium conditions (equations 11-14)
and the expectation functions (equations 17-18), which in equilibrium
satisfy the rational expectations restrictions (equations 15-16). The
period Lagrangian and first-order conditions for this maximization
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problem are outlined in the appendix, along with their linear
approximations.!! A Markov perfect equilibrium can now be defined
as a private sector equilibrium that is a solution to the government
problem defined by equation (19).

Figure 1. Inflation, the Output Gap, and the Short-term
Nominal Interest Rate under Discretion when the
Government’s only Policy Instrument is Open Market
Operations
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11. We assume that the government and private sector move simultaneously.
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3. REsuLTS

Following Eggertsson (2006), we model a benchmark deflation
scenario as a credibility problem. In particular, we assume that the
following three conditions are satisfied: the government’s only policy
instrument is the short-term nominal interest rate; the economy is
subject to a large negative demand shock given by the preference shock
&, and the government cannot commit to future policy. We calibrate this
benchmark with parameter values from Eggertsson and Singh (2015)
that match a 10 percent drop in output and 2 percent drop in inflation.!2

3.1 Optimal Monetary Policy under Commitment

As shown in Eggertsson and Woodford (2003), to increase inflation
expectations in a liquidity trap, the central bank commits to keeping
the nominal interest rate at zero after the natural interest rate
becomes positive again. The consequence of the anticipation of this
policy is that the benchmark deflation and large output gap scenario
are largely avoided. For the particular calibration that we work with
here, deflation and the output gap in the first period of the trap are
—0.65 percent and —5.42 percent, respectively. Figure 3 makes this
comparison clear.

With the benchmark deflation scenario and optimal monetary
commitment in hand, we are now set to conduct numerical experiments
to measure how discretionary fiscal policy with real asset purchases
and/or deficit spending compare to the worst and best case scenarios,
that is, limited discretion and full commitment.

3.2 Deficit Spending as an Additional Policy
Instrument

To discuss optimal discretion under fiscal policy, we must first
calibrate the cost of taxation. We do so by choosing the second derivative
of the cost function, s, so that 5 percent of government spending goes
to tax collection costs. With deficit spending as an additional policy
instrument, the government can commit to future inflation and a
low nominal interest rate by cutting taxes and issuing nominal debt.

12. They parameterize the model using Bayesian methods as in Denes and
Eggertsson (2009) and Denes, Eggertsson, and Gilbukh (2013).



Figure 2. Inflation, the Output Gap, and the Short-term
Nominal Interest Rate under Commitment when the
Government can Only Use Conventional Monetary Policy
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Figure 3. Inflation, the Output Gap, and the Short-term
Nominal Interest Rate under the Benchmark and
Commitment when the Aggregate Demand Shock Lasts
for 10 Periods
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Figure 4. Inflation, the Output Gap, and the Short-term
Nominal Interest Rate under Discretion when the
Government can use both Monetary and Fiscal Policies
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Figure 5. Taxes and Debt under Discretion when the
Government can use Both Monetary and Fiscal Policies
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Nominal debt commits the government to inflation even if it is
discretionary because it creates an incentive for the government to
reduce the real value of its debt and future interest payments. Since
both inflation and taxes are costly, the government will choose a
combination of the two in order to achieve this goal. Figures 4 and 5
summarize this result of Eggertsson (2006) for our parameterization.

The intuition is straightforward. Even with the inability to commit,
the government can stimulate aggregate demand in a liquidity trap by
increasing inflation expectations. To increase inflation expectations,
the government can coordinate monetary and fiscal policies in order
to run budget deficits. Budget deficits increase nominal debt, which
in turn make a higher inflation target credible. Finally, increased
inflation expectations lower the real interest rate and thus stimulate
aggregate demand.



Figure 6. Inflation, the Output Gap, and the Short-term
Nominal Interest Rate under the Benchmark Discretion,
Monetary Commitment, and Fiscal Discretion when the
Aggregate Demand Shock Lasts for 10 Periods
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Figure 7. Taxes and Debt to Output under Fiscal Discretion
when the Aggregate Demand Shock Lasts for 10 Periods
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Figure 6 makes the comparison between the benchmark scenario,
optimal monetary commitment, and discretionary fiscal policy. In the
first period following the shock, the inflation rate and the output gap
are —0.93 percent and —6.79 percent under fiscal discretion, quite close
to their levels under optimal monetary commitment. Lastly, figure 7
shows taxes and the evolution of debt to output when the shocks lasts
for ten periods. Taxes deviate by 60 percent from steady state, while
debt peaks at approximately 35 percent of output.

3.3 Real Asset Purchases and Deficit Spending

We now turn to how the optimal policy under discretion changes
when real asset purchases are used as an additional policy instrument.
Figures 8 and 9 show that when asset management is costless and the
output cost of taxation is calibrated to 5 percent of government spending,
the optimal amount of real asset purchases exceeds 2,000 percent of
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gross domestic product in all contingencies. Although there is a strong
inflation incentive and corresponding output boom due to the large
increase in nominal debt, the required amount of asset purchases to
obtain this response would clearly be infeasible in practice.!3

Perhaps a more interesting question, therefore, is what the model
predicts for inflation and the output gap if we calibrate the asset
management cost so that the optimal amount of real asset purchases
is 80 percent of gross domestic product in the first period of the
recession. We pick this number as a reference point, as it corresponds
approximately to the scale of the Swiss National Bank’s foreign
exchange intervention before it abandoned its peg. Figures 10 and 11
show that when we perform this thought experiment, the effectiveness
of real asset purchases is much more limited. In fact, inflation and
the output gap are only reduced to —1.36 percent and —8.23 percent,
respectively, which is worse than the case with deficit spending as the
only policy instrument. Moreover, as the cost of asset management
gets very large, asset purchases approach zero, and we converge to
the solution under fiscal discretion.*

There are two main takeaways from our results: first, although costless
real asset purchases perform the best at reducing inflation and the output
gap, the required balance sheet size under this scenario is far too large
to be feasible in practice; second, for realistic levels of asset purchases,
a combination of deficit spending and asset purchases does not perform
much better than the worst-case scenario in the numerical example above.
These two points taken together suggest that a combination of fiscal
stimulus and central bank balance sheet policies with more weight on
the fiscal stimulus may be the most practical. We have abstracted from
the ability of the government to increase real government spending in the
example above, but the existing literature suggests that this is another
way in which the discretionary outcome can be improved.

13. Technically, there still is a negligibly small cost of asset management in this
exercise, with ¢ = 1 x 10~7. This is the smallest level of v that induces stationarity in
the equilibrium dynamics. See Schmitt-Grohé and Uribe (2003) for an example of this
in closing small open economy models.

14. This numerical result indicates a nonlinearity that is somewhat interesting,
in that a discretionary government with intermediate costs of administrating the real
assets is better off without the ability to intervene in real assets than with it, as it
limits its ability to commit to future inflation. One possible way of getting around this
issue, which we do not pursue here, is to impose the constraint that the government
cannot have negative asset holdings, in which case the government may still be able to
commit to inflation in the intermediate asset management cost range. The key point,
however, is that in this case commitment arises due to fiscal commitment as opposed
to asset purchases.



Figure 8. Inflation, the Output Gap, and the Short-term
Nominal Interest Rate under Discretion when the
Government can Costlessly Conduct Deficit Spending and
Open Market Operations in Real Assets
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Figure 9. Taxes, Debt to Output, and Asset Purchases under
Discretion when the Government can Costlessly Conduct
Deficit Spending and Open Market Operations in Real Assets
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Figure 10. Inflation, the Output Gap, and the Short-term
Nominal Interest Rate under Discretion when the
Government can Conduct Deficit Spending and Open
Market Operations in Real Assets, with the Cost of Asset
Purchases Calibrated to Match Real Asset Purchases of 80%
of GDP
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Figure 11. Taxes, Debt to Output, and Asset Purchases
under Discretion when the Government can Conduct Deficit
Spending and Open Market Operations in Real Assets, with
the Cost of Asset Purchases Calibrated to Match Real Asset
Purchases of 80% of GDP
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Figure 12. Inflation, the Output Gap, and the Short-term
Nominal Interest Rate under the Benchmark Discretion,
Monetary Commitment, Fiscal Discretion, and Real Asset
Purchases when the Aggregate Demand Shock Lasts for 10
Periods
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Figure 13. Taxes and Debt to Output under Fiscal Discretion
and Calibrated Real Asset Purchases when the Aggregate
Demand Shock Lasts for 10 Periods
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Finally, figures 12 and 13 makes a more precise comparison
between all of the policy scenarios that we have considered above
(that is, benchmark discretion, commitment, fiscal discretion, costless
real asset purchases, and real asset purchases calibrated to match 80
percent of gross domestic product). This confirms that as the cost of
asset management gets sufficiently high, the solution converges to the
case in which the government only uses deficit spending.

4, SENSITIVITY ANALYSIS

Table 1 shows the sensitivity of our results to the size of taxation
costs. The main takeaway is that for any reasonable value of the
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taxation cost, very large increases in real purchases are needed under
full discretion, suggesting a limitation to this policy once more realistic
constraints are added.

Table 1. Varying the Cost of Taxation as a Percentage of
Government Spending

Fiscal discretion Discretion with real assets
Taxation  x (%) y (%) blgdp (%) x (%)  y (%)  blgdp (%)
0.25 -1.61 -9 51.8 -1.78 -9.41 953
0.5 -1.47 -8.58 39.44 -1.85 -9.46 2,414.63
1 -1.31 -8.1 28.76 -1.87 -9.41 5,790.70
2.5 -1.09 -7.37 17.75 -0.99 -6.21 13,074.97
5 -0.94 -6.79 11.81 -0.1 -3.95 2,562.44
7.5 -0.87 -6.52 9.33 -0.05 -3.86 1,390.96
10 -0.83 -6.35 7.82 -0.03 -3.85 979.5
15 -0.78 -6.13 6.02 -0.02 -3.84 609.61

20 -0.75 -6.01 4.93 -0.02 -3.83 461.96
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5. CONCLUSION

This paper takes Bernanke’s no-arbitrage argument to its logical
limit and finds that it implies implausibly large asset purchases in a
Markov perfect equilibrium. One interpretation of this finding is that open
market operations in real assets alone is not sufficient in a liquidity trap,
so instead, fiscal policy may be used in one form or another to support a
reflation at the zero bound. A key abstraction is that the monetary and
fiscal policy objective here corresponds to the utility of the representative
household. It may seem more reasonable that the central bank has
objectives that are different from social welfare—for example, that it
cares greatly about its own balance sheet losses, independently of tax
distortions. If one takes that perspective, however, there is no guarantee
that real asset purchases provide the magic bullet to escape a liquidity
trap, for reasons first articulated by Paul Samuelson in the context of the
Great Depression. He argues that during the Great Depression the Fed
was a “prisoner of its own independence” and paralyzed from taking any
action for fear that they may imply balance sheet losses.!?

An alternative explanation for the relative ineffectiveness of
monetary policy post-2008 in guaranteeing inflation at or above target
is that central banks never explicitly committed to an inflationary
policy. While one reason central banks refrained from doing so was the
high perceived cost of inflation, another was that many of them thought
a reflationary program by a central bank would not be credible. The
precrisis consensus was that this objection was not relevant because
the central bank had the ability to print an unlimited amount of money
and buy whatever assets it wanted. The numerical experiments here
suggest that governments may face some constraints in practice, due
to the scale needed to generate that commitment.

We do not wish to interpret this as suggesting that monetary
policy is impotent at the zero bound, however. Rather, central banks
need to more explicitly inflate, and they may need some fiscal backing
to achieve their objective. This could come from direct government
spending, fiscal transfers, and debt accumulation, together with, or
perhaps in addition to, some additional institutional reforms that
coordinate monetary and fiscal policy. Exploring how this coordination
may take place in practice is likely to be a fertile ground for future
research (see for example, Turner 2015).

15. See Mayer (1993) p.6.
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APPENDIX

A.1 Functional forms

We make the following functional form assumptions:

o=zt O -
1-—
()
v(h@, 9 =250
wG.o=e6" S
1-—
(e}

3= h);

d(I1) = d(I1 -1)*
v(a)= —a

The discount factor shock, &, equals one in steady state, and we
scale hours such that Y = 1 in steady-state, too. This implies that
1+<p
o(Y,E) = —ng x
1+¢
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A.2 Calibration

Table Al. Model parameters

Parameter Value
a 0.7871
B 0.9970
o 1/1.29
€ 13.6012
¢ 1.7415
d" 5776.7
K 0.0072
F 0.30
T 0.30
G 0.25
s, 0.3333
P,y 0.0000362

Table A2. ZLLB Experiment

Parameter Value
re ~0.0136
v 0.1393

A.3 Non-Linear Markov-Perfect Equilibrium

Formulate the Lagrangian:

L =u(C,g)+ g(F —3(7;)) -0(Y,)+BEV(a,b,E,,)

b, q, . q,
+¢u {m’i_l_i_qt _bt—lnzl —a, _W(1+qtj_(F_Tt):|

w4, [W ) u(,,(ct,apj

1+,

+y, {BgtE —eY, {87_1(1 +5)u,(C.5,) - 5y(Yp§t)} - uc(Ct,ét)d'(nt)Tct}
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1+

a
+Q,, |:Yt - Ct -F- \V(—tJ = d(TCt):|
t
+my, (f;E - fE(apbpét))
+n2t (gtE - gE(atyb”‘it))
+7,, (it —O).
First-order conditions:

T, - ¢1t [bHTc;Z] - ¢3t [und”nt + ucd,] - ¢4td';

t

- e—1 - -
Y, :=0, — by, [s[ (1+s)ucj—athyy —svy}—d)‘u;

€

i1 —0, [bt (1+1, )71 +¢,, [ue (1+1, )71 Y,

e—1

Ct U, - ¢2t |:ucc (1 + it )71:| - ¢3t |:8Yt (1 + S)ucc + uccd'nt :| - ¢4t 5

€

Tt ‘86 (—S,(Tt))+ ¢1t ;

Q,: BEz‘/a(az?bt’EJHl) + ¢1t |:(1 +a, )71 - \V, [1 ‘C:tq ]:l ;

’ Qa - —_
- ¢4:\V {ﬁ] - nltfaE - nZtgf

b: : BEtVb(at’bt"%m) + ¢1t |:(1 + it )71:| - nlt}TbE - n2t§bE ;
sz B, + Ny,

gtE : B¢3t + n2t °
Complementary slackness condition:

v, <0, >0, y,i=0.
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Benveniste-Scheinkman conditions:

‘/a (az—l > bz—1 ’ iz) = _(I)lt >
‘/b(at—l’bt—l aéz) = 1tn;1‘

A.4 Steady State

We linearize around an inefficient steady state with positive output
cost of taxation, so that

b =g, (s (D)

Although we linearize around an inefficient steady-state, to simplify we
still assume an appropriate production subsidy, as well as no resource
loss from price adjustments, which requires

dIn =0

so that

Y=C+PF.

This requires that we linearize around a zero-inflation steady state,
m=1,
which implies

d'Im =0.

Furthermore, we assume that @ =b = 0 in steady-state, so that from
the first-order condition with respect to m,

¢, =0.
We assume that the production subsidy satisfies

87_1(1_‘_3):1’
€
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Also, we linearize around a steady state with positive interest
rates, so

1+i=l,

which implies

$4,=0
Using d'(IT) = 0 and the first-order condition for x,,
6, =0,

which implies from the first-order conditions for Y, and C,

¢5 = y uc ‘

<
1l

The first-order conditions with respect to the expectation variables
imply
n,=n, =0,
so that we do not need to know the derivatives of the unknown
functions.
A.5 Linear Approximation

A.5.1 Private Sector Equilibrium Conditions

We approximate the equilibrium conditions around an inefficient
non-stochastic steady state with zero inflation, 1 +i=1+q = p~1, and
a =b = 0. We also normalize steady-state output to Y = 1.

t

Linearizing the resource constraintY, = C, + F' + d(I1,) + y [IG—J gives
+q

t
A~ —

Y =CC, (20)
-C

where CA’t =t
C



Bernanke’s No-Arbitrage Argument Revisited 99
Linearizing the price-setting optimality condition gives
ud'm, +8L_LCCEC —€v, Y svyéE_,t + &l E_, Bu,d'Em,.,,

which can be simplified by making use of the linearized resource
constraint

n, =BE,r,,, +xY, (21)
glo+oc
where k = %

Linearizing the Euler equation gives

u,CC, + U8 =g, + u,CE, CHl

+ ucéEtéHl - u’cEtﬂ:

t+17

which can be simplified by making use of the linearized resource
constraint,

Y,=EY,, -o(i,-En, i) (22)

t i+l tt+1

where 7 = CE [E g, —¢ J and 6 =——-=&C.

Imposing the Fisher arbitrage relation as an equilibrium condition
and linearizing gives

q, =1, —-En (23)

tiTt+1t

Linearizing the government budget constraint,

b+a,=p"b, +pa,, —pTT, (24)

S~

where Tt = L
T

Lastly, linearizing the expectation functions gives

ff=-c'EY, +EE

tT i+l

z+1_ Tl (25)

&' =d'En,,,. (26)
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A.5.2 Markov-Perfect FOCs

_ In steady state, all Lagrange multipliers besides 61 =g,s and
¢, =0, =u, are equal to zero. Linearizing each FOC in the order given
above and using appropriate functional form assumptions,

m, :gGs'bH - d”&)m -dmn
Yt : ¢YA; - S(MA).% - (i)u;
i, B8, + By, + 7,5

Ct : YA: - Gét - B(T)zt - 8&)3: + G(IA)M;

sTC s T
7; :_( GG S \]T (I)lt)
. . g.s +1 }TGE gk
a, :_Ezd)ltﬂ +6, —q, - vB > 7y + g ¢3z;
G ¢S 865

. . £ gk .
. v b
bt . _Et¢1t+1 + ¢1t L + Ethl " ¢2z + v ¢3t .
8¢S 8¢S
Guess solutions for all variables at positive interest rates as a

linear function of @, ;, b, ;, and 7. Expectations will take the form

fE=-c'EY, +EE

Yoo + B, ~Em,., =1 a, +£"b +£"7;
gf=d'En,, =g"a, +3'b + 8"

Under the assumptions about the shock process, é,t, we have
EE, =01-vE

and

=98,

where y is the probability of remaining at the ZLB. Note that when
the ZLB no longer binds, 7 = 0.
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A.6 Optimal Policy Commitment

Formulate the Lagrangian:
L= Etiﬁt{u(Ct,%‘;t) +g(F -s(T))-i(Y))
¥ (C.¢E)

+¢1t [Bu ( t+l7ét+1)n;}l - 1
+L[
+¢2t(ﬁu< B N R TGRSR A

u.(C,,¢§, )d'(ﬂt)ﬂtj
+¢,, (Y, -C, - F —d(n,))

+74, (it - 0).
First-order conditions:

T, _¢1H [ucnf] - ¢2t [ucd”nt + ucd,] - ¢2H [ucd”nt + ucd,] - ¢3td';
- e—1 ~ ~
0, — by, {a( - (1 + s)ucj -&eYD, - avj} +0,;
it : d)lt |:uc (1 + it )72j| + Yo

=0 [ (L) |+ 0y, m)

— by, {aYt 88;1(1 +s)u, +u.dm, } +dy, [u, dm]- b,
Complementary slackness condition:
7, <0, 7,20, v,i=0.
A.7 Linear Approximation

In steady state, all Lagrange multipliers besides ¢, = U, =u, are
equal to zero. Linearizing each FOC in the order given above and using
approAprlate functional form assumptlons

by —d by ~dby -
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Yt : ¢Yz - S(I)(T)zz - &)St;
it : BZ&\)H + ',}\,1!;

C: ?t - Gé.’[ - B(T)u + &’1%1 - Sa)zt + G&)i%t'
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MEASURING THE EFFECTS OF
UNCONVENTIONAL MONETARY PoOLICY ON
ASSET PRICES

Eric T. Swanson
University of California, Irvine

On 16 December 2008, the U.S. Federal Reserve’s Federal Open
Market Committee (FOMC) lowered the federal funds rate—its
traditional monetary policy instrument—to essentially zero in response
to the most severe U.S. financial crisis since the Great Depression.
Because U.S. currency carries an interest rate of zero, it is essentially
impossible for the FOMC to target a value for the federal funds rate
that is substantially less than zero. Faced with this zero lower bound
(ZLB) constraint, the FOMC subsequently began to pursue alternative,
“unconventional” monetary policies, with particular emphasis on
forward guidance and large-scale asset purchases (defined below). In
this paper, I propose a new method to identify and estimate the effects
of these two main types of unconventional monetary policy.

Understanding the effects of unconventional monetary policy is an
important topic for both policymakers and researchers. Many central
banks around the world have found themselves constrained by the zero
lower bound on short-term nominal interest rates. Central banks faced
with this constraint must pursue unconventional monetary policy if they
wish to affect financial markets and/or the economy. Understanding
the effects of different types of unconventional monetary policy, then,
allows policymakers and researchers to better understand the efficacy,
strengths, and weaknesses of the various alternatives.

I thank Mike Woodford for encouraging me to write this paper, and Sofia Bauducco,
Joe Gagnon, Don Kim, and Matt Roberts-Sklar for helpful discussions, comments, and
suggestions. The views expressed in this paper are my own and do not necessarily reflect
the views of the individuals or groups listed above. The Central Bank of Chile provided
financial support for this project.

Monetary Policy through Asset Markets: Lessons from Unconventional Measures

and Implications for an Integrated World, edited by Elias Albagli, Diego Saravia, and
Michael Woodford, Santiago, Chile. © 2016 Central Bank of Chile.
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The effectiveness of unconventional monetary policy is also an
important determinant of the costs of the zero lower bound constraint.
If unconventional monetary policy is relatively ineffective, then the
ZLB constraint is more costly, and policymakers should go to greater
lengths to prevent hitting the ZLB in the first place—such as by
choosing a higher target rate of inflation, as advocated by several
authors.! On the other hand, if unconventional monetary policy is very
effective, then the ZLB constraint is much less costly and policymakers
do not need to take such drastic action to avoid hitting it in the future.

In the present paper, I focus on measuring the effects of forward
guidance and large-scale asset purchases in particular, since those
were the two types of unconventional monetary policy used most
extensively by the Federal Reserve during the recent U.S. ZLB period.
The term forward guidance refers to communication by the FOMC
about the likely future path of the federal funds rate over the next
several quarters or years. Large-scale asset purchases (or LSAPs)
refers to purchases by the Federal Reserve of hundreds of billions of
dollars’ worth of longer-term assets, such as long-term U.S. Treasury
securities and mortgage-backed securities. The goals of both policies
was to lower longer-term U.S. interest rates using methods other than
changes in the current federal funds rate. Both types of unconventional
monetary policy were used extensively by the Federal Reserve, as can
be seen in table 1. In addition to the major unconventional monetary
policy announcements listed in table 1, there was incremental news
about these policies that was released to financial markets at almost
every FOMC meeting, such as updates that a policy was ongoing, was
likely to be continued, or might be adjusted.

A major challenge in identifying and estimating the effects of
the unconventional monetary policy announcements by the FOMC is
determining the size and type of each announcement. For example,
many of the statements in table 1 were at least partially anticipated
by financial markets prior to their official release. Because financial
markets are forward-looking, the anticipated component of each
announcement should not have any effect on asset prices; only the
unanticipated component should be news to financial markets and
have an effect. But determining the size of the unexpected component

1. For example, Summers (1991); Blanchard, Dell’Ariccia, and Mauro (2010); Ball
(2014). See also Blanchard, as quoted by Bob Davis, “Q&A: IMF’s Blanchard Thinks
the Unthinkable,” Wall Street Journal, 11 February 2010, Real Time Economics blog.
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of each announcement in table 1 is very difficult, because there are
no good data on what financial markets expected the outcome of each

FOMC announcement to be.2

Table 1. Major Unconventional Monetary Policy
Announcements by the Federal Reserve, 2009-2015

FOMC announces it expects to keep the federal funds rate between
March 18, 0 and 25 basis points (bp) for “an extended period”, and that it
2009 will purchase $750B of mortgage-backed securities, $300B of
longer-term Treasuries, and $100B of agency debt (a.k.a. “QE1”)

November 3, FOMC announces it will purchase an additional $600B of longer-

2010 term Treasuries (a.k.a. “QE2”)
August 9, FOMC announces it expects to keep the federal funds rate between
2011 0 and 25 bp “at least through mid-2013”

September 21,

FOMC announces it will sell $400B of short-term Treasuries and

2011 use the proceeds to buy $400B of long-term Treasuries (a.k.a.

“Operation Twist”)

January 25, FOMC announces it expects to keep the federal funds rate between

2012 0 and 25 bp “at least through late 2014”

FOMC announces it expects to keep the federal funds rate
September 13, between 0 and 25 bp “at least through mid-2015”, and that it
2012 will purchase $40B of mortgage-backed securities per month for

the indefinite future

FOMC announces it will purchase $45B of longer-term Treasuries
December 12. PeT month for the indefinite future, and that it expects to keep

2012

expectations remain subdued

the federal funds rate between 0 and 25 bp at least as long as
the unemployment rate remains above 6.5 percent and inflation

December 18, FOMC announces it will start to taper its purchases of longer-

2013 and $35B per month, respectively

term Treasuries and mortgage-backed securities to paces of $40B

December 17, FOMC announces that “it can be patient in beginning to normalize

2014 the stance of monetary policy”

2. In contrast, for conventional monetary policy—changes in the federal funds
rate—federal funds futures and other short-term financial market instruments provide
very good measures of market expectations leading up to each announcement. See

Kuttner (2001) and Giirkaynak, Sack, and Swanson (2005, 2007).
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A closely related issue is that the FOMC can sometimes surprise
markets through its inaction rather than its actions. For example, on 18
September 2013, financial markets widely expected the FOMC to begin
tapering its LSAPs, but the FOMC decided not to do so, surprising
markets and leading to a large effect on asset prices despite the fact
that no action was announced.® This implies that even dates not listed
in table 1 could have produced a significant surprise in financial
markets and led to large effects on asset prices and the economy.

Determining the type of any given announcement—forward
guidance versus LSAP—can also be very difficult. For example, many
announcements in table 1 clearly contain significant news about both
types of policies, which makes disentangling the news on those dates
challenging. Even in the case of a seemingly clear-cut announcement,
both types of policies may be at work: in particular, several authors
argue that LSAPs affect the economy by changing financial market
expectations about the future path of the federal funds rate (for example,
Woodford, 2012; Bauer and Rudebusch, 2014). To the extent that this
channel is operative, even a pure LSAP announcement would have
important forward guidance implications. This makes disentangling
the two types of policies even more difficult than it might at first seem.

In this paper, I address these problems by adapting the methods
of Giirkaynak, Sack, and Swanson (2005, henceforth GSS) to the
zero lower bound period in the United States, from 2009 to 2015.
The problem GSS faced was similar to the problem I face here, in
that they were interested in separately identifying the effects of two
dimensions of monetary policy: changes in the current federal funds
rate versus changes in FOMC forward guidance. In the zero lower
bound environment I consider here, there are also two dimensions of
monetary policy: changes in forward guidance and LSAPs. Changes
in the current federal funds rate are not a significant component of
monetary policy during this period because of the zero lower bound
constraint on the funds rate.

Following GSS, I look at how financial markets responded in a
thirty-minute window bracketing each FOMC announcement between
2009 and 2015, and compute the first two principal components of those

3. For example, in an article entitled “No Taper Shocks Wall Street,” the Wall
Street Journal reported that “Bernanke had a free pass to begin that tapering process
and chose not to follow [through]. .. The Fed had the market precisely where it needed
to be. The delay today has the effect of raising the benchmark to tapering” (Steven
Rusolillo, “No Taper Shocks Wall Street: Fed ‘Running Scared’,” Wall Street Journal,
18 September 2013, MoneyBeat).
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asset price responses. The idea is that forward guidance and LSAPs were
by far the two most important components of FOMC announcements
for financial markets, so their effects should be well captured by the
first two principal components of the asset price responses. I then
search over all possible rotations of these two principal components to
find the specification in which one of the two factors has the clearest
interpretation as a forward guidance factor, using the estimated effect
of forward guidance from the pre-ZLB period (computed exactly as in
GSS) as the benchmark for what the effects of forward guidance should
look like. The remaining, orthogonal factor can then be interpreted as the
second main dimension of monetary policy during this period. I interpret
this second factor as measuring the FOMC LSAP announcements and
present evidence that supports this interpretation. For example, I plot
both of these factors—forward guidance and LSAPs—over time and show
that they fit identifiable features of major FOMC announcements over
the period quite well. In this way, I separately identify the size of the
forward guidance and LSAP component of every FOMC announcement
between January 2009 and June 2015.

Once the FOMC forward guidance and LSAP announcements are
identified, it is then straightforward to estimate the effects of each type
of announcement on the high-frequency response of different types of
asset prices around those announcements.

The remainder of the paper proceeds as follows. Section 1 reviews
the analytical methods of GSS, shows how to adapt them to the
recent ZLB period, and describes the data. In section 2, I perform the
principal component analysis and rotate the factors as described above.
I plot the estimated factors over time and discuss their relationship
to identifiable features of major announcements by the FOMC over
the ZLB period, showing that my estimates of forward guidance and
LSAP announcements seem to be well identified and informative. In
section 3, I estimate the effects of these announcements on Treasury
yields, stock prices, exchange rates, and corporate bond yields and
spreads. In section 5, I discuss the implications of my findings for
monetary policy going forward.

1. METHODS AND DATA

My methods in the present paper consist of two main steps. First, I
extend the analysis of Giirkaynak, Sack, and Swanson (2005) through
16 December 2008, which was the last time the FOMC announced a
change in the federal funds rate target. (After that date, the federal
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funds rate was essentially at a level of zero, and the FOMC was unable
or unwilling to lower it any further.) This allows me to identify and
estimate the effects of changes in the federal funds rate and changes
in forward guidance in normal times, before the ZLB began to bind.*
Second, I adapt the methods of GSS to the ZLB period from January
2009 through June 2015, during which the FOMC never changed the
current federal funds rate target but made multiple unconventional
monetary policy announcements involving forward guidance and
large-scale asset purchases, as noted in table 1. I thus use the GSS
methods, applied to the ZLB sample, to identify and estimate the effects
of forward guidance and LSAPs during this later period.

I extend the GSS dataset through June 2015 using data obtained
from staff at the Federal Reserve Board. The combined dataset includes
the date of each FOMC announcement from July 1991 through June
2015, together with the change in a number of asset prices in a thirty-
minute window bracketing each announcement.? The asset prices
include federal funds futures rates (contracts with expiration at the
end of the current month and each of the next five months), Eurodollar
futures rates (contracts with expiration near the end of the current
quarter and each of the next seven quarters), Treasury bond yields
(for the three-month, six-month, and two-, five-, ten-, and thirty- year
maturities), the stock market (as measured by the S&P 500), and the
U.S. dollar-yen and dollar-euro exchange rates.

To replicate the GSS analysis over the pre-ZLB period, I focus on
the responses of the first and third federal funds futures contracts,
the second, third, and fourth Eurodollar futures contracts, and the
two-, five-, and ten-year Treasury yields to each FOMC announcement
from July 1991 through December 2008. The two federal funds futures
contracts can be scaled so as to provide good estimates of the market

4. My results are very similar if I end the sample in December 2004, as GSS did,
or in December 2007.

5. The window begins 10 minutes before the FOMC announcement and ends 20
minutes after the FOMC announcement. The data set also includes the dates and
times of FOMC announcements and some intraday asset price responses going back
to January 1990, but the data for Treasury yield responses begin in July 1991, and
those data are an important part of my analysis. Also, as is standard in the literature,
I exclude the FOMC announcement on 17 September 2001, which took place after
financial markets had been closed for several days following the 11 September terrorist
attacks. I also include the Federal Reserve Board’s announcement on 25 November
2008 that it would begin purchasing mortgage-backed securities and GSE debt (the
beginning of “QE1”)—although this announcement was not made by the FOMC itself,
all subsequent asset purchase announcements were made by the FOMC, so I include
it with those others. However, including or excluding this announcement does not
noticeably affect any of my results.
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expectation of what the federal funds rate will be after the current and
next FOMC meetings (see GSS, 2005, for details). The second through
fourth Eurodollar futures contracts provide information about the
market expectation of the path of the federal funds rate over the horizon
from about four months to one year ahead.® The two-, five-, and ten-year
Treasury yields provide information about interest rate expectations
and risk premiums over longer horizons, about one to ten years.

These asset price responses to FOMC announcements can be
written as a matrix X, with rows of X corresponding to FOMC
announcements and columns of X corresponding to different futures
rates and Treasury yields. Since there are 159 FOMC announcements
from July 1991 through December 2008, and I focus on eight asset
price responses, the matrix X has dimensions 159 x 8.

Asin GSS, I use principal component analysis to estimate the two
factors that make the most important contribution to the variation in
X. The idea is that the asset price responses in X are well described
by a factor model,

X =FA +¢, (1

where F is a 159 x 2 matrix containing two factors, Ais a 2 x 8 matrix
of loadings of the asset price responses on the two factors, and ¢ is
a 159 x 8 matrix of white noise residuals. Letting F denote the first
two principal components of X, the two columns of F represent the
two components of the FOMC announcements that have had the
greatest impact on the assets in X over the period from July 1991 to
December 2008.

6. The reason for focusing on some rather than all of the possible futures contract
rates in the data set is to avoid overlapping contracts as much as possible, since they
are highly correlated for technical rather than policy-related reasons. When I conduct
the principal components analysis of the data below, futures contracts that are highly
correlated will tend to show up as a common factor, which would not be interesting if the
correlation was generated by overlapping contracts rather than by the way monetary
policy is conducted. For example, FOMC announcements are generally spaced six to
eight weeks apart, so there is essentially no gain to including the second federal funds
futures contract in addition to the first—the second contract is very highly correlated
with the first federal funds futures contract, once the latter contract has been scaled
to represent the outcome of the current FOMC meeting. Similarly, including the first
Eurodollar futures contract would provide essentially no additional information beyond
the first and third federal funds futures contracts. I follow GSS and switch from federal
funds futures to Eurodollar futures contracts at a horizon of about two quarters because
Eurodollar futures were much more liquid over this sample than longer-maturity federal
funds futures, and they are thus likely to provide a better measure of financial market
expectations at those longer horizons (see Giirkaynak, Sack, and Swanson, 2007).
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Although the first two principal components of X explain a maximal
fraction of the variation in X, they are only a statistical decomposition
and typically do not have a structural interpretation. To associate
one column of F with changes in the federal funds rate and the other
column with changes in forward guidance—which is a structural
interpretation—it is necessary to transform the factor matrix F so
that it fits this interpretation.

Given this goal, if F and A characterize the data X in equation (1),
and U is any 2 x 2 orthogonal matrix, then the matrix F =FU and
loadings A = U'A represent an alternative factor model that fits the
data X exactly as well as F and U, in the sense that it produces exactly
the same residuals € in equation (1).7 Ideally, the two columns of F
would correspond to changes in the federal funds rate and changes
in the FOMC forward guidance, as mentioned above. Although the
first two principal components of X do not in general have this
interpretation, it is possible to choose a rotation matrix U such that
the rotated factors F do have such an interpretation. In particular, it is
possible to choose U such that if f, and £, are the two columns of F, then
£, has no effect on the current federal funds rate.® This implies that all
of the variation in the current federal funds rate (up to the white noise
residuals €) in response to FOMC announcements is due to changes in
the first factor, fl The factor fl can thus be interpreted as the surprise
component of the FOMC change in the federal funds rate target. The
second factor, fz, then corresponds to all of the other information in the
FOMC announcements, above and beyond the surprise change in the
funds rate, that changed financial market expectations about the future
path of the funds rate. Thus f can be thought of as forward guidance
by the FOMC.? As GSS show, the second factor fz, identified in this way,
corresponds closely to important changes in the FOMC statements
about the outlook for the future path of monetary policy, supporting
the interpretation of fz as the change in the FOMC forward guidance.

I next adapt this methodology to the zero lower bound period in
the United States, from January 2009 to June 2015. As in GSS and

7. The scale of F and A are also indeterminate: if £ is any scalar, then 2F and A/k
also fit the data X exactly as well as F and A. Traditionally, the scale of F is normalized
so that each column has unit variance.

8. In other words, }\21 =0, where 7» denotes the (7, j)th element of A, so the current-
month federal funds futures contract is not_affected by changes in the second factor.

9. GSS called f1 the target factor and ]; the path factor, because it relates to the
future path of the federal funds rate, but the latter is now typically referred to as forward
guidance.
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discussed above, I create a data matrix X with rows corresponding
to FOMC announcements between January 2009 and June 2015 and
columns corresponding to the responses of different futures rates
and bond yields in a narrow, thirty-minute window bracketing each
announcement. However, I exclude the first and third federal funds
futures contracts and the second Eurodollar futures contract from the
analysis, because those contracts have such short maturities that they
essentially do not respond to news in the ZLB period.!? The matrix
X that I construct for the ZLB sample thus has dimensions 52 x 5,
corresponding to the 52 FOMC announcements over this period, and
five different asset price responses: the third and fourth Eurodollar
futures contracts and the two-, five-, and ten-year Treasury yields.
As in GSS and discussed above, I extract the first two principal
components from the matrix X. These are the two features of FOMC
announcements between 2009 and mid-2015 that moved the five yields
listed above the most. As before, these two principal components do not
have a structural interpretation in general. Let F?® denote the 52 x 2
matrix of principal components, let U be a 2 x 2 orthogonal matrix, let
F2 = F2U, and let /7> and f7® denote the first and second columns
of F#%_ 1 search over all possible rotation matrices U to find the one
where the first rotated factor fflb is as close as possible (in terms of
its asset price effects) to the forward guidance factor f, estimated
previously (over the 1991-2008 sample).!! The identifying assumption
is thus that the effect of forward guidance on medium- and longer-term
interest rates during the ZLB period is about the same as it was during
the pre-ZLB period from 1991-2008. The remaining factor, £7®, then
corresponds to the component of FOMC announcements, above and
beyond changes in forward guidance, that have the biggest effect on
medium- and longer-term interest rates. It is natural to interpret this
second factor as corresponding to FOMC large-scale asset purchases.
The crucial assumption underlying this identification is that
forward guidance has essentially the same effects on medium- and

10. The first and third federal funds futures contracts correspond to federal funds
rate expectations over the next one and three months, respectively, and the second
Eurodollar futures contract corresponds to funds rate expectations from about three to
six months ahead. As shown by Swanson and Williams (2014), interest rates at these
short maturities essentially stopped responding systematically to news from 2009 to
2012 (the end of their sample), and this remains true through about mid-2015.

11. In other words, I choose the rotation matrix U that matches the factor loadings
2zlb zlb jzlb el and }»15 t0 Ay » Ags » Mg » Ay , and Ay as closely as possible, in the sense
0f minimum Euchdean distance.
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longer-term interest rates before and after the ZLB. This assumption
is subject to debate, but it provides a natural starting point for my
analysis and in fact seems to work very well, as I show below. Thus,
for every FOMC announcement from January 2009 through June
2015, I can separately identify the forward guidance component and
the LSAP component of that announcement. Once I have separately
identified the two components, it is straightforward to estimate the
effects of each component on asset prices using ordinary least squares
regressions.

2. THE FOMC ForwARD GUIDANCE AND LSAP
ANNOUNCEMENTS

I now report the results of these methods applied to the pre-ZLB
and ZLB periods.

2.1 Federal Funds Rate and Forward Guidance Factors
before the Z1LB

Table 2 reports the rotated loading matrices A from the
estimation procedure described above. The first two rows report
results for the pre-ZLB period, July 1991 to December 2008. Each
factor, fl and ]52, is normalized to have a unit standard deviation over
this sample, so the coefficients in the table are in units of basis points
per standard-deviation change in the monetary policy instrument.
A one-standard-deviation increase in the federal funds rate over
this period is estimated to cause the current federal funds rate to
rise by about 8.6 basis points, the expected federal funds rate at
the next FOMC meeting to rise about 6.2 basis points, the second
through fourth Eurodollar futures rates to rise by 5.9, 5.6, and 4.8
basis points, respectively, and the two-, five-, and ten-year Treasury
yields to increase by 3.8, 1.9, and 0.7 basis points, respectively. The
effects of a surprise change in the federal funds rate are thus largest
at the short end of the yield curve and die off monotonically as the
maturity of the interest rate increases.
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Table 2. Estimated Effects of Conventional and
Unconventional Monetary Policy Announcements on
Interest Rates before and after Dec. 2008

MP1 MP2 ED2 ED3 ED4 2y Tr.5y Tr. 10y Tr.

July 1991-Dec. 2008:

(1) change in federal g 5 o5 58 559 481 379 1.91 0.68
funds rate

(2) change in forward
guidance

Jan. 2009-June 2015:

0 1.18 4.23 542 6.12 5.08 5.2 4.02

(3) change in forward 348 415 333 424 2.35
guidance

(4) change in LSAPs - - - -0.73 -0.99 -1.27 -4.9 -7.46

memo:

(5) row 3, rescaled - - - 468 6.11 4.89 6.24 3.45

Coefficients in the table correspond to elements of the loading matrix A from equation (1), in basis points per
standard deviation change in the monetary policy instrument (except for row 5, which is rescaled).MP1 and MP2
denote scaled changes in the first and third federal funds futures contracts, respectively; ED2, ED3, and ED4
denote changes in the second through fourth Eurodollar futures contracts; and 2y, 5y, and10y Tr. denote changes in
2-, 5-, and 10-year Treasury yields. See text for details.

The effects of forward guidance, in the second row, are quite
different. By construction, a shock to the forward guidance factor
has no effect on the current federal funds rate. At longer maturities,
however, the forward guidance factor’s effects increase, peaking at
a horizon of about one year, and then dying off slightly for longer
maturities. Thus, changes in forward guidance have a roughly hump-
shaped effect on the yield curve. For longer-term yields, such as the
five- and ten-year yields, changes in forward guidance are a far more
important source of variation than are changes in the federal funds
rate, as originally emphasized by GSS.

2.2 Forward Guidance and LSAP Factors during the
ZLB Period

The third and fourth rows of table 2 report the rotated loadings A
for the ZLB period from January 2009 through June 2015. The third
row reports the effects of a one-standard-deviation change in forward
guidance on the third and fourth Eurodollar futures contract and the
two-, five-, and ten-year Treasury yields, respectively. By construction,
these coefficients match those in the second row as closely as possible,
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up to a constant scale factor, so the effect of forward guidance is hump-
shaped with a peak at intermediate horizons of about one year. For
reference, the fifth row of table 2 rescales the coefficients in row 3 so
that their correspondence to the second row can be seen more easily.

The fourth row reports the effects of a one-standard-deviation
increase in FOMC asset purchases. I normalize the sign of this factor
so that an increase in purchases causes interest rates to fall. The
effect on yields is relatively small at short and medium horizons, but
increases steadily with maturity—exactly the opposite of changes in
the current federal funds rate. At a horizon of one year, the effect of
LSAPs is only about 1.0 basis point, but for the ten-year Treasury
yield, the effect is more than seven times larger, about 7.5 basis points.

2.3 Correspondence of Factors to Notable FOMC
Announcements

In the figure, I plot the time series of estimated values of the
forward guidance and LSAP factors for each FOMC announcement
from January 2009 to June 2015. The dashed line depicts the forward
guidance factor, and the solid line the LSAP factor. To make the
interpretation of the LSAP factor more intuitive, I scale it by —1 in the
figure, so that an increase in LSAPs appears as a negative value; this
sign convention implies that positive values in the figure correspond
to monetary policy tightenings and negative values to monetary policy
easings. The figure also contains brief annotations that help to explain
some of the larger observations in the figure.

The largest and most striking observation in the figure is the negative
5.5-standard-deviation LSAP announcement on 18 March 2009, near
the beginning of the ZLB sample. This observation corresponds to the
announcement of the first LSAP program, often referred to as QE1 in the
press.!? The key elements of this program are listed in table 1, and the
announcement seems to have been a major surprise to financial markets,
given the huge estimated size of the factor on that date. My identification
procedure for forward guidance versus LSAP announcements described
above attributes the effects of this announcement to the LSAP factor.

12. The QE1 program began on 25 November 2008, when the Federal Reserve
Board announced that it would purchase $600 billion of mortgage-backed securities and
$100 billion of debt issued by the mortgage-related government-sponsored enterprises.
The term QE1 typically refers to both this earlier program and the huge expansion of
that program announced on 18 March 2009.
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Given that this FOMC announcement placed such a large emphasis
on asset purchases, my identification seems to be working well so far.

The subsequent QE2 program, described in table 1, does not show
up as a major event in the figure, perhaps because it was anticipated by
financial markets in advance. Looking at the figure around 3 November
2010, the announcement date of the program, there is essentially no
estimated effect, because the interest rates included in the estimation
responded very little to the announcement. Thus, even though the QE2
announcement was roughly half as large as the earlier QE1 announcement
in terms of the quantity of purchases, the surprise component of that
announcement appears to have been dramatically smaller.

The next major event in the figure is the negative three-standard-
deviation forward guidance announcement on 23 September 2009. On
this date, the FOMC stated that it would extend its asset purchase
program for an additional three months, through the first quarter
of 2010 rather than the fourth quarter of 2009. From the text of the
FOMC statement alone, it is unclear whether the announcement
should be regarded as forward guidance or LSAPs, or both. However, my
identification characterizes this announcement as forward guidance,
based on the way financial markets responded (that is, shorter-term
interest rates responded more than longer-term interest rates).

Figure. Estimated Forward Guidance and LSAPF Actors,
2009-2015

"taper tantrum"

| "mid-2013" "Operation
] Twist" FOMC decidesA |

| , t to tape
FOMC extends LSAP end date notto ap(-’r
4 from 2009Q4 to 2010Q1 FOMC "patient"
- in raising rates
5 FOMC signals caution
in raising rates
"OEI"
-6 Q
Estimated forward guidance factor ~ — Estimated LSAP factor

Standard Deviations
)

Plot of estimated forward guidance (dashed line) and LSAP (solid line) factors, f 2t and 7 26, overtime. Notable
FOMC announcements are labeled in the figure for reference. The LSAP factor is multiplied by -1 in the figure so
that positive values in the figure correspond to interest rate increases. See text for details.
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By late 2009, the U.S. economy was beginning to recover, and financial
markets expected the FOMC to begin raising the federal funds rate
in just a few quarters (Swanson and Williams, 2014), but not until a
few meetings after completing its asset purchase program. Thus, an
extension of the end date of the LSAP program was taken by markets
to imply a correspondingly later liftoff date for the federal funds rate.

Another interesting date in the figure is 9 August 2011. That
announcement marked the first time the FOMC gave explicit (rather
than implicit) forward guidance about the likely path of the federal funds
rate over the next several quarters. In that announcement, described in
table 1, the FOMC stated that it expected the current (essentially zero)
level of the federal funds rate to be appropriate “at least through mid-
2013,” a date almost two years in the future. Reassuringly, I estimate
the announcement on this date as a negative two-standard-deviation
surprise in forward guidance, with essentially no LSAP component.

The next FOMC announcement, on 21 September 2011,
corresponds to Operation Twist, a program in which the FOMC sold
about $400 billion of short-term Treasury securities in its portfolio and
used the proceeds to purchase a like quantity of long-term Treasuries.
As shown in the figure, this announcement is estimated to have both
LSAP and forward guidance components: a negative 1.3-standard-
deviation LSAP effect (which is intuitive), and a positive two-standard-
deviation forward guidance effect, which is perhaps surprising. This
latter effect is due to the fact that shorter-maturity interest rates
rose in response to the FOMC announcement—presumably due to a
change in risk premiums on those securities resulting from the large
increase in expected sales by the Federal Reserve. Although this is
probably not an example of forward guidance by the FOMC per se, it
nevertheless looks like forward guidance in the data because of the
unusual implication of the announcement for short-term Treasury
yields. Thus, even though my identification is arguably missing this
subtle distinction on this particular date, the estimates coming out of
the identification are intuitive and sensible.

For 19 June 2013, I estimate a substantial, two-standard-deviation
decrease in the LSAP factor (which is positive in the figure because
it represents a monetary policy tightening). There is little change in
the FOMC statement on that date, but as reported by the Wall Street
Journal, the FOMC released economic projections along with the
statement that showed a substantial increase in the FOMC economic
outlook. Given earlier remarks by then-Chairman Ben Bernanke that
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the FOMC could begin tapering its asset purchases soon, markets
interpreted this as a signal that a tapering was imminent: for example,
“Bond prices slumped, sending the yield on the ten-year Treasury note
to its highest level in 15 months, as the Federal Reserve upgraded
its growth projections for the U.S. economy.... Stronger U.S. growth is
widely perceived in the market as heralding an earlier end to the Fed’s
program of purchasing $85 billion in bonds each month.”3 Thus, this
episode fits into the so-called taper tantrum period during the summer
of 2013, and it appears to be correctly identified by my procedure as
an increase in interest rates due to the LSAP factor.

The flip side of this announcement occurred on 18 September
2013, when the FOMC was widely expected to begin tapering its asset
purchases but opted not to do so. The Wall Street Journal reported
that “The move, coming after Fed officials spent months alerting the
public that they might begin to pare their $85 billion-a-month bond-
buying program at the September policy meeting, marks the latestin a
string of striking turnabouts from Washington policymakers that have
whipsawed markets in recent days.”* The surprise decision by the
FOMC not to taper its asset purchases seems to be correctly identified
in my estimates as an increase in LSAPs (depicted as a negative value
in figure 1 since it is a monetary policy easing).

Near the end of my sample, on 17 December 2014, markets
expected the FOMC to remove its statement that it would keep the
federal funds rate at essentially zero “for a considerable time.” Not
only did the FOMC leave that phrase intact, it announced that “the
Committee judges it can be patient in beginning to normalize the
stance of monetary policy,” which was substantially more dovish than
financial markets had expected.!® This announcement thus appears
to be correctly identified by my estimation as a large, 2.5-standard
deviation decrease in forward guidance by the FOMC.

13. Katy Burne and Mike Chernev, “Bond Markets Sell Off,” Wall Street Journal,
19 June 2013, Credit Markets.

14. In an article entitled “No Taper Shocks Wall Street,” the Wall Street Journal
reported that “Bernanke had a free pass to begin that tapering process and chose not
to follow [through]. . . The Fed had the market precisely where it needed to be. The
delay today has the effect of raising the benchmark to tapering” (Steven Rusolillo, “No
Taper Shocks Wall Street: Fed ‘Running Scared’,” Wall Street Journal, 18 September
2013, MoneyBeat).

15. For example, “U.S. stocks surged... after the Federal Reserve issued an especially
dovish policy statement at the conclusion of the FOMC meetings” (Paul Vigna, “U.S.
Stocks Surge after Fed Gets Dovish on Policy,” Wall Street Journal, 17 December 2014,
MoneyBeat).
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Finally, on 18 March 2015, the FOMC revised its projections for U.S.
output, inflation, and the federal funds rate substantially downward,
significantly below what markets had expected. The revised forecast
was read by financial markets “as a sign that the central bank would
take its time in raising borrowing costs for the economy.”'® Again,
my estimation appears to correctly identify this announcement as
a substantial, negative three-standard-deviation change in forward
guidance.

2.4 Scale of Forward Guidance and LSAP Factors

The forward guidance and LSAP factors estimated above and
plotted in the figure are normalized to have a unit standard deviation
over the sample. Similarly, the loadings in table 2 are for these
normalized factors and thus represent an effect measured in basis
points per standard deviation. For practical policy applications,
however, it is more useful to convert these factors to a scale that is
less abstract and more tangible.

For forward guidance, it is natural to think of the factor in terms of
a 25 basis points effect on the Eurodollar future rate one year ahead,
ED4. A forward guidance announcement of this size would be very
large by historical standards, equal to about a six-standard-deviation
surprise during the ZLB period or a four-standard-deviation surprise
in the pre-ZLB period.!” To estimate the effects of a forward guidance
announcement of this magnitude, the coefficients in the third row of
table 2 can be multiplied by a factor of about six, which implies that
the effects on the five- and ten-year Treasury yields would be about
25.5 and 14.2 basis points, respectively. The interpretation is that if
the FOMC gave forward guidance for the federal funds rate that was
about 25 basis points lower one year ahead than financial markets
expected, then the five- and ten-year Treasury yields would decline
by about 25.5 and 14.2 basis points, on average.

16. Min Zeng, “U.S. Government Bonds Rally after Fed Statement,” Wall Street
Journal, 18 March 2015, Credit Markets. See also Wall Street Journal, “U.S. Stocks
Surge as Fed Seen Taking Time on Rates,” 18 March 2015, Money Beat blog.

17. 1 estimate that the FOMC forward guidance announcements were larger, on
average, before the ZLB than during the ZLB, as presented in table 2. One explanation
for why this may be is that, once the FOMC issued its “mid-2013” forward guidance,
there were essentially no updates or news about that guidance for many meetings.
Similarly, after the FOMC revised the guidance to “late 2014, there were again no
updates or news about that guidance for many more meetings, and so on.
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For LSAPs, the units would ideally be in billions of dollars of
purchases, which is a more difficult transformation than a simple
renormalization of the coefficients in table 2. Nevertheless, a number of
estimates in the literature suggest that a $600 billion LSAP operation
in the United States, distributed across medium- and longer-term
Treasury securities, leads to a roughly 15-basis-point decline in the
ten-year Treasury yield (see, for example, Swanson, 2011; Williams,
2013, table 1). Using this estimate as a benchmark implies that the
coefficients in the fourth row of table 2 correspond to a roughly $300
billion surprise LSAP announcement. Thus, it seems reasonable to
interpret the coefficients in that row of table 2 as corresponding to
a $300 billion change in purchases. The interpretation is thus that
if the FOMC announced a new LSAP program that was about $300
billion larger than markets expected, the effects would be about as
large those provided in the fourth row of table 2.

3. THE EFrECTS OF FORWARD GUIDANCE AND LSAPS oN
AsSET PRICES

Once the forward guidance and LSAP components of the FOMC
announcements from 2009 through 2015 have been identified,
it is relatively straightforward to estimate the effects of those
announcements on asset prices, using ordinary least squares (OLS)
regressions, as follows.

3.1 Treasury Yields

Table 3 reports the responses of six-month and two-, five-, ten-,
and thirty-year Treasury yields to the forward guidance and LSAP
components of the FOMC announcements. As in previous tables and
figures, the coefficients here are in units of basis points per standard
deviation surprise in the announcement. Each column of the table
reports estimates from an OLS regressions of the form

Ay, = o +PE™ 1 ¢ (2)

where ¢ indices FOMC announcements between January 2009 and
June 2015, y denotes the corresponding Treasury yield, A denotes
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the change in a thirty-minute window bracketing each FOMC
announcement, F# denotes the forward guidance and LSAP factors as
estimated above, ¢ is a regression residual, and o and  are parameters.

The point estimates for the two-, five-, and ten-year Treasury
yields in table 3 are the same as those in table 2. However, table 3 also
reports Huber-White heteroskedasticity-consistent standard errors
and ¢ statistics for each coefficient, which indicate that the responses
of these yields to both forward guidance and LSAPs are extraordinarily
statistically significant, with ¢ statistics ranging from 8.8 to almost
17.0. The regression R2 values are also quite high, over 93 percent, so
these two factors explain a very large share of the variation in those
yields around FOMC announcements.

Table 3 also reports results for the six-month and thirty-year
Treasury yields, which were not included in the estimation of the
factors themselves.!® LSAPs do not have a statistically significant
effect on the six-month Treasury yield, and the effect of forward
guidance on this yield is statistically significant but small, amounting
to only about 0.5 basis points per standard deviation surprise, less than
one-sixth the size of the two-year Treasury yield response. This is likely
due to the fact that the six-month Treasury yield was very close to zero
and largely unresponsive to news over much of this period (Swanson
and Williams, 2014). To the extent that the six-month Treasury yield
was pinned to zero for a significant part of the sample, I would not
expect to see much of a response to any type of announcement.

The effect of forward guidance on the thirty-year Treasury yield is
also quantitatively small and, in this case, statistically insignificant.
In contrast to the six-month Treasury, the thirty-year Treasury yield
was not pinned to zero for any length of time during this period, so the
small coefficient reflects the fact that forward guidance apparently had
little effect on the longest-maturity Treasuries during the ZLB period.
The effect of LSAPs on the thirty-year Treasury yield, however, are
large and extraordinarily statistically significant, with a ¢-statistic of
almost 12. Interestingly, the effects of LSAPs on the thirty-year yield
were not quite as large as their effects on the ten-year yield, presumably
because the FOMC LSAP operations were typically concentrated around
maturities closer to ten years.

18. Results for the three-month Treasury yield are not reported, since the three-
month Treasury yield generally did not respond to news over this period, as shown by
Swanson and Williams (2014).
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Table 3. Estimated Effects of Forward Guidance and LSAPs
on U.S. Treasury Yields, 2009-2015

6-month 2-year 5-year 10-year  30-year

g‘%’ﬁcén forward 5o 3.38%%% 4 94%%% 2.35%%% (.30
(std. err.) (0.092) (0.217) (0.252) (0.263) (0.737)
[t-stat.] [5.75] [15.33] [16.82] [8.91] [0.40]
Change in LSAPs -0.08 —1.27%%% 4 90%** =T7.46%%% 5 T8¥**
(std. err.) (0.08) (0.077) (0.556) (0.453) (0.493)
[t-stat.] [-0.99] [-16.48] [-8.82] [-16.47] [-11.71]
Regression R? 0.47 0.93 0.94 0.97 0.77
# Observations 52 52 52 52 52

Coefficients f from regressions Ayt = a + [SFflb + ¢, where ¢ indices FOMC announcements between Jan. 2009
and June 2015, y denotes a given Treasury yield, F' denotes the forward guidance and LSAP factors estimated
previously, and A is the intraday change in a 30-minute window bracketing each FOMC announcement.Coefficients
are in units of basis points per standard deviation change in the monetary policy instrument. Huber-White
heteroskedasticity-consistent standard errors in parentheses; ¢-statistics in square brackets; *** denotes statistical
significance at the 1% level. See text for details.

3.2 Stock Prices and Exchange Rates

Table 4 reports analogous regression results for the S&P 500 stock
index and the dollar-euro and dollar-yen exchange rates. The form of
the regressions is the same as in equation (2), except the dependent
variable in each regression is now 100 times the log change in the
asset price in each column.

As shown in table 4, both forward guidance and LSAPs have
statistically significant effects on stock prices and exchange rates. For
stocks, a one-standard-deviation increase in forward guidance caused
prices to fall by about 0.2 percent, while a one-standard-deviation increase
in LSAPs caused stock prices to rise by a similar amount. Both of these
coefficients are highly statistically significant, with ¢ statistics of about
2.7 and 3.7, respectively. Both effects are also in the direction one would
expect from a standard dividend-discount model, given the interest rate
responses reported in the previous table; that is, an increase in interest
rates reduces the present value of a stock’s dividends (and may reduce
the size of the dividends themselves, if the economy contracts), which will
tend to cause stock prices to fall. Finally, the R? for this regression is much
lower than those for Treasury yields, due to the high and idiosyncratic
volatility of stock prices around FOMC announcements.

The effects of forward guidance and LSAPs on the dollar are more
precisely estimated. Both the dollar-euro and dollar-yen exchange
rates are expressed as the dollar price per unit of foreign currency.
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Table 4. Estimated Effects of Forward Guidance and LSAPs
on Stock Prices and Exchange Rates, 2009-2015

S&P500 $/leuro $/yen
Change in forward guidance —-0.19%** —-0.25%%* —0.20%%*
(std. err.) (0.07) (0.037) (0.04)
[t-stat.] [-2.68] [-6.66] [-5.04]
Change in LSAPs 0.20%** 0.33%** 0.37%**
(std. err.) (0.053) (0.049) (0.05)
[t-stat.] [3.66] [6.65] [7.32]
Regression R? 0.27 0.67 0.8
# Observations 52 52 52

Coefficients f from regressions Alogxt =o+ [’)Fl”b + ¢,, where ¢ indices FOMC announcements between Jan. 2009
and June 2015, x is the asset price, F' denotes the forward guidance and LSAP factors estimated previously,
and A is the intraday change in a 30-minute window bracketing each FOMC announcement.Coefficients are
in units of percentage points per standard deviation change in the monetary policy instrument. Huber-White
heteroskedasticity-consistent standard errors in parentheses; ¢-statistics in square brackets; *** denotes statistical
significance at the 1% level. See text for details.

In response to a one-standard-deviation increase in forward guidance,
the dollar appreciated by about 0.20 to 0.25 percent, and the effect is
highly statistically significant, with ¢ statistics of about 6.7 for the euro
and 5.0 for the yen. A one-standard-deviation increase in LSAPs causes
the dollar to depreciate about 0.35 percent, and the effect is again highly
statistically significant with ¢ statistics of 6.6 and 7.3. These effects have
the signs one would expect from uncovered interest parity, given the
response of interest rates reported in table 3. That is, an increase in U.S.
interest rates makes U.S. dollar investments more attractive relative
to foreign investments, which tends to drive the value of the dollar up.

3.3 Corporate Bond Yields and Spreads

Table 5 reports results for corporate bond yields and spreads.
Corporate bonds are less frequently traded than U.S. Treasuries, stocks,
and foreign exchange, so only daily-frequency corporate bond yield data
are available. Thus, the regressions in table 5 use the one-day change
in corporate bond yields or spreads around each FOMC announcement
as the dependent variable. To measure corporate yields, I consider both
the Aaa and Baa indices of long-term seasoned corporate bond yields
from Moody’s.



Measuring the Effects of Unconventional Monetary Policy 125

As shown in the first row of the table, I estimate that changes in
FOMC forward guidance had essentially no effect on corporate bond
yields during the ZLB period. The point estimates for both Aaa and
Baa yields are small (less than one-half of one basis point per standard
deviation change in forward guidance) and statistically insignificant.
Because ten-year Treasury yields rise modestly in response to a
change in forward guidance, the effect on the corporate-Treasury yield
spread is thus modestly negative, falling about one to two basis points
in response to an increase in guidance, and this effect is moderately
statistically significant, with t statistics of 2.2 and 2.5.

The effect of LSAPs on corporate bond yields was much larger and
more significant. A one-standard-deviation increase in LSAPs caused both
the Aaa and Baa yields to fall about five basis points, and the effect was
extraordinarily statistically significant. However, the effect of LSAPs on
the ten-year Treasury yield was larger than the effect on corporate bond
yields, so the spread between corporate bonds and Treasuries actually
increased in response to the LSAP program.!® This result echoes findings
by earlier authors, such as Krishnamurthy and Vissing-Jorgensen (2012)
and Swanson (2011), that the Federal Reserve’s LSAP programs—which
tend to be concentrated in U.S. Treasury securities—push down Treasury
yields more than they do private-sector yields. Nevertheless, the effect
on corporate bond yields that I estimate here is a bit bigger than those
authors find in their studies. For example, Swanson (2011) estimated that
corporate bond yields fall by about 4-5 basis points in response to a $600
billion Treasury LSAP, while the estimates in table 5 are closer to 9-10
basis points for the same size operation (assuming this is a roughly two-
standard-deviation announcement, as discussed earlier). One reason for
the larger estimates here may be that the recent LSAP programs often
included a substantial quantity of mortgage-backed securities (MBS) as
well as Treasury securities. Those MBS are likely to be closer substitutes
for corporate bonds than are Treasuries, so MBS purchases can be
expected to have a relatively larger effect on corporate bond yields than
purchases of Treasuries alone. The earlier estimates in Krishnamurthy
and Vissing-Jorgensen (2012) and Swanson (2011) are for the case of a

19.The ten-year yield response in table 2 is estimated to be about —7.5 basis points,
while the effect implied in table 5 is a bit larger, about —8.9 basis points. There are two
reasons for this difference. First, the responses in table 2 are thirty-minute responses,
while those in table 5 are one-day responses. Second, table 2 uses the on-the-run
coupon-bearing ten-year Treasury bond, while table 5 uses the ten-year zero-coupon
yield estimate by Giirkaynak, Sack, and Wright (2007). The latter yield has a longer
duration than the coupon-bearing ten-year security, which should be a better match to
the long-term corporate bonds in the Moody’s indices.
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Treasury-only LSAP, and they thus could be expected to have smaller
effects on private yields than the MBS-and-Treasury LSAPs conducted
by the FOMC between 2009 and 2015.

Table 5. Estimated Effects of Forward Guidance and LSAPs
on Corporate Bond Yields and Spreads, 2009-2015

Corporate yields Spreads
Aaa Baa Aaa-10-yr. Baa-10-yr.
Change in forward guidance 0.28 -0.33 -1.23%% -1.85%%*
(std. err.) (0.58) (0.755) (0.558) (0.743)
[¢-stat.] [0.49] [-0.44] [-2.21] [-2.49]
Change in LSAPs —4.65%%* 5 17** 4.25%%% 3.T4%%%
(std. err.) (0.373) (0.577) (0.546) (0.911)
[¢-stat.] [-12.48] [-8.96] [7.79] [4.11]
Regression R? 0.44 0.49 0.56 0.55
# Observations 52 52 52 52

Coefficients p from regressions Ayt = o + [’)Fl”b + ¢, where ¢ ir}dexes FOMC announcements between Jan. 2009
and June 2015, y denotes the corporate bond yield or spread, F' denotes the forward guidance and LSAP factors
estimated previously, and A is the change in a one-day window bracketing each FOMC announcement. Coefficients
are in units of basis points per standard deviation change in the monetary policy instrument. Huber-White
heteroskedasticity-consistent standard errors in parentheses; ¢-statistics in square brackets; ** and *** denote
statistical significance at the 5% and 1% levels, respectively. See text for details.
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4. CONCLUSIONS

In this paper, I show how to identify and estimate the forward
guidance and large-scale asset purchase component of every FOMC
announcement between 2009 and 2015, the U.S. zero lower bound
period. Building on earlier work by Giirkaynak, Sack, and Swanson
(2005), I estimate a time series for each type of unconventional
monetary policy announcement and show that these series correspond
to identifiable characteristics of important FOMC statements during
this period.

I use these identified forward guidance and LSAP announcements
to estimate the effects of each type of policy on Treasury yields, stock
prices, exchange rates, and corporate bond yields and spreads. I find
that forward guidance affected Treasury yields at all but the very
longest maturities, with a peak effect at a maturity of about one to
five years. In contrast, I find that the effects of LSAPs increased with
maturity, with LSAPs having their peak effect on the longest maturities
(ten and thirty years). LSAPs had essentially no effect on the shortest-
maturity Treasuries.

I estimate that forward guidance had no effect on corporate bond
yields during the ZLB period. In contrast, LSAPs had substantial and
highly significant effects on those yields. Nevertheless, the effects of
LSAPs on corporate debt was smaller than their effects on Treasuries,
so corporate bond spreads actually increased after an increase in
FOMC asset purchases. This finding is consistent with others in the
literature and probably reflects the fact that the Federal Reserve’s
LSAP programs focused largely on purchases of Treasury securities.

Stock prices responded about equally to changes in forward
guidance and LSAPs over the zero lower bound period. This is perhaps
surprising, given that forward guidance seems to have been relatively
unimportant for other long-duration assets, such as the thirty-year
Treasury and corporate bonds. Forward guidance certainly had much
smaller effects than LSAPs on these other long-duration assets.

Finally, I estimate that forward guidance and LSAPs both had
significant effects on exchange rates, with LSAPs being moderately
more important. An increase in U.S. interest rates due to either forward
guidance or LSAPs caused the U.S. dollar to appreciate, consistent
with a standard uncovered interest parity channel.

Looking forward, it is natural to ask which policy is more effective.
The answer is that it depends. First, it is difficult to compare the scale
of the two different types of policies—for example, is a $100 billion
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LSAP operation large or small, and is it larger or smaller than a 25
basis points change in forward guidance about the federal funds rate
one year ahead? One natural way of comparing magnitudes across the
two types of policies is in terms of their historical importance: over
the 2009-2015 period, a one-standard-deviation change in forward
guidance by the FOMC corresponded to a change of about six basis
points in federal funds rate expectations one year ahead, while a one-
standard deviation change in LSAPs corresponded to a roughly $300
billion change in bond purchases. Using these estimates as a basis
for comparison, a one-standard-deviation change (six basis points) in
forward guidance appears to have been about as effective at changing
medium-term Treasury yields, stock prices, and exchange rates as
a one-standard-deviation ($300 billion) change in LSAPs. However,
LSAPs were much more effective at changing long-term Treasury
yields and corporate bond yields, while forward guidance was more
effective at moving shorter-maturity Treasury yields.

Finally, the analysis in this paper suggests at least three important
avenues for future research. First, it is important to investigate the
persistence of the effects estimated above. Wright (2012) does not
distinguish between forward guidance and LSAPs, but finds that
unconventional monetary policy as a whole had effects that died
out with a half-life of just two to three months between November
2008 and September 2011. In ongoing research, I am studying the
persistence of the effects of forward guidance and LSAPs on financial
markets between 2009 and 2015. Second, the time series of forward
guidance and LSAP announcements estimated above can be used to
investigate the effects of these announcements on macroeconomic
as well as financial variables, which I am also pursuing in ongoing
work. Third, the analysis above sheds no light on the relative costs
of forward guidance versus LSAPs. Obviously, whether one type of
policy should be preferred to the other in practice depends on its costs
as well as its effects, which makes this another important avenue for
future research.
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Our understanding of crisis propagation and the telling of the crisis
narrative have been heavily influenced by the events surrounding
the 2008 crisis, which has focused on the leverage of banks and other
financial intermediaries. Since then, the focus has shifted from banks
to financial market liquidity, in line with the shift in the pattern of
financial intermediation as global banks have increasingly given
way to long-term investors operating in the bond market. Long-term
investors are often portrayed as a stabilizing influence in financial
markets, absorbing losses without insolvency and cushioning market
shocks caused by leveraged players. However, recent episodes such as
the so-called taper tantrum of 2013 have shown that even long-term
investors may have limited appetite for losses, and that they will join
in a selling spree when one arrives. The issue of evaporating market
liquidity and one-sided markets in the face of concerted selling by
investors has occupied an important place in recent policy discussions.!

The taper tantrum of 2013 is but a recent case of the general
phenomenon in which monetary policy shocks are associated with

The views expressed here are those of the authors and not are necessarily those of
the Bank for International Settlements. We are grateful to Mike Woodford, Christian
Hellwig, Enrico Perotti, Cecilia Parlatore, and Ernesto Pasten for discussions.

1. See, for instance, the BIS report on market-making and market liquidity by the
Committee on the Global Financial System (BIS, 2014); the chapters on market liquidity
in the IMF Global Financial Stability Review (IMF, 2015a, 2015b). Fender and Lewrick
(2015) lay out the dimensions of the debate.
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changes in the risk premium inherent in market prices, over and above
any change in the actuarially fair long-term interest rate implied
by the expectations theory of the yield curve. Shiller, Campbell, and
Schoenholtz (1983) document the early evidence. Hanson and Stein
(2015) and Gertler and Karadi (2015) add to the accumulated evidence
that monetary policy appears to operate through changes in the
risk premium inherent in asset prices, in addition to changes in the
actuarially fair long-term rate.

The fact that the risk premium fluctuates so much opens up a
gap between the theory and practice of monetary policy. Discussions
of central bank communication often treat the market as if it were an
individual with beliefs. Transparency over the path of future policy
rates is seen as a device to guide long-term rates, and crucially, such
guidance is seen as something amenable to fine-tuning. The term
market expectations is often used in connection with central bank
guidance. Although such a term can serve as a shorthand, it creates
the temptation to treat the “market” as a person with coherent beliefs.
The temptation is to anthropomorphize the market and endow it with
attributes that it does not have (Shin, 2013).

However, the market is not a person. Market prices are outcomes
of the interaction of many actors, and not the beliefs of any one actor.
Even if prices are the average of individual expectations, average
expectations fail even the basic property of the law of iterated
expectations. In other words, the average expectation today of the
average expectation tomorrow of some variable is not the average
expectation today of that variable (Allen, Morris, and Shin, 2006).

In this paper, we explore a coordination model of the transmission of
monetary policy with heterogeneous market participants. Our model has
the feature that monetary policy exerts a direct impact on risk premiums
through the risk-taking behavior of market participants. In the model,
risk-neutral investors, interpreted as asset managers, interact with
risk-averse households in a market for a risky bond. Although the asset
managers are motivated by long-term fundamental asset values, there
is an element of short-termism generated by the aversion to coming
last in short-term performance rankings among asset managers. We
interpret the friction as the loss of customer mandates of the asset
managers, consistent with the empirical evidence on the sensitivity of
fund flows to fund performance. Thus, the friction in the model is that
relative performance matters for fund managers.

The importance of relative ranking injects spillover effects across
asset managers and an endogenous coordination element in their portfolio
choice. The cost of coming last generates behavior that has the outward
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appearance of shifts in preferences. Just as in a game of musical chairs,
when others try harder to grab a chair, more effort must be expended to
grab a chair oneself. The ensuing scramble for the relatively safer option of
selling the risky bond in favor of the short-term asset leads to a jump in the
yield of the risky bond that has the outward appearance of a sudden jump
in the risk aversion of the market. The global game approach permits the
solution of the trigger level of the floating interest rate when the scramble
kicks in. Therefore, when the central bank signals higher future rates,
the impact on asset prices is often abrupt, as the risk-taking behavior of
market participants undergoes discrete shifts. We could dub this channel
of the transmission of monetary policy the risk-taking channel, following
Borio and Zhu (2012) who first coined the term.

The key parameter for the strength of the risk-taking channel is the
size of the asset management sector. Quantities thus matter. When the
sector is large relative to risk-averse households, risk premiums can be
driven very low by signaling low future policy rates. In return, however,
the central bank must accept a narrower region of fundamentals when
risk premiums can be kept low, together with a larger jump in risk
premiums when the policy stance changes.

Our main results provide a model of exit of managed funds from key
asset markets, generating a jump in the risk premium. We also combine
this model with an account of flows into and out of the funds, and the
strategic complementarities between the fund managers’ investment
decisions and decisions of investment managers to invest in or redeem
from the funds.

We describe the main model in the next section 1, providing a dynamic
context in section 2. Our results hold several implications for the conduct
of monetary policy, but we postpone discussion of the implications until
section 3. Our paper also bears on investor flows in bond mutual funds.
We return in the concluding section to review what incremental lessons
our paper can provide to this literature. We first present the model and
the solution.

1. MoDEL

There are two groups of investors. First, there is a continuum of
risk-neutral investors interpreted as asset managers. Asset managers
are indexed by the unit interval [0, 1], consume once only at the
terminal date, and do not discount the future. Asset managers are
evaluated against a benchmark index and rewarded for beating the
index (or penalized for lagging behind the index). In other words, the



134 Stephen Morris and Hyun Song Shin

payoff of the asset manager is the difference between the realized
return on the portfolio and the realized return on the benchmark
index. The benchmark index is fixed exogenously, but its realization
is uncertain, as described below. For the purpose of our exercise here,
we may interpret the benchmark index as a market interest rate,
and the asset managers’ performance will be evaluated against this
benchmark market interest rate. There is one additional element in
the payoffs of the asset managers. Although asset managers care about
long-term asset values, they suffer from “last-place aversion” in that
they are subject to a penalty (described below) if they are ranked last
in the value of their short-term portfolio. We can interpret this penalty
as the loss of customers suffered by the asset manager, as reflected
in the empirical evidence on the positive relationship between fund
flows and fund performance.

The second group of investors are risk-averse household investors.
They do not discount the future, they consume once only at the
terminal date, and they behave competitively.

All investors form portfolios between two types of assets—a risky
asset and a safe asset. The long-term asset is a risky zero-coupon
bond that pays only at the terminal date, but the payoff is risky. The
expected payoff at the terminal date is v with variance o2. There is
an outstanding amount of S units of the risky bond. The safe asset is
a storage technology that pays zero.

1.1 Three-Period Model

We first examine the benchmark version of our model, which has
three dates, 0, 1 and 2. The timeline is depicted in figure 1. At date 1,
asset managers choose how much of the risky bond to hold. They all
have one unit of wealth, which they can allocate between the risky
bond and the floating-rate account. Asset managers cannot borrow
and cannot take short positions.

The realized value of the risky bond is uncertain, with expected
value v. The return on the benchmark index between date 1 and date
2 is denoted by 1 + r. The price of the risky bond p is determined by
market clearing.

Households have mean-variance preferences, and at date 1, they
submit a competitive demand curve for the risky bond. Household A
has the following utility function:

U, =vy—2Ly2<52 +(e—py), (1)

Tn
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where y is the risky bond holding of the household, e is the endowment,
and T is risk tolerance. We assume that the endowment e is large
enough that the first-order condition determines the optimal portfolio.
From the first-order condition with respect to y and summing across
households, the aggregate demand for the risky bond for the household
sector is

2

Zhrh
=v-cy,

where c is the positive constant defined as ¢ = ¢*/ \h and zhrh
is the aggregate risk tolerance for the household sector as a whole.

Asset managers hold A units of the bond, which is exogenous for
now. Households hold the remainder S — A. Thus, prices are determined
by the asset market position, with

p:U_y(S_A)a

and the risk premium is

_ v

v___v_
p v—y(S—A)

Figure 1. Time Line for Three Period Model
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v
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Asset managers’ primary objective is to maximize the return
on their investors’ funds. The investors in the funds are assumed
to be seeking to maximize long-run expected returns. The return to
investing in bonds is the risk premium. The alternative investment
is the safe asset, with zero return. The excess return relative to the
index is given by

v
v-— y(S - A) &

However, in our model, asset managers not only care about long-
run returns in excess of the benchmark index, but also suffer from
last-place aversion.2 We assume that there is a penalty suffered by
any asset manager whose portfolio value is ranked last at date 1. The
penalty could be interpreted as a decline in the asset manager’s funds
under management due to withdrawals by their customers. Below we
discuss alternative forms of strategic complementarity that could have
generated strategic complementarities in asset managers’ incentives.

In particular, if any asset manager is ranked last (or equal last)
at date 1, and proportion x of asset managers has a strictly higher
portfolio value, then the asset manager suffers a payoff penalty of
¢x, where ¢ is a positive constant. The asset manager’s payoff is

v
—-r—o¢x.

v-y(S-A) (3)
1.2 Global Game

When viewed as a one-shot game between the asset managers
with complete information, there would be an equilibrium where no
asset manager sells and everyone gets a payoff

v
v-y(S-4) '

as long as
é_rzo,
v-y(S-A)

2. The term last-place aversion is taken from Buell and others (2014), who use
the concept in the very different context of the welfare economics of social deprivation.
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and there will be an equilibrium where all asset managers sell if

v
. T
v-y(S-A) rs g

However, asset managers are not certain what other managers will
do. We use global games analysis (Morris and Shin, 2003) to capture the
idea that there is strategic uncertainty among managers. In particular,
suppose that managers are almost sure about the evolution of the
benchmark index, but there is a small amount of heterogeneity. Thus,
the benchmark index r is uncertain, but investors have good information
about it. At date 1, asset manager i observes signal p, of r given by

b =ris, @

where s. is a uniformly distributed noise term, with realization in [—¢,¢]
for small positive constant . The noise terms {s;} are independent
across asset managers. We further assume that the ex-ante distribution
of r is uniform on some interval. The assumption that r and the noise
term s; are uniformly distributed is for expositional simplicity only.

Based on their respective signals, asset managers decide whether
to hold the risky bond or sell it. Since asset managers are risk-neutral,
it is without loss of generality to consider the binary choice of hold or
sell. A strategy for an asset manager is a mapping:

p;, {Hold, Sell} (5)

A collection of strategies (one for each asset manager) is an equilibrium
if the action prescribed by i’s strategy maximizes i’s expected payoff
at every realization of signal p; given others’ strategies.

As the first step in the solution, consider switching strategies of
the form

Hold ifp<p”

for some threshold value p*. We first solve for equilibrium in switching
strategies. We search for threshold point p* such that every asset
manager uses the same switching strategy around p”. We appeal to
the following result in global games. Recall that x is our notation for
the proportion of investors who sell.
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Lemma 1. Suppose that investors follow the switching strategy
around p". Then, in the limit as ¢ — 0, the density of x conditional on
p" is uniform over the unit interval [0, 1].

To make the discussion in our paper self-contained, we present the
proof of lemma 1. For economy of argument we show the proof only
for the case of uniformly distributed r and uniform noise. However,
this result is quite general and does not depend on the assumption of
uniform density and uniform noise (Morris and Shin, 2003, section 2).

The distribution of x conditional on p* can be derived from the
answer to the following question (Q): “My signal is p“. What is the
probability that x is less than z?” The answer to question (Q) gives the
cumulative distribution function of x evaluated at z, which we denote
by G(z|p"). The density over x is then obtained by differentiating
G(z | p"). The steps to answering question (Q) are illustrated in figure 2.

When the true realization of the benchmark index is r, the signals
{p,} are distributed uniformly over the interval [r—e¢, r+¢]. Investors
with signals p, > p” are those who sell. Hence,

*
r+ée—
x=lTETP

2% (7

Figure 2. Deriving the Subjective Distribution over x at
Switching Point p*

| -2

G (/p) —L3

p-¢ r, P p+e
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When do we have x < z? This happens when r is low enough, so
that the area under the density to the right of p” is squeezed. There is
a value of r at which x is precisely z. This is when r = r ), where

Rte—p (8)
2g

or

I, =p —e+2ez. 9)

See the top panel of figure 2. We have x < z if and only if r < r,. We
need the probability of r < r, conditional on p*.

For this, we must turn to player i’s posterior density over r
conditional on p*. This posterior density is uniform over the interval
[p"— €, p“+¢], as in the lower panel of figure 2. This is because the
ex ante distribution over r is uniform, and the noise is uniformly
distributed around r. The probability that r < is then the area under
the density to the left of r,, which is

r —(p* —s) ~ (p* —s+282)—(p* —8)
2g - 2¢
=z,

(10)

where the second line follows from substituting in equation (9). Thus,
the probability that x < z conditional on p™ is exactly z. The conditional
cumulative distribution function G(z|p”) is the following identity
function:

G(zlp*>=z. (11)

The density over x is thus uniform. Finally, the uniform density
over x does not depend on the value of e. For any sequence (¢,) where
g, — 0, the density over x is uniform. This proves lemma 1.

In the limit as ¢ — 0, every investor’s signal converges to the true
interest rate r. Fundamental uncertainty disappears, and it is without
loss of generality to write the investor’s strategy as being conditional
on the true interest rate r. Therefore, we search for an equilibrium in
switching strategies of the form

Sell ifr>r (12)
Hold ifr<r’
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Figure 2 reveals the intuition for lemma 1. As ¢ shrinks, the
dispersion of signals shrinks with it, but so does the support of the
posterior density over r. The region on the top panel corresponding to
z is the mirror image of the region on the bottom panel corresponding
to G(z | p*). Changing ¢ stretches or squeezes these regions, but it does
not alter the fact that the two regions are equal in size. This identity
is the key to the result. The uniform density over x, which has been
dubbed Laplacian beliefs (Morris and Shin, 2003), implies that the
strategic uncertainty faced by players in the global game is at its
maximum, even when the fundamental uncertainty faced by players
shrinks to zero.

1.3 Solution

Given Laplacian beliefs, the switching point 7* is the return that
makes each asset manager indifferent between holding and selling.
That is, p* satisfies

v 1.
v—y(S—A)_Ep ' 1%

Therefore, the return r* is given by

c(S-4) 1
R . —— 14
’ v—c(S—A) 2¢ (14)

It remains to verify that asset managers strictly prefer to sell when
r > r* and strictly prefer to hold when r < r*. Both propositions follow
from the monotonicity of the payoff (equation 3).

The monotonicity of the payoff difference u(x) — w(x) implies that
the switching strategy around r* is the unique dominance-solvable
equilibrium in the sense that it is the only equilibrium that survives
the iterated deletion of strictly dominated strategies (Morris and Shin,
2003, section 2). Therefore, the solution given by equation (14) is the
complete solution in that there is no other equilibrium—whether in
switching strategies or in any other strategies. We summarize the
solution as follows.
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Proposition 2. There is a unique dominance-solvable equilibrium.
In this equilibrium, all asset managers use the switching strategy
around r* defined by equation (14), selling the risky bond when r > r*
and holding when r <r*

We note some properties of the solution. First, the threshold return
r* is decreasing in ¢. Therefore, the worse is the last-place aversion
of the asset managers, the more jittery they become and the lower is
the interest rate at which they jump from holding the risky bond to
selling out.

Perhaps more important is the effect of changes in A, the size of
the asset management sector. When the asset management sector is
large relative to the household investors, the price impact of concerted
sales is large. The strategic interaction between asset managers is
thus heightened. To use our analogy with the musical chairs game, a
larger asset management sector means that the musical chairs game
becomes more competitive. There is more at stake in coming last in
the game, so that asset managers are willing to jump ship at a lower
threshold interest rate.

The impact of the asset management sector can be seen in several
features of our solution. The larger is A relative to the total stock S,
the higher is the market price p. As A increases, the risk premium of
the risky bond becomes more compressed. The risk premium when
the size of the asset management sector is A is given by

v-_ v (15)
p v-c(S-A)

which is decreasing in A. Consequently, a large asset management
sector can be used by the central bank to keep the risk premium
compressed.

However, there is a tradeoff that comes from the larger asset
management sector. We see from our solution for the threshold
interest rate r* in equation (14) that the threshold interest rate is also
decreasing in A. This means that the economy will jump to the high
risk premium regime at a lower value of interest rates.

Figure 3 illustrates the effect of a larger asset management sector.
Large A entails a lower risk premium in the low risk premium regime,
but the jump to the high risk premium regime happens at a lower
level of the interest rate. Thus, when the risk premium jumps at the
trigger point, the jump will be larger.
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Figure 3. Risk Premium and Critical Threshold r* as a
Function of the Size of Asset Management Sector

Risk premium
v/pP

' '
1 ! ! | Impact of larger asset
1-¢ (S—A) ! ! management sector

Turning the comparison around, if we interpret the benchmark
index realization r as a market interest rate, then there is an upper
bound to the size of the asset management sector for any level of the
market interest rate that is consistent with the low risk premium
regime. From the expression for the critical threshold r* given by
equation (14), for the economy to be in the low risk premium regime,
we need
r<r’ =—C(S A) —l(l) (16)

V- C(S - A) 2

This gives us an upper bound for A for the low risk premium regime,
namely,

A<s_ (17)
2¢c+ v

So far, we have assumed that A is exogenous. If instead we suppose
that A is growing in the low risk premium regime, then equation (17)
represents the relationship between the feasible size of the asset
management sector and the interest rate r. As A grows, the central
bank can maintain low risk premiums by keeping the interest rate
low. Once the bound is reached, the central bank must reduce interest
rates further to accommodate the growth in A. During this process,
the risk premium continues to become compressed.
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By accommodating further increases in A, the central bank is
backing itself into a corner, as shown in figure 3. The risk premium
gets compressed as A grows, but the threshold point moves down.
When, eventually, the central bank has to reverse course and raise
interest rates, the jump will happen at a lower interest rate, and the
jump in risk premium will be that much larger.

We conclude this section by identifying key features of the model.
First, we have assumed that strategic complementarities arose for
asset managers because of relative performance concerns—more
specifically, last-place aversion. There are many reasons why asset
managers might be concerned about the actions of money managers.
Short-run concerns (in addition to long-run performance) would
immediately give rise to the payoffs above. Following Morris and Shin
(2004), we might think that while asset managers would like to perform
well in absolute terms, they need to attain some minimum return or
they will be fired. Relatedly, following Parlatore (2016), if funds rely on
implicit or explicit guarantees from other institutions, then “breaking
the buck” will require interventions and thus will give another reason
for a performance threshold. Finally, Chen, Goldstein, and Jiang
(2010) examine the role of classical bank-run payoffs in the context
of equities funds, while Goldstein, Jiang, and Ng (2015) consider an
analogous exercise for bond funds. If redemptions reduce investors’
returns, then withdrawals by some investors provide incentives for
others to withdraw. Our analysis is robust to the exact form of the
agency frictions giving rise to strategic complementarities. There is
a rich set of results in the literature on mutual fund flows, with the
evidence pointing to investor redemptions being reinforced by asset
manager sales (see Raddatz and Schmukler, 2012; Shek, Shim, and
Shin, 2015). More broadly, our paper adds to the discussion on the
procyclicality of the asset management sector (see Bank of England,
2014; Burkart and Dasgupta, 2015).

Second, runs occur in our model when there are changes in the
return on short-run assets. We assumed that there was a small
degree of heterogeneity in beliefs about those returns. However, all
that matters for the global game equilibrium is that there is some
heterogeneity in beliefs about some payoff-relevant parameter. As
long as this is the case, small changes in returns to short-run assets
can give rise to large shifts in funds.
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2. DYNnAMICS

The model described in the previous section focused on the behavior
of asset managers, holding fixed the assets A invested in the sector. We
now want to complete the model by discussing how investor funds flow
into the asset management sector and redemptions from the sector.
There are four stylized facts we would like to capture.

First, there is interaction between investor flows and the short-
run coordination problem of asset managers. In particular, just as
there is an agency friction in how funds are managed within the asset
management sector, there is also an agency friction in how investment
managers decide how much to invest in managed bond funds, and there
are important interactions between these frictions. Figure 4 below
from Shek, Shim, and Shin (2015) shows that investor redemptions
from emerging market bond funds and discretionary positions of the
funds move together.

Second, there is a tendency for the asset management sector
to be endogenously at a tipping point, where the size of the asset
management sector gives rise to a low but positive risk premium.
Under the analysis of the previous section, there is a tendency for a
run to occur at this tipping point in response to small changes.

Figure 4. Breakdown of Monthly Changes in Net Asset Value

Sum over 14 global EME local currency bond funds,
in billions of US dollars
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Sources: EPFR; authors’ calculation.
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Figure 5. Persistent Impact of Increase in Interest Rate
above Threshold r"

Monetary shock

Partial rebound

1+1
v/p

Third, in a period of low interest rates and thus low expected
returns in the short-run asset sector, there is a steady flow into the
asset management sector. However, and fourth, the outflow when
interest rates reverse jumps with the movement of asset manager’s
positions, but with “bounce back” where large sales from asset funds
are followed by reversals that are not as large as the original outflow
(Feroli and others, 2014). See figure 5 for a stylized depiction of such
reversals.

How can we explain these four features simultaneously? We
assume—consistent with the theory and evidence in Vayanos and
Woolley (2013)—that reputational concerns of investment managers
give rise to a tendency to allocate funds across sectors based on past
performance. This is because investment managers cannot identify
whether high or low performance of the sector is sector-specific or
reflects overall performance of long-run returns in the economy. This
gives rise to momentum in performance and flows. As managers learn,
there is a tendency for flows to reverse, giving rise to prices returning to
fundamental values and reversal in asset prices. We are now assuming
a slow moving friction in fund flows into the management sector
which then interacts with the asset managers’ behavior. We write A"
for the critical size of the asset management sector—identified in the
previous section—where the risk premium is driven down to 0. Thus,
we consider a reduced-form description of asset flows where

At+1 = A’(At _At—l)'HJ(A* _At)
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for some constants A and u, where the first term in the equation
corresponds to the momentum, with funds moving into the sector,
resulting in short-run rising prices and more funds moving into the
sector. But there is also a long-run effect—captured by the second
term—for funds to move into the sector as long as the risk premium
is positive.

This model will give rise to the stylized features above. First, the
momentum effect will give rise to comovement of asset managers’
positions and investment managers’ movements of funds. Second,
funds will move into the sector and approach A”, the critical point at
which runs will occur. Third, as money flows into the sector, both terms
in the above difference equation will act in the same direction, with
short-run performance and long-run concerns of investment managers
moving in the same direction. Finally, when fund managers all exit,
there are dramatic effects on the risk premium. This will create an
incentive for asset managers to jump back in to attain good relative
performance. However, redemptions by investors in response to the
short-run price change will validate the price movement and the
bounce back will not equal the initial decrease in prices.

3. ImpPLICATIONS FOR MONETARY PoLICY

Monetary policy is a powerful tool for influencing financial
conditions. In particular, the commitment to lower interest rates into
the future raises the prices of financial assets and compresses risk
premiums, with consequences for real economic activity. In this respect,
our analysis shares the conclusions from orthodox monetary analyses
on the impact of forward guidance, especially the commitment to lower
policy rates in the future.?

Our analysis parts company with orthodox monetary analysis on
whether forward guidance and commitment to future rates is a policy
that can be fine-tuned or reversed smoothly when the time comes to
change tack. The market is not a person, and market prices need not
correspond to the beliefs of that person. In our global game analysis,
monetary policy works through the risk-taking channel, that is,
through the risk-taking behavior of different sections of the market.
Monetary policy affects risk premiums directly, so that the impact on

3. See Woodford (2012) for a forceful statement of this argument.
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real economic activity flows through shifts in risk premiums, as well
as shifts in the actuarially fair long-term rates.

One lesson from our analysis is that coordination problems
can induce jumps in market prices, and quantities matter in the
determination of the threshold points. The size of the asset management
sector, as encapsulated by the holding of risky bonds A,, determines
the risk premium ruling at date ¢, as well as the threshold point for
the benchmark index r, when a sell-off occurs. We can interpret the
benchmark index as a market interest rate, and monetary policy will
impinge on the coordination problem among asset managers through
the determination of the benchmark index r,.

To the extent that quantities matter, the lesson is similar to the
one from the 2008 financial crisis. Just as we would be concerned
with a build-up of leverage and the size of bank balance sheets, we
should similarly be interested in the growth of holdings of fixed-income
securities of buy-side investors. The central bank can compress risk
premiums further by committing to low future interest rates and
accommodating an increase in the size of the asset management sector.
Nevertheless, there is a trade-off. By accommodating further growth of
the asset management sector, the central bank is trading a lower risk
premium today for a more disruptive unwinding at a lower threshold
interest rate when, eventually, the central bank has to reverse course.

On the empirical front, our model suggests that observing the
joint movements of price changes and quantity changes is informative
about the risk-taking of market participants. In particular, the model
predicts the joint occurrence of price declines and sales of the risky
bond. Thus, rather than cushioning shocks, the demand response tends
to amplify shocks.

Feroli and others (2014) conduct a vector autoregressive (VAR)
analysis of price and valuation changes for risky fixed income
categories, such as mortgage-backed securities, corporate bonds, and
emerging market bonds. They find price declines are followed by sales,
and sales are followed by further price declines. Consequently, the
accumulated impulse responses of price and quantity shocks are large.

An implication for the conduct of monetary policy is that the
separation of monetary policy and financial stability policy is much
harder to accomplish than is often suggested. Under the risk-taking
channel, monetary policy affects the economy through shifts in the
risk-taking behavior of market participants. As such, any monetary
policy shock is also a shock to risk-taking and hence is inseparable
from the concern for financial stability.
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Discussions of financial stability after the crisis have been
conditioned by the experience of the crisis itself. After neglecting the
dangers of excessive leverage and maturity mismatch before the crisis,
policymakers have given them central importance since the crisis. As
is often the case, accountability exercises usually address known past
weaknesses, rather than asking where the new dangers are.

Our analysis suggests that the risk-taking channel may operate
through financial institutions that are not leveraged. Asset managers
typically have very low effective leverage and therefore do not become
insolvent in the way that banks or highly leveraged hedge funds do.
However, this does not mean that they do not have an impact on the
economy. As the protagonists in financial market dynamics shift from
banks to asset managers, researchers need to give more attention to
the marketwide impact of institutional investors.

The risk-taking channel of monetary policy affects risk premiums
directly, with effects on corporate investment and household
consumption. These shocks could have a direct impact on GDP growth
through subdued investment and consumption. The potential impact
on the real economy is tangible, even though no institutions fail and
no financial institutions are bailed out using public funds. Asset
managers are not “systemic” in the sense defined in the Dodd-Frank
Act as they are not “too big to fail.” Nor are there easy regulatory
solutions that would substitute for central bank interest rate policy
in affecting risk-taking.

Thus, the most important implication of our analysis is that
monetary policy and financial stability policy cannot be separated.
They are, effectively, the same thing.
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QUANTITATIVE EASING
AND FINANCIAL STABILITY

Michael Woodford

Columbia University

Since the global financial crisis of 2008—09, many of the leading
central banks have dramatically increased the size of their balance
sheets and have shifted the composition of the assets that they hold
toward larger shares of longer-term securities (as well as toward
assets that are riskier in other respects). While many have hailed
these policies as contributing significantly to containing the degree
of damage to both the countries’ financial systems and their real
economies resulting from the collapse of confidence in certain types of
risky assets, the policies have also been and remain quite controversial.
One of the concerns raised by skeptics is that such quantitative easing
by central banks may have been supporting countries’ banking systems
and aggregate demand only by encouraging risk-taking by ultimate
borrowers and financial intermediaries in areas that increase the
risk of precisely the sort of destructive financial crisis that led to the
introduction of these policies in the first place.

The most basic argument for suspecting that such policies create
risks to financial stability is simply that, according to proponents of
these policies in the central banks (for example, Bernanke, 2012), they
represent alternative means of achieving the same kind of relaxation
of financial conditions that would, under more ordinary circumstances,
be achieved by lowering the central bank’s operating target for short-
term interest rates—but a means that continues to be available even
when short-term nominal interest rates have already reached their
effective lower bound and so cannot be lowered to provide further
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stimulus. If one believes that a collateral effect of cuts in short-term
interest rates—or perhaps even the main channel through which they
affect aggregate demand, as argued by Adrian and Shin (2010)—is
an increase in the degree to which intermediaries take more highly
leveraged positions in risky assets, thereby increasing the likelihood
or severity of a potential financial crisis, then one might suppose that
to the extent that quantitative easing policies are effective in relaxing
financial conditions in order to stimulate aggregate demand, they
should similarly increase risks to financial stability.

One might go further and argue that such policies relax financial
conditions by increasing the supply of central bank reserves.! An
increase in the availability of reserves matters for financial conditions
precisely because it relaxes a constraint on the extent to which private
financial intermediaries can issue money-like liabilities (which are
subject to reserve requirements) as a way of financing their acquisition
of more risky and less liquid assets, as in the model of Stein (2012).
Under this view of the mechanism by which quantitative easing works,
one might suppose that it should be even more inevitably linked to
an increase in financial stability risk than expansionary interest rate
policy (which, after all, might also increase aggregate demand through
channels that do not rely on increased risk-taking by banks).

Finally, some may be particularly suspicious of quantitative easing
policies on the grounds that these policies, unlike conventional interest
rate policy, relax financial conditions primarily by reducing the risk
premiums earned by holding longer-term securities, rather than by
lowering the expected path of the risk-free rate.? Such a departure
from the normal historical pattern of risk premiums as a result of
massive central bank purchases may seem a cause for alarm. If the
premiums that exist when market pricing is not distorted by the
central bank’s intervention provide an important signal of the degree
of risk that exists in the marketplace, then central bank actions that
suppress this signal—not by actually reducing the underlying risks,
but by preventing them from being fully reflected in market prices—

1. The term quantitative easing, originally introduced by the Bank of Japan to
describe the policy it adopted in 2001 in an attempt to stem the deflationary slump
that Japan had suffered in the aftermath of the collapse of an asset bubble in the early
1990s, refers precisely to the intention to increase the monetary base (and hence, it was
hoped, the money supply more broadly) by increasing the supply of reserves.

2. Again, see Bernanke (2012) for discussion of this view of how the policies work,
though he also discusses the possibility of effects of quantitative easing that result
from central bank actions being taken to signal different intentions regarding future
interest rate policy.
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could distort perceptions of risk in a way that will encourage excessive
risk-taking.

The present paper considers the extent to which these are valid
grounds for concern about the use of this policy tool by central banks,
by analyzing the mechanisms just sketched in the context of an explicit
model of the way in which quantitative easing policies influence
financial conditions and the way in which monetary policies more
generally affect the incentives of financial intermediaries to engage in
maturity and liquidity transformation of a kind that increases the risk
of financial crisis. It argues, in fact, that the concerns just raised are of
little merit. However, it does not reach this conclusion by challenging
the view that quantitative easing policies can indeed effectively relax
financial conditions (and so achieve effects on aggregate demand that
are similar to the effects of conventional interest rate policy); nor does
it deny that risks to financial stability are an appropriate concern
of monetary policy deliberations or that expansionary interest rate
policy tends to increase such risks (among other effects). The model
developed here is one in which risk-taking by the financial sector
can easily be excessive (in the sense that a restriction on banks’
ability to engage in liquidity transformation to the same degree as
under laissez-faire would raise welfare); in which, when that is true,
a reduction in short-term interest rates through central bank action
will worsen the problem by making it even more tempting for banks
to finance acquisitions of risky, illiquid assets by issuing short-term
safe liabilities; and in which the purchase of longer-term and/or risky
assets by the central bank, financed by creating additional reserves
(or other short-term safe liabilities, such as reverse repos or central
bank bills, which would also be useful in facilitating transactions), will
indeed loosen financial conditions, with an effect on aggregate demand
that is similar, though not identical to, the effect of a reduction in the
central bank’s operating target for its policy rate. Nonetheless, the
paper shows that quantitative easing policies should not increase risks
to financial stability, but rather should tend to reduce them.

The reason for this different conclusion hinges on our conception
of the sources of the kind of financial fragility that allowed the recent
crisis to occur and the way in which monetary policy can affect the
incentives to create a more fragile financial structure. In my view, the
fragility that led to the crisis was greatly enhanced by the notable
increase in maturity and liquidity transformation in the financial
sector in the years immediately prior to the crisis (Brunnermeier,
2009; Adrian and Shin, 2010)—in particular, the significant increase
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in funding of financial intermediaries by issuance of collateralized
short-term debt, such as repos (financing investment banks) or asset-
backed commercial paper (issued by structured investment vehicles).
Such financing is relatively inexpensive, in the sense that investors
will hold the instruments even when they promise a relatively low
yield, because of the assurance they provide that the investors will
receive payment and can withdraw their funds at any time on short
notice if desired. Too much of it is dangerous, however, because it
exposes the leveraged institution to funding risk, which may require
abrupt deleveraging through a fire sale of relatively illiquid assets.
The sudden need to sell relatively illiquid assets to cover a shortfall of
funding can substantially depress the price of those assets, requiring
even more deleveraging and leading to a margin spiral of the kind
described by Shleifer and Vishny (1992, 2011) and Brunnermeier and
Pederson (2009).

It is important to ask why such fragile financial structures should
arise as an equilibrium phenomenon, in order to understand how
monetary policy may increase or decrease the likely degree of fragility.
According to the perspective adopted here, investors are attracted
to the short-term safe liabilities created by banks or other financial
intermediaries because assets with a value that is completely certain
are more widely accepted as a means of payment.? If an insufficient
quantity of such safe assets is supplied by the government (through
means that discussed below), investors will pay a money premium
for privately issued short-term safe instruments with this feature, as
documented by Greenwood, Hanson, and Stein (2010), Krishnamurthy
and Vissing-Jorgensen (2012), and Carlson and others (2014). This
provides banks with an incentive to obtain a larger fraction of their
financing in this way. Moreover, they may choose an excessive amount
of this kind of financing, despite the funding risk to which it exposes
them, because each individual bank fails to internalize the effects
of their collective financing decisions on the degree to which asset
prices will be depressed in the event of a fire sale. This gives rise to a
pecuniary externality, as a result of which excessive risk is taken in
equilibrium (Lorenzoni, 2008; Jeanne and Korinek, 2010; Stein, 2012).

Conventional monetary policy, which cuts short-term nominal
interest rates in response to an aggregate demand shortfall, can

3. The role of non-state-contingent payoffs in allowing an asset to be widely
acceptable as a means of payment is discussed by Gorton and Pennacchi (1990), Gorton
(2010), and Gorton, Lewellen, and Metrick (2012).
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arguably exacerbate this problem, as low market yields on short-
term safe instruments will further increase the incentive for private
issuance of similar liabilities (Adrian and Shin, 2010; Giavazzi and
Giovannini, 2012). The question of primary concern in this paper is
whether quantitative easing policies, pursued as a means of providing
economic stimulus when conventional monetary policy is constrained
by the lower bound on short-term nominal interest rates, increase
financial stability risks for a similar reason.

In the model proposed here, quantitative easing policies lower the
equilibrium real yield on longer-term and risky government liabilities,
just as a cut in the central bank’s target for the short-term riskless
rate will, and this relaxation of financial conditions has a similar
expansionary effect on aggregate demand in both cases. Nonetheless,
the consequences for financial stability are not the same. In the case
of conventional monetary policy, a reduction in the riskless rate also
lowers the equilibrium yield on risky assets because if it did not, the
increased spread between the two yields would provide an increased
incentive for maturity and liquidity transformation on the part of
banks, which they pursue until the spread has decreased (because of
diminishing returns to further investment in risky assets) to where
it is again balanced by the risks associated with overly leveraged
investment. (This occurs, in equilibrium, partly through a reduction
in the degree to which the spread increases—which means that the
expected return on risky assets is reduced—and partly through an
increase in the risk of a costly fire-sale liquidation of assets.) In the
case of quantitative easing, the equilibrium return on risky assets
is reduced, but in this case through a reduction—rather than an
increase—in the spread between the two yields. The money premium,
which results from a scarcity of safe assets, should be reduced if the
central bank asset’s purchases increase the supply of safe assets to
the public, as argued by Caballero and Farhi (2013) and Carlson
and others (2014). Hence, the incentives for the creation of a more
fragile financial structure are not increased as much by expansionary
monetary policy of this kind.

The idea that quantitative easing policies, when pursued as an
additional means of stimulus when the risk-free rate is at the zero
lower bound, should increase risks to financial stability because
they are analogous to an expansionary policy that relaxes reserve
requirements on private issuers of money-like liabilities is also based
on a flawed analogy. It is true, in the model of endogenous financial
stability risk presented here, that a relaxation of a reserve requirement
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proportional to banks’ issuance of short-term safe liabilities will
(under a binding constraint) increase the degree to which excessive
liquidity transformation occurs. It is also true that in a conventional
textbook account of the way in which monetary policy affects financial
conditions, an increase in the supply of reserves by the central bank
relaxes the constraint on banks’ issuance of additional money-like
liabilities (“inside money”) implied by the reserve requirement, so that
the means through which the central bank implements a reduction
in the riskless short-term interest rate is essentially equivalent to a
reduction in the reserve requirement. However, this is not a channel
through which quantitative easing policies can be effective, when
the risk-free rate has already fallen to zero (or more generally, to the
level of interest paid on reserves). For in such a case, reserves are
necessarily already in sufficiently great supply for banks to be satiated
in reserves, so that the opportunity cost of holding them must fall to
zero in order for the existing supply to be voluntarily held. Under
such circumstances (which is to say, those existing in countries like
the United States since the end of 2008), banks’ reserve requirements
have already ceased to constrain their behavior. Hence, to the extent
that quantitative easing policies are of any use at the zero lower bound
on short-term interest rates, their effects cannot occur through this
traditional channel.

In the model presented here, quantitative easing is effective at the
zero lower bound (or more generally, even in the absence of reserve
requirements or under circumstances where there is already satiation
in reserves); this is because an increase in the supply of safe assets
(through issuance of additional short-term safe liabilities by the central
bank, used to purchase assets that are not equally money-like) reduces
the equilibrium money premium. But whereas a relaxation of a binding
reserve requirement would increase banks’ issuance of short-term
safe liabilities (and hence financial stability risk), a reduction in the
money premium should reduce their issuance of such liabilities, so
that financial stability risk should, if anything, be reduced.

The idea that a reduction in risk premiums as a result of central
bank balance sheet policy should imply a greater danger of excessive
risk-taking is similarly mistaken. In the model presented here,
quantitative easing achieves its effects (both on the equilibrium
required return on risky assets and on aggregate demand) by
lowering the equilibrium risk premium—that is, the spread between
the required return on risky assets and the riskless rate. But this
does not imply the creation of conditions under which it should be
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more tempting for banks to take on greater risk. To the contrary,
the existence of a smaller spread between the expected return on
risky assets and the risk-free rate makes it less tempting to finance
purchases of risky assets by issuing safe, highly liquid short-term
liabilities that need pay only the riskless rate. Hence, again, a correct
analysis implies that quantitative easing policies should increase
financial stability, rather than threatening it.

The remainder of the paper develops these points in the context of
an explicit intertemporal monetary equilibrium model, in which it is
possible to clearly trace the general equilibrium determinants of risk
premiums, the way in which they are affected by both interest rate
policy and the central bank’s balance sheet, and the consequences for
the endogenous capital structure decisions of banks. Section 1 presents
the structure of the model, and section 2 then derives the conditions
that must link the various endogenous prices and quantities in an
intertemporal equilibrium. Section 3 considers the effects of alternative
balance sheet policies on equilibrium variables, focusing on the case
of a stationary long-run equilibrium with flexible prices. Section 4
compares the ways in which quantitative easing and adjustments
of reserve requirements affect banks’ financing decisions. Finally,
section 5 compares (somewhat more briefly) the short-run effects
of both conventional monetary policy, quantitative easing, and
macroprudential policy in the presence of nominal rigidities that allow
conventional monetary policy to affect the degree of real economic
activity. Section 6 concludes.

1. A MoNETARY EQUILIBRIUM MODEL WITH FIRE SALES

This section develops a simple model of monetary equilibrium,
in which it is possible simultaneously to consider the effects of the
central bank’s balance sheet on financial conditions (most notably,
the equilibrium spread between the expected rate of return on risky
assets and the risk-free rate of interest) and the way in which private
banks’ financing decisions can increase risks to financial stability.
An important goal of the analysis is to present a sufficiently explicit
model of the objectives and constraints of individual actors to allow
welfare analysis of the equilibria associated with alternative policies
that is based on the degree of satisfaction of the individual objectives
underlying the behavior assumed in the model, as in the modern
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theory of public finance, rather than judging alternative equilibria
on the basis of a more ad hoc criterion.*

Risks to financial stability are modeled using a slightly adapted
version of the model proposed by Stein (2012). The Stein model is a
three-period model in which banks finance their investments in risky
assets in the first period; a crisis may occur in the second period, in
which banks are unable to roll over their short-term financing and
as a result may have to sell illiquid risky assets in a fire sale; and in
the third period, the ultimate value of the risky assets is determined.
The present model incorporates this model of financial contracting
and occasional fire sales of assets into a fairly standard intertemporal
general equilibrium model of the demand for money-like assets,
namely, the cash-in-advance model of Lucas and Stokey (1987). In
this way, the premium earned by money-like assets, which is treated
as an exogenous parameter in Stein (2012), can be endogenized, and
the effects of central bank policy on this variable can be analyzed,
together with the consequences for financial stability.

1.1 Elements of the Model

Like most general equilibrium models of monetary exchange,
the Lucas and Stokey (1987) model is an infinite-horizon model, in
which the willingness of sellers to accept central bank liabilities as
payment for real goods and services in any period depends on the
expectation of being able to use those instruments as a means of
payment in further transactions in future periods. The state space of
the model is kept small (allowing a straightforward characterization of
equilibrium, despite random disturbances each period) by assuming a
representative household structure; the two sides of each transaction
involving payment using cash are assumed to be two members of a
household unit with a common objective, which can be thought of as
a worker and a shopper. During each period, the worker and shopper
from a given household have separate budget constraints (so that
cash received by the worker as payment for the sale of produced goods
cannot be immediately used by the shopper to purchase goods, in the
same market), as is necessary for the cash-in-advance constraint to
matter; but at the end of the period, their funds are again pooled in a

4. The proposed framework is further developed in Sergeyev (2016), which
considers the interaction between conventional monetary policy and country-specific
macroprudential policies in a currency union.
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single household budget constraint (so that only the asset positions
of households, which are all identical, matter at this point).

I employ a similar device, but increase the number of distinct roles
for different household members, in order to introduce additional kinds
of financial constraints into the model while retaining the convenience
of a representative household. The model assumes that each infinite-
lived household is made of four members with different roles during
the period: a worker who supplies the inputs used to produce all final
goods, and receives the income from the sale of these goods; a shopper
who purchases regular goods for consumption by the household and
who holds the household’s cash balance, for use in such transactions;
a banker who buys risky durable goods and issues short-term safe
liabilities to finance some of these purchases; and an investor who
purchases special final goods and can also bid for the risky durables
sold by bankers in the event of a fire sale.® As in the Lucas-Stokey
model, the different household members have separate budget
constraints during the period (which is the significance of referring
to them as different people), but pool their budgets at the end of each
period in a single household budget constraint.

Four types of final goods are produced each period: durable goods
and three types of nondurable goods, called cash goods, credit goods,
and special goods. Workers also produce intermediate investment goods
that are used as an input in the production of durable goods. Both cash
and credit goods are purchased by shoppers; the distinction between
the two types of goods is taken from Lucas and Stokey (1987), where the
possibility of substitution by consumers between the two types of goods
(one subject to the cash-in-advance constraint, the other not) allows
the demand for real cash balances to vary with the size of the liquidity
premium (opportunity cost of holding cash), for a given level of planned
real expenditure. This margin of substitution also results in a distortion
in the allocation of resources that depends on the size of the liquidity
premium, and I wish to take this distortion into account when considering
the welfare effects of changing the size of the central bank’s balance sheet.

5. The distinction between bankers, investors, and worker/shopper pairs
corresponds to the distinction in the roles of bankers, patient investors, and households
in the model of Stein (2012). In the Stein model, these three types of agents are distinct
individuals with no sharing of resources among them, rather than members of a single
(larger) household; the device of having them pool assets at the end of each period is
not needed to simplify the model dynamics, because the model simply ends when the
end of the first and only period is reached (in the sense in which the term period is used
in this model). In the present model, the representative household device also allows
more unambiguous welfare comparisons among equilibria.
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The introduction of special goods purchased only by the investor
provides an alternative use for the funds available to the investor, so
that the amount that investors will spend on risky durables in a fire
sale depends on how low the price of the durables falls.® The produced
durable goods in the model play the role of the risky investment
projects in the model of Stein (2012): they require an initial outlay
of resources, financed by bankers, in order to allow the production
of something that may or may not yield a return later. The device of
referring separately to investment goods and to the durable goods
produced from them allows investment goods to be treated as perfect
substitutes for cash or credit goods on the production side, resulting in
a simple specification of workers’ disutility of supplying more output,
without having to treat durable goods as perfect substitutes for those
goods, which would not allow the relative price of durables to rise in
a credit boom.

All of the members of a given household are assumed to act so as
to maximize a common household objective. Looking forward from
the beginning of any period ¢, the household objective is to maximize

B, > B e, c,.) + i, )+ 5.~ v(Y.) ~w(x,) |- 1.1)

Here c,,,c,, and cy, denote the household’s consumption of cash
goods, credit goods, and special goods, respectively, in period £; s, denotes
the quantity of durables held by the household at the end of period ¢
that have not proven to be worthless, and hence the flow of services in
period ¢ from such intact durables; Y, denotes the household’s supply
of normal goods (a term used collectively for cash goods, credit goods,
and investment goods, which are all perfect substitutes from the
standpoint of a producer) in period ¢; and x, denotes the household’s
supply of special goods in period ¢. The functions u(-,), @(-), v(-) and
w(-) are all increasing functions of each of their arguments; the
functions u(-,")and #(-) are strictly concave; and the functions v(-) and
w(:) are at least weakly convex. The function u(-,-) also implies that
both cash and credit goods are normal goods, in the sense that it will
be optimal to increase purchases of both types of goods if a household
increases its expenditure on these types of goods on aggregate, while
the (effective) relative price of the two types of goods remains the

6. The opportunity of spending on purchases of special goods plays the same role
in this model as the possibility of investment in late-arriving projects in the model of
Stein (2012).
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same.” In addition, the discount factor satisfies 0 <f <1 and y<0.The
operator E,[-] indicates the expectation conditional on information at
the beginning of period ¢.

Each of the infinite sequence of periods ¢ =0, 1, 2, ,... is subdivided
into three subperiods, corresponding to the three periods in the Stein
model. The sequence of events and the set of alternative states that
may be reached in each period are indicated in figure 1. In subperiod 1,
a financial market is open in which bankers issue short-term safe
liabilities and acquire risky durables, and households decide on the cash
balances to hold for use by the shopper.® In subperiod 2, information is
revealed about the possibility that the durable goods purchased by the
banks will prove to be valueless. With probability p, the no-crisis state
is reached, in which it is known with certainty that no collapse in the
value of the assets will occur, but with probability 1 — p, a crisis state is
reached, in which it is understood to be possible (though not yet certain)
that the assets will prove to be worthless. Finally, in subperiod 3, the
value of the risky durables is learned. In both of the no-asset-collapse
states, a unit of the durable good produces one unit of services, while in
the asset-collapse state (which occurs with probability 1 —g, conditional
on the crisis state being reached), durables provide no service flow.

Figure 1. The Sequential Resolution of Uncertainty within
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period t +1
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7. The effective relative price is the relative price taking into account the cost to
the household of having to hold cash in order to purchase cash goods.

8. This subperiod corresponds both to the first period of the Stein (2012) model, in
which risky projects are financed, and to the securities-trading subperiod of the model in
section 5 of Lucas and Stokey (1987), in which bonds are priced and hence the liquidity
premium on cash is determined.
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The various types of goods are produced and sold in subperiod 2.
The markets in which the different goods are sold differ in the means
of payment that are accepted. It is assumed, as in Lucas and Stokey
(1987), that cash goods are sold only for cash that is transferred from
the buyer to the seller at that time; the cash balances used for this
purpose must have been acquired in subperiod 1 by the household to
which that shopper belongs. (The liquidity premium associated with
cash is thus determined in the exchange of cash for other financial
claims in subperiod 1.) Credit goods are instead sold to shoppers on
credit; this means (as in Lucas and Stokey) that accounts are settled
between buyers and sellers only at the end of the period, at which point
the various household members have again pooled their resources,
so that charges by shoppers during the period can be paid out of the
income received by workers for goods sold during that same period. The
only constraint on the amount of this kind of credit that a household
can draw on is assumed to be determined by a no-Ponzi condition
(that is, the requirement that a household be able to pay off its debts
eventually out of future income, rather than roll it over indefinitely).
Investment goods are sold on credit in the same way. Special goods
are also assumed to be sold on credit, but in this case, the amount of
credit that investors can draw on is limited by the size of the line of
credit arranged for them in subperiod 1. In particular, it is assumed
that a given credit limit must be negotiated by the household before
it learns whether a crisis will occur in subperiod 2 and thus whether
investors will have an opportunity to bid on fire sale assets. The
existence of the non-state-contingent credit limit for purchases by
investors (both their purchases of special goods and their purchases of
risky durables liquidated by the bankers in a fire sale) is important in
order to capture the idea that only a limited quantity of funds can be
mobilized (by potential buyers with the expertise required to evaluate
the assets) to bid on the assets sold in a fire sale.?

The nature of the cash that can be used to purchase cash goods
requires further comment. Unlike Lucas and Stokey, I do not assume
that only monetary liabilities of the government constitute cash that
is acceptable as a means of payment in this market. Instead, cash
is identified with the class of short-term safe instruments (STSIs)

9. In the model of Stein (2012), this limit is ensured by assuming that the patient
investors have a budget that is fixed as a parameter of the model. Here this budget is
endogenized by allowing it to be chosen optimally by the household in subperiod 1, but
it cannot be changed in subperiod 2.
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discussed by Carlson and others (2014) in the case of the United States,
which includes U.S. Treasury bills (and not simply monetary liabilities
of the U.S. Federal Reserve) and certain types of collateralized short-
term debt of private financial institutions. The assumption that only
these assets can be used to purchase cash goods is intended to stand
in for the convenience provided by these special instruments, which
accounts for their lower equilibrium yields relative to the short-period
holding returns on other assets.1? The fact that all assets of this type,
whether issued by the government (or central bank) or by bankers,
are assumed equally to satisfy the constraint is intended to capture
the way in which the demand for privately issued STSIs is observed
to vary with the supply of publicly issued STSIs, as shown by Carlson
and others (2014).

There are, of course, also special uses for base money (currency
and reserve balances held at the Fed) as a means of payment, of the
kind that Lucas and Stokey sought to model. In particular, when
the supply of reserves by the Fed is sufficiently restricted, as was
chronically the case prior to the financial crisis of 2008, the special
convenience of reserve balances in facilitating payments between
financial intermediaries results in a spread between the yield on
reserves and that on STSIs such as Treasury bills; and the control of
this spread by varying the supply of reserves was the focus of monetary
policy prior to the crisis. Nonetheless, the spread between the yield
on reserves and the Treasury bill rate (or federal funds rate) is not
the one of interest here. Under the circumstances in which the Fed
has conducted its experiments with quantitative easing, the supply of
reserves has been consistently well beyond the level needed to drive
the Treasury bill yield down to (or even below) the yield on reserves.
Hence, while certain kinds of payments by banks are constrained by
their reserve balances, this has not been a binding constraint in the
period in which we wish to consider the effects of further changes in
the central bank balance sheet. Granting that reserves have special
uses that can result in a liquidity premium specific to them (under

10. One interpretation of the cash-in-advance constraint is that it actually
represents a constraint on the type of assets that can be held by money-market mutual
funds (MMMF's). Such a constraint gives rise to a money premium only to the extent
that there are special advantages to investors of holding wealth in MMMFs, such as
the ability to move funds quickly from them to make purchases. Rather than explicitly
introducing a demand for cash on the part of MMMFs and assuming that households
use their MMMF balances to make certain types of purchases, I obtain the same
equilibrium money premium more simply by supposing that the STSIs can directly be
used as a means of payment in certain transactions.
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circumstances no longer relevant at present) does not in any way imply
that STSIs cannot also have special uses for which other assets will
not serve, giving rise to another sort of money premium—one that
need not be zero simply because the premium associated with reserve
balances has been eliminated.

The acceptability of a financial claim as cash that can be used to
purchase cash goods is assumed to depend on its having a value at
maturity that is completely certain, rather than being state-contingent.
This requires not only that it be a claim to a fixed nominal quantity at
a future date, but that it be viewed as completely safe, for one of two
possible reasons: either it is a liability of the government (or central
bank),!! or it is collateralized in a way that allows a holder of the claim
to be certain of realizing a definite nominal value from it. Bankers can
issue liabilities that will be accepted as cash, but these liabilities will
have to be backed by specific risky durables as collateral, and holders
of the debt has the right to demand payment of the debt at any time,
if they cease to remain confident that the collateral will continue to
guarantee the fixed value for it.

When bankers purchase risky durables in the first subperiod,
they can finance some portion of the purchase price by issuing safe
debt (which can be used by the holder during the second subperiod to
purchase cash goods), collateralized by the durables that are acquired.
If in the second subperiod, the no-crisis state is reached, the durables
can continue to serve as collateral for safe debt, as the value of the
asset in the third subperiod can in this case be anticipated with
certainty. In this case, bankers are able to roll over their short-term
collateralized debt and continue to hold the durables. If instead the
crisis state is reached, the durables can no longer collateralize safe
debt, as there is now a positive probability that the durables will be
worthless in the third subperiod. In this case, holders of the safe debt
demand repayment in the second subperiod, and the bankers must
sell durables in a fire sale, in the amount required to pay off the short-
term debt. It is the right to force this liquidation that makes the debt
issued by bankers in the first subperiod safe.

To be more specific, suppose that the sale of goods (and in particular,
cash goods) occurs at the beginning of the second subperiod: after it

11. A claim on a government need not be completely safe. If, however, a government
borrows in its own fiat currency, and if it is committed to ensure that its nominal
liabilities are paid with certainty (by monetizing them if necessary), then it is possible
for it to issue debt that is correctly viewed as completely safe (in nominal terms).
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has been revealed whether the crisis state will occur, but before the
decision whether to demand immediate repayment of the short-term
debt is made. Thus, at the time that shoppers seek to purchase cash
goods, they may hold liabilities issued by bankers that grant the
holder the right to demand repayment at any time; it is the fact that
the short-term debt has this feature that allows it to be accepted as
cash in the market for cash goods. After the market for cash goods has
taken place, the holders of the bankers’ short-term debt (who may now
include the sellers of cash goods) decide whether to demand immediate
repayment of the debt. At this point, these holders (whether shoppers
or workers) only care about the contribution that the asset will make
to the household’s pooled end-of-period budget. In the crisis state, they
will choose to demand repayment, since this ensures them the face
value of the debt, whereas if they do not demand repayment, they will
receive the face value of the debt with probability q < 1, but will receive
nothing if the asset-collapse state occurs. If they demand repayment,
they receive a claim on the investors who purchase the collateral in
the fire sale; such a claim is assumed to guarantee payment in the end-
of-period settlement, if within the bound of the line of credit arranged
for the investor in the first subperiod.

The other source of assets that count as cash is the government.
Some very short-term government liabilities (Treasury bills) count as
cash. In addition, the central bank can issue liabilities that also count
as cash. If the central bank increases its supply of SFSIs by purchasing
Treasury bills (which are themselves SFSIs), the overall supply of
cash will be unchanged. (This again demonstrates that the concept
of cash used here differs importantly from that of Lucas and Stokey.)
But if the central bank purchases noncash assets (either longer-term
Treasury bonds, which are less able to facilitate transactions than
are shorter-term bills, or assets subject to other kinds of risk) and
finances these purchases by creating new short-term safe liabilities, it
can increase the net supply of SFSIs. We are interested in the effects
of this latter kind of policy.

1.2 Budget Constraints and Definition of Equilibrium

Each household begins period ¢ with [, ; units of the investment good
(purchased in the previous period) and financial wealth A,, which may
represent claims on either the government or other households, and is
measured in terms of the quantity of cash that would have the same
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market value in subperiod 1 trading (even though the assets aggregated
in A, need not all count as cash). In the first subperiod, the investment
good is used to produce F(I, ;) units of the durable good, which can
sold on a competitive market at price @, per unit.!? The banker in each
household purchases a quantity s, of these durables, financed partly
from funds provided by the household for this purpose and partly by
issuing short-term collateralized debt in quantity D,. Here D, is the face
value of the debt, the nominal quantity to which the holder is entitled
(with certainty) in the settlement of accounts at the end of period £. The
price @, of the risky asset is quoted in the same (nominal, end-of-period)
units; thus, the quantity of funds that the household must provide to
the banker is equal to @,s,— D, in those units.

The household’s other uses of its beginning-of-period financial
wealth are to acquire cash, in quantity M,, for use by the shopper and
to acquire (longer-term) bonds B,, which are government liabilities that
do not count as cash. The quantity M, represents the end-of-period
nominal value of these safe assets; thus, if interest is earned on cash
(as the model allows), M, represents the value of the household’s
cash balances inclusive of the interest earned on them, rather than
the nominal value at the time that they are acquired.!® The quantity
of bonds B, is measured in terms of the number of units of cash that
have the same market value in subperiod 1 trading (as with the
measurement of A,). Hence, the household’s choices of s,, D,, M,, and
B, in the first subperiod are subject to an interim budget constraint,

(Qs,-D,)+ M, + B, <A, +QF(I,,). (1.2)

The financing decisions of bankers are also subject to a constraint
that safe debt cannot be issued in a quantity beyond that for which

12. We may alternatively suppose that the investment goods are purchased by
construction firms that produce the durables and sell them to bankers, and that
households simply begin the period owning shares in these construction firms. The
explicit introduction of such firms would not change the equilibrium conditions
presented below.

13.If cash is equivalent to Treasury bills, M, represents their face value at maturity,
rather than the discounted value at which they are purchased.
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they can provide sufficient collateral, given their holdings of the
durable s,.1 This requires that

D, <T,s, (1.3)

where T, is the market price of the durable good in the fire sale, should
one occur in period ¢. (Here T, is quoted in terms of the units of nominal
value to be delivered by investors in the end-of-period settlement of
accounts. Note that while it is not yet known in subperiod 1 whether
a crisis will occur, the price I', that will be realized in the fire sale if
one occurs is perfectly forecastable.) Constraint (1.3) indicates the
amount of collateral required to ensure that whichever state is reached
in subperiod 2, the value of the collateralized debt will equal D,, since
sale of the collateral in a fire sale will yield at least that amount.

Regardless of the state reached in subperiod 2, the shopper’s cash
goods purchases must satisfy the cash-in-advance constraint:

Pc,<M,, (1.4)
where P, is the price of normal goods in period # (which may depend on
the state reached in subperiod 2), quoted in units of the nominal value
to be delivered in the end-of-period settlement. It is this constraint that
provides a reason for the household to choose to hold cash balances
M,. The common price for all normal goods follows from the fact that
these goods are perfect substitutes from the point of view of their
producers (workers) and that all payments that guarantee the same
nominal value in the end-of-period settlement are of equal value to
the sellers, once the problem of verifying the soundness of payments
made in the cash goods market has been solved.1®

There is no similar constraint on shopper’s purchases of credit
goods or investment goods, as these are sold on credit. The investor’s

14. We might suppose that bankers can also issue debt that is not collateralized—or
not collateralized to this extent. But such liabilities would not be treated as cash by
the households that acquire them, so that allowing such debt to be issued by a banker
would have no consequences any different from allowing the household itself to issue
such debt in the first subperiod, in order to finance a larger equity contribution to its
banker. Furthermore, allowing households to trade additional kinds of noncash financial
liabilities would make no difference for the equilibrium conditions derived here; it would
simply allow us to price the additional types of financial claims. The ability of bankers
to issue collateralized short-term debt that counts as cash instead matters; this is not
a type of claim that a household can issue other than by having its banker issue it
(because it must be collateralized by risky durable goods), and issuing such claims has
special value because they can relax the cash-in-advance constraint.

15. Cash goods and credit goods sell for the same price in any given period for the
same reason in the model of Lucas and Stokey (1987).
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purchases c,, of special goods, and purchases S:d of durables in the fire
salel® must, however, satisfy a state-contingent budget constraint:

Pc, +nT,s'<F, (1.5)

where f’t is the price of special goods (which are quoted in the same
units as P, and which similarly may depend on the state reached in
subperiod 2); 1, is an indicator variable for the occurrence of a crisis
in period ¢;!7 and F, is the line of credit arranged for the investor in
subperiod 1, quoted in units of the nominal quantity that the investor
can promise to deliver in the end-of-period settlement, and with a value
that must be independent of the state that is realized in subperiod 2.18

If the crisis state is reached in subperiod 2, the banker offers s,
units of the durable goods for sale in the fire sale, the quantity of which
must satisfy the bounds,

*<Ts,. (1.6)

The first inequality indicates that the banker must liquidate
sufficient assets to allow repayment of the short-term debt (given
that in this state, the holders will necessarily demand immediate
repayment); the second inequality follows from the fact that bankers
cannot offer to sell more shares of the durable good than they owns.
The range of possible quantity offers defined in equation (1.6) is
nonempty only because equation (1.3) has been satisfied; thus, a plan
that satisfies equation (1.6) necessarily satisfies equation (1.3), making
the earlier constraint technically redundant.

Given these decisions, the durables owned by the household in
subperiod 3 will equal

s, :st+nt(s:d —s:”) 1.7

16. We use the notation s, for the quantity of durables liquidated in the fire sale, if
one occurs in period ¢. An additional superscript d is used for the quantity demanded on
this market, and a superscript s for the quantity supplied. Note that s, “and s,” are two
independent choice variables for an individual household, and they need not be chosen
to be equal, even though in equilibrium they must be equal (given common choices by
all households) in order for the market to clear.

17. That is, n,=1 if a crisis occurs, while n,=0 if the no-crisis state is reached.

18. Like constraint (1.4), constraint (1.5) 1s actually two constraints, one for each
possible state that may be reached in subperiod 2.
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if the durables prove to be valuable, while s, = 0 regardless of the
household decisions in the asset-collapse state. The household’s pooled
financial wealth at the end of the period (in nominal units) will be
given by

b

W, = M,+[§ JBﬁPth—Pt (e, +cy, +1,) (1.8)

m
t

+‘F)txt +ntrz5:3 _Dt _R +T; .

This consists of the household’s cash balances at the end of
subperiod 1, plus the end-of-period value of the bonds that it holds at
the end of subperiod 1, plus additional funds obtained from the sale of
both normal goods and special goods in subperiod 2, plus funds raised
in the fire sale of assets in the event of a crisis, minus the household’s
expenditure on normal goods of the various types in subperiod 2, and
minus the amounts that it must repay at the end of the period (if not
sooner) to pay off the collateralized debt issued by the banker and to
pay for the line of credit arranged for the investor, plus the nominal
value T, of net transfers from the government. Because the household
must pay F, regardless of the extent to which the line of credit is used,
the investor’s expenditure does not need to be subtracted, as it is paid
for when F, is paid.1® Additionally, bonds that cost the same amount as
one unit of cash in subperiod 1 are worth as much as R tb / R]" units of
cash at the end of the period, where R, is the gross nominal yield on
cash (assumed to be known when the cash is acquired in subperiod 1,
since these assets are riskless in nominal terms), and R tb is the gross
nominal holding return on bonds (which may depend on the state
reached by the end of the period).

Each household is subject to a borrowing limit,

W =W, (1.9)

19.The assumption that F, must be paid whether or not the full line of credit is used
is important because it prevents the household from simply asking for a large line of
credit, as much as would be desired in the crisis state, and then not using all of it in the
noncrisis state. If that were possible at no cost, the non-state-contingency of the credit
available to the investor would have no bite. The assumption that the line of credit must
be paid for whether used or not makes this costly and results in the household’s wishing
ex post in the crisis state that it had provided more funds to the investor—although it
also wishes ex post in the noncrisis state that it had provided less credit to the investor.
This device implies that the credit available to the investor will be optimal on average,
though not optimal in each state because it cannot be state-contingent.
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expressed as a lower bound on its net worth after the end-of-period
settlement of accounts. I do not further specify the precise value of
the borrowing limit, but it can be set tight enough to ensure that any
end-of-period net indebtedness can eventually be repaid, while at
the same time being loose enough so that the constraint (1.9) never
binds in any period. Finally, the household carries into period ¢ + 1
the investment goods I, purchased in subperiod 2 of period ¢, as well
as financial wealth in the amount of

A R" W (1.10)

/25 B *S AR

where the multiplicative factor R, converts the value of the
household’s financial wealth at the beginning of period ¢ + 1 into an
equivalent quantity of cash (measured in terms of the face value of
the STSIs rather than their cost in subperiod 1 trading).

A feasible plan for a household is then a specification of the
quantities M,, B,, s,, D,, F,, s:s, for each period ¢, as a function of the
history g, of shocks up until then, and a specification of the quantities
Cyp Cop Capo 1, Y, and x,, for each period ¢, as a function of both E, and
n, (that is, whether a crisis occurs in period %), that satisfies the
constraints (1.2)—(1.3) for each possible history §, and the constraints
(1.4)—(1.10) for each possible history (Et) m,), given initial financial
wealth A, and pre-existing investment goods I ; and also given
the state-contingent evolution of the prices, net transfers from the
government to households, as well as the borrowing limit. An optimal
plan is a feasible plan that maximizes equation (1.1).

Equilibrium requires that all markets for goods and assets clear.

Thus, it requires that in the first subperiod of period ¢,

M,=M,+D, (1.11)
B =B, (1.12)
and

s, =F(,), (1.13)

where ]VIt is the public supply of cash (short-term safe liabilities of
the government or of the central bank) and B/’ is the supply of longer-
term government bonds (not held by the central bank). For simplicity,
durables are assumed to fully depreciate after supplying a service
flow (in the event that there is no asset collapse) in the period in
which they are produced and acquired by bankers; thus, the supply
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of durables to be acquired by bankers in period ¢ is given simply by
the new production F(/, ;) and is independent of the quantity s, ; of
valuable durables in the previous period.

Equilibrium also requires that in the second subperiod, if a crisis
occurs,

s*d — s*s’ (1.14)

and that in either the crisis or in the noncrisis state,

¢+, +1, =Y, (1.15)
and
c., =X (1.16)

3t t®

A flexible-price equilibrium can then be defined as a specification of
prices @, and I, and cash yield R,™ for each history &, and prices P,
and P, and bond yields R,® for each history (€,,n,) together with a plan
(as described above) for the representative household, such that (i)
the plan is optimal for the household, given those prices, and (ii) the
market-clearing conditions (1.11)—(1.14) are satisfied for each history
€, and conditions (1.15)—(1.16) are satisfied for each history (§,, n,).

1.3 Fiscal Policy and Central Bank Policy

The equilibrium conditions above involve several variables that
depend on government policy: the supplies of outside financial assets
Mt and B *the net transfers T, and the yields R,” and R,® on the outside
financial assets. Fiscal policy determines the evolution of end-of-period
claims on the government,

b

L= M,{?JBHTZ (1.17)

m
t

by varying state-contingent net transfers to households appropriately.
The Treasury also has a debt management decision: at the beginning
of each period ¢, it must decide how much of existing claims on the
government will be financed through STSIs (that is, issuance of
Treasury bills), as opposed to longer-term debt that cannot be used
to satisfy the cash-in-advance constraint. Let ]\thg be Treasury bill
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issuance by the Treasury in the first subperiod of period ¢; it follows
that the total supply of longer-term debt by the Treasury will equal?®

Bf=R"L,  -M¢*. (1.18)

Of these longer-term securities issued by the Treasury, a quantity
B; 6 will be held as assets of the central bank, backing central bank
11ab111t1es M °® of equal value. I assume that all of these central bank
liabilities are STSIs that count as cash. The supply of outside assets
to the private sector is then given by

M, = M*+M* (1.19)
and
B’ = B*-B®. (1.20)

In equilibrium, the net wealth W, of the representative household
at the end of period ¢ must equal net claims L, on the government.2!
It then follows from equations (1.10) and (1.18) that the beginning-of-
period assets A, of the representative household must equal

A =MF+Br.
Alternatively, since M = B¢®

A =M+B, (1.21)

in terms of the supplies of outside assets to the private sector.

At the end of period ¢, the central bank’s assets are worth
(R?/ R™) Br?, while its liabilities are worth M = B¢®. In general, these
quantities will not be equal; I assume, however, that net balance sheet
earnings must be rebated to the Treasury at the end of the period, in
a transfer of magnitude

20. Note that liabilities with a market value the same as Mé’ + Bf units of cash in
subperiod 1 will have a market price of (Mg + Bg)/ R™.

21. A comparison of the definition of W in equatlon (1.8) with the definition of L,in
equation (1.17) shows that the market—clearing conditions imply that W,= L,
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b
jvtcb - [}}::n jBtcb _Mth-
t

A transfer from the central bank to the Treasury allows the
Treasury to make a larger transfer to the private sector while achieving
the same target for end-of-period claims on the government. However,
this does not change formula (1.17) for the size of net transfer that is
made to the private sector, because that equation was already written
in terms of a consolidated budget constraint for the Treasury and
central bank. If instead we write

e = 1-n1r-| B | g
t t t Rtm t

for the net transfer from the Treasury required to achieve the target
L, neglecting any transfers from the central bank, then
T, =T¢+T)".

Finally, in addition to choosing the size of its balance sheet, the
central bank can choose the nominal interest rate R/ paid on its
liabilities. In the model, where central bank liabilities (reserves,
reverse repos, or central bank bills) are treated as perfect substitutes
for all other forms of cash (Treasury bills or STSIs issued by private
banks), this policy decision directly determines the equilibrium yield
on those other forms of cash, as well.22 There are thus two independent
dimensions of central bank policy each period, each of which can be
chosen independently of fiscal policy (that is, of the evolution of both
total claims on the government L, and the supply of short-term safe
government liabilities), except to the extent that perhaps be must be

22. In a more complex model in which reserve balances at the central bank play a
special role that other STSIs cannot fulfill and are in sufficiently scarce supply, there
will be a spread between the interest rate paid on reserves and the equilibrium yield
on other STSIs, although the central bank will still have relatively direct control over
the equilibrium yield on STSIs, by varying either the interest rate paid on reserves
or the degree of scarcity of reserves. Even before the increased size of central bank
balance sheets resulting from the financial crisis, many central banks implemented
their interest rate targets largely by varying the interest rate paid on reserve balances,
as discussed in Woodford (2003, chap. 1).
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no greater than Bf.?3 These can alternatively be described as either
implementation of the central bank’s target for the interest rate paid
on cash or variation in the size of its balance sheet holding fixed its
target for that interest rate.

There is a further potential dimension of central bank policy, which
is choice of the composition of its balance sheet. Above I assumed that
the central bank holds only longer-term Treasury securities, but it might
also hold Treasury bills on its balance sheet (as indeed the U.S. Federal
Reserve does). In this model, however, it is easy to see that central bank
acquisition of Treasury bills (financed by issuing central bank liabilities
that are perfect substitutes for Treasury bills and pay the same rate of
interest) will have no effect on any other aspect of equilibrium. To simplify
the algebra, this possibility is not introduced in the notation above.

2. DETERMINANTS OF INTERTEMPORAL EQUILIBRIUM
This section characterizes equilibrium in the model just described,
with particular attention to the determinants of the supply of and

demand for safe assets and the supply of and demand for risky
durables, both when originally produced and in the event of a fire sale.

2.1 Conditions for Optimal Behavior
To begin, there are some necessary conditions for optimality of the

representative household’s behavior. An optimal plan for the household
(as defined in the previous section) is one that maximizes a Lagrangian:

EOiBt{u(Cu, m)+u(c%)+y[(1 n)s,n,a(s +s =5 )| - u(¥)-wix,) @.1)
(|)1t|:M+B+Q ( 1)) At_Dt]:| _nz(bzz(Dt_rtS:s)

- nt¢3t(rts:s_ rzst )_ ¢4t (ptclt_ Mz )_ ¢5t (ntrt8:d+ ptcSt_ E )

~e,

A R .
Rtr; _Mt_ F;,B P(Yt €= Cy It)_Ptxt_ntrtSts_’_Dt—i_‘Ft_T;

t+1

|

23. In fact, within the logic of the model, there is no problem with allowing Bf® to
exceed Bf; this would simply require negative holdings of government bonds by the
private sector (issuance of “synthetic” bonds by the private sector), which can already
be accommodated in the constraints specified above.
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where I have substituted equation (1.7) for s, in the utility function,
and equation (1.8) for W, in equation (1.10), in order to eliminate
two variables and constraints from the maximization problem (and
thus allow simplification of the Lagrangian). There is also no term
corresponding to the constraint (1.9), as in the equilibria discussed
below I assume that the borrowing constraint is set so as not to bind
in any period.2*

Differentiating the LagTangian with respect to the choice variables

M,B,,s,D,s, st , S, F »Cypr Copr Csn 1, Y, x,,and A, |, Tespectively,
yields the ﬁrst order condltions

= E [0, + b | (2.2)
%, =E, H i Jqﬁ @3
¢, =(1-p) ¢, + Edg, , (2.4)
0,@ =v[p+(1-p)a+(1-p)d,T,, (2.5)
19 = (9 — 0y )T, H05T (2.6)
vq =051, 2.7
Eb;, =E (2.8)
w,(¢,5¢,) = P (0, +95,) (2.9)
Uy (€ Cy) = B (2.10)
i (c,) = P, (2.11)

24. We assume a borrowing limit that constrains the asymptotic behavior of the
household’s net wealth position far in the future, so as to preclude running a “Ponzi
scheme,” but that does not constrain the household’s borrowing over any finite number
of periods.
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Bo, . Q.. F'(I)=Po,, (2.12)
v'(Y,) = P¢,,, (2.13)
w'(x,) = Po,,, (2.14)
and

b = BRI 0y (2.15)
for each .

In these conditions, the first seven choice variables (M, through
F,) must be chosen only as a function of the history &, (that is, the
state at the beginning of period ¢), while the other seven variables
(cq, through A, ;) may depend on v, (that is, whether a crisis occurs
in period #) as well as E,. This means that while there is only one
condition corresponding to each of the equations (2.2)—(2.8) for each
history €, each of the equations (2.9)—(2.15) actually corresponds to two
conditions for each history &, one for each of the two possible states
that may be reached in subperiod 2 (crisis or noncrisis). Similarly, the
Lagrange multipliers ¢,,, ¢,,, and ¢4, will each have a single value for
each history §,, but the values of the multipliers ¢,,, ¢,,, and ¢, may
differ depending on the state reached in subperiod 2. The conditional
expectation E[-] that appears in conditions such as (2.2) refers to
the expected value (as of the first subperiod of period ¢) of variables
that may take different values depending which state is reached in
subperiod 2.

The superscript ¢ appearing on Lagrange multipliers in equations
(2.6)—(2.7) indicates the value of the multiplier in the case that the
crisis state occurs in subperiod 2. Thus, condition (2.6) indicates the
way in which the values of the multipliers ¢,, and ¢, (which relate
to constraints that apply only in the event that the crisis state is
reached) depend on the value of the multiplier ¢, in the event of a
crisis in period ¢; but this value may be different from the value of ¢,
if no crisis occurs.

In writing the first-order conditions in this form, I have assumed
for simplicity that any random disturbances (other than learning
whether or not an asset-collapse occurs, after a crisis state is reached
in subperiod 2) are realized in subperiod 2 of some period. Under this
assumption, there is no difference between the information set in the
first subperiod of period #+1 (denoted &,, ;) and the information set
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in subperiod 2 of period t.25 I also assume that while the yield RY,
on longer-term government debt may depend on the state reached in

subperiod 2 of period ¢ + 1, the yield R, on safe short-term liabilities

of the central bank does not; hence, this also must be known as of
subperiod 2 of period ¢. Thus, the central bank’s decision about the

policy rate R7, (which should actually be regarded as the period ¢

interest rate decision?%) must be announced in subperiod 2 of period
¢.27 Conditions (2.12) and (2.15) can then be written without conditional
expectations, as the variables with subscripts ¢ + 1 in these equations are
ones with values that are already perfectly predictable in subperiod 2
of period ¢.

In addition to the first-order conditions (2.2)—(2.15), the household’s
decision variables must satisfy the constraints of the household
problem, together with a set of complementary slackness conditions.
Condition (2.13), together with the assumption that v'(Y)>0 for all
possible values of Y, implies that ¢, >0 necessarily; similarly, given
nonsatiation in special goods, condition (2.11) implies that ¢, >0
necessarily. Because it is associated with an inequality constraint—
namely, condition (1.4)—the multiplier ¢,, is necessarily nonnegative;
condition (2.2) then implies that ¢,, > 0 necessarily. The remaining
multipliers, ¢,,, ¢5,, and ¢,,, are associated with inequality constraints

25. There is, of course, the difference that by the beginning of period ¢ + 1, it will
be known whether an asset collapse occurred in period ¢, while this is not yet known in
subperiod 2 of period ¢ (in the case that the crisis state is reached). However, because of
the assumption of full depreciation of existing durables at the end of each period, while
the occurrence of an asset collapse affects household utility, it has no consequences for
the assets carried by the household into the following period, the amounts of which are
already predictable in subperiod 2 as long as no other random disturbances (such as
an unexpected change in the size of net transfers 7)) are allowed to occur in subperiod
3. Policy in periods ¢ + 1 and later is also assumed to be independent of whether an
asset collapse has occurred in period ¢. Therefore, the relevant information set for
equilibrium determination in subperiod 1 of period ¢ + 1 is independent of whether an
asset collapse has occurred.

26. R7", is the nominal yield between the settlement of accounts at the end of period
t and the settlement of accounts at the end of period ¢ + 1 on wealth that is held in
the form of cash. This would often be called the period ¢ riskless rate of interest, as it
must be determined before the period for which the safe return is guaranteed. I use the
notation R}, rather than R,” for consistency with the notation R’ for the one-period
holding return on longer-term bonds over the same time period; the latter variable is
generally not perfectly predictable in subperiod 2 of period ¢.

27. The model similarly assumes that the Treasury’s decision about the Treasury
bill supply Z\Zﬁl and the central bank’s decision about the size of its balance sheet Mtgg
are announced in subperiod 2 of period ¢. The Treasury’s decision about the size of net
transfers 7, and hence the value of total claims on the government L, at the end of
period ¢ are also announced in subperiod 2 of period ¢.
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and so are necessarily nonnegative, but they may be equal to zero if
the constraints in question do not bind (as discussed below). If any of
these multipliers has a positive value, the corresponding inequality
constraint must hold with equality.

2.2 Characterizing Equilibrium

In an equilibrium, all of the necessary conditions for optimality of
the household’s plan just listed must hold, and in addition, the market-
clearing conditions (1.11)—(1.16) must hold. This section draws some
further conclusions about relations that must exist among the various
endogenous variables in an equilibrium, in order to show how they
are affected by central bank policy.

To simplify the discussion, this paper focuses on the case in which
any exogenous factors that change over time (apart from the occurrence
of crisis states and asset collapses, as depicted in figure 1) are purely
deterministic (that is, simply a function of the date ¢). That is, the
exploration of the effects of a temporary disturbance of any other type
considers only the case of a shock that occurs in the initial period ¢ = 0,
with consequences that are perfectly predictable after that. The focus
is further restricted to the effects of alternative monetary and fiscal
policies that are similarly deterministic; this means that while the
model can be used to consider the effects of responding in different
ways to a one-time disturbance (in section 5), it does not encompass
the effects of responding to the occurrence of a crisis that results in
a fire sale of bank assets (or to an asset collapse). The reason is that
the concern here is with the consequences for the risks to financial
stability of alternative central bank policies prior to the occurrence
of a crisis; the interesting (but more complex) question of what can be
achieved by suitable use of these instruments to respond to a crisis
after it occurs is left for a later study.

Under this assumption, neither the occurrence of a crisis nor
an asset collapse in any period ¢ affects equilibrium determination
in subsequent periods, and we obtain an equilibrium in which the
variables listed above as functions of the history &, depend only on the
date ¢, and those listed as functions of the history (§,, ,) depend only
on the date ¢ and the value of n,. Moreover, because the resolution of
uncertainty during the period has no effect on equilibrium in later
periods, the Lagrange multiplier ¢, indicating the shadow value of
additional funds in the end-of-period settlement of accounts will be
independent of whether a crisis occurs in period ¢. Consequently, the
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price P, of normal goods, the quantities purchased of normal goods (c,,,
Cop 1), and the quantity Y, that is produced will all be independent
of whether a crisis occurs. Similarly, the Lagrange multiplier ¢,,
associated with the cash-in-advance constraint will have a value that
is independent of whether a crisis occurs.

Thus, an equilibrium can be fully described by sequences {A,,
M,B, D,F,s,s,,cy,Cy 1,,Y,, ¢, c§} describing the choices of the
representative household;?® sequences {@, T, P, P‘ P"} of prices
and sequences {R", R, Rb"} of yields on government securities;
and sequences {¢,,, ¢2t, Ggp Dypr OS5 025 O, ) of Lagrange multipliers.
Here the superscripts ¢ and n are used to indicate the values that
variables take in a given period conditional on whether the crisis state
(superscript c¢) or the noncrisis state (superscript n) is reached; variables
without superscripts take values that depend only on the date. For
these sequences to represent an equilibrium, they must satisfy all of
the equilibrium conditions stated above for each date and for each of the
possible states in subperiod 2. Conditional expectations are no longer
needed in equilibrium relations such as equation (2.2) or (2.4), and the
¢ superscript is no longer needed in equation (2.6).

2.3 Prices and Quantities Transacted in a Crisis

We turn now to a more compact description of the conditions that
must hold in equilibrium. We begin with a discussion of the relations
that determine the equilibrium supply of special goods, the degree to
which investors are financially constrained, and the price of durable
goods in the event of a fire sale.

Conditions (2.11) and (2.14), together with the requirement that
in each state, require that

@c) _ =3 _ 95 (2.16)
w(c ) s,

for each possible state s (equal to either ¢ or n) that may be reached
in subperiod 2. Since the left-hand side of condition (2.16) is a

28. Here we have reduced the number of separate variables by using a single
symbol s, to refer to both s, and s,"? as these are necessarily equal in any equilibrium,
and similarly eliminated separate reference to x, since it must always be equal to c,,
in any equilibrium.
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monotonically decreasing function, this equation can be solved
uniquely for the demand for special goods in each state,

¢y = ¢ (95,),

where JDM =¢,, / ¢, for any k# 6,and c,(-) is the monotonically decreasing
function implicitly defined by equation (2.16).

Here ¢, measures the degree of financial constraint of investors in
state s of subperiod 2. The value (T);'t =1 would imply no ex post regret
in state s about the size of the credit line arranged for the investor,
and a demand for special goods that is the same as if there were no
constraint separating the funds of the investor from those of the rest
of the household; ¢:, > 1 indicates that ex post, the household would
wish it had arranged more credit for the investor, while ¢;, < 1 would
imply that it would wish it had arranged less. The socially efficient
level of production and consumption of special goods in either state
is given by the quantity cs* such that

Hence, special goods are underproduced or overproduced in state
s according to whether ¢:, is greater or smaller than 1.

Equation (2.14) can then be used to obtain the implied state-
contingent price of special goods (in units of end-of-period marginal
utility),

05 B = P(B,) =w'(c,(8),

and the implied state-contingent expenditure on special goods (in the
same units),

bo Prc, = e, (@,) = BB e, (3.

Note that e5(¢,) will be a monotonically decreasing function.

Since ¢, > 0 in each state, budget constraint (1.5) must hold with
equality in each state. The fact that F, must not be state-contingent
then implies that the left-hand side of (1.5) must be the same whether
a crisis occurs or not, so that in equilibrium,
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e,(§,) =€, (95, + T,s, (2.17)
each period, where ft = ¢,,I,. Moreover, condition (2.8) implies that
(1-p)d5,+pdy, =1.

This equation can be solved for ¢", = ¢ (¢¢,), a monotonically
decreasing function with the property that ¢(1) = 1. Substituting this
for J)gt in (2.17) yields an equation

[)((T);t) =T, (2.18)
where
D(;) = e, (61(85,))—€, (65,

is a monotonically increasing function with the property that D(1) = 0.
Finally, equation (2.7) implies that

0.1, =yq. (2.19)

This together with (2.18) implies that
UV CHESTES

Since the left-hand side of this equation is a monotonically
increasing function of ¢;,, it can be uniquely solved for

0, = 05(s)), (2.20)

where CT);(S*) is a monotonically increasing function with the property
that ¢;(0) = 1.
This solution for the equilibrium value of the multiplier ¢; then

allows us to solve for the implied values of ', ¢, c,, ci,, ¢, P¢, and ¢, P,
each as a function of the quantity s: of durable goods that are sold in

the fire sale (if one occurs) in period ¢. We observe that ¢ and c?, will
be increasing functions of s : and ¢6t131” will be nondecreasing, while T,

%, and ¢, will be decreasing functions of s,” and ¢ P° will be
nonincreasing.
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In the case that s,” = 0 (no assets are sold in a fire sale), ¢{, = ¢}, = ¢,
(the efficient quantity of special goods are produced in both states),
¢; = ¢, = 1 (no regret about the size of the line of credit arranged for
the investor, in either state), and ', = yq (the market price of durables
in the crisis state is equal to their fundamental value). Instead,
if s, > 0 (that is, if any assets are sold in a fire sale), ¢, < ¢, < ¢},
o7, <1<¢:,and T,=yq. This means that special goods are underproduced
in the crisis state and overproduced in the noncrisis state, and that ex
post, the household wishes it had supplied more credit for its investor
if the crisis state occurs, while it wishes that it had supplied less credit
if the crisis state does not occur. It also means that if the crisis state
occurs, the price at which durables are sold in the fire sale is less than
their fundamental value, conditional on reaching that state. Moreover,
the size of these distortions is greater the larger is the aggregate value
of st*. The fact that households do not take these equilibrium effects
into account when choosing their planned value of st*s results in a
pecuniary externality.

2.4 Implications of the Demand for Safe Assets

We turn next to a discussion of the consequences of the supply of
short-term safe instruments for equilibrium purchases of cash and
credit goods. We consider first the implications of optimality conditions
(2.9)-(2.10), together with the cash-in-advance constraint (1.4) and
the associated complementary slackness condition.

Let us first define the demand functions cl*()»), cy(M) as the solution
to the problem of choosing ¢, and ¢, to maximize

u(e,,¢,)-A(c, +¢,)

for an arbitrary price A >0. Under the assumption that cash and
credit goods are both normal goods, both cl*(h) and c; (M) must be
monotonically decreasing functions.2? We can then consider the
constrained problem

max u(c,,¢,)-A(c, +¢,) st.c <m, (2.21)
Cl,c2

29. The paths followed by the two variables as A is reduced correspond to the
“income-expansion path” as a result of increasing the budget available to spend on
these two goods, for a fixed relative price (equal prices of the two goods).
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where m > 0 represents real cash balances available to the household.
The solution c,(A; m), c,(A; m) to problem (2.21) can be characterized as
follows: if m < cl*(k), then c,(A; m)=m and c,(A; m) is implicitly defined
by the equation

u,(m,c,) = A. (2.22)

If instead m < ¢,"(A) then ¢,(A; m) =¢; (M) and c,(A; m) =c, ().

The Kuhn-Tucker conditions for this latter, constrained problem
are easily seen to correspond precisely to conditions (2.9)—(2.10) and
constraint (1.4) together with the complementary slackness condition,
where the price of normal goods in units of end-of-period marginal
utility is given by A, = ¢,, P, and available real cash balances are given
by m,= M,/F, . 1t follows that the model implies that c,,, ¢, must satisfy

¢, =c;(A; MJE)

for j = 1,2 where the functions cj(k; m) are defined in the previous

paragraph.
Associated with this solution will be a value for the normalized
Lagrange multiplier ¢,, given by

¢, = 0,00 M/R),
where we define

_w@Gsm),e,(m))

P e Gim)e,Gm)

The Kuhn-Tucker conditions for the problem (2.21) imply that
$,, (3 m) for all m > ¢;"(M), while ¢,, (\; m) >0 for all m < ¢,"(M).
Furthermore, in the latter case (where the cash-in-advance constraint
binds), the assumption that both cash goods and credit goods are normal
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goods implies that ¢,, (A; m) is a decreasing function of  for fixed m,3°
and a decreasing function of m for fixed A.3!

A comparison of equations (2.2) and (2.4) (and recalling that the
conditional expectations have been eliminated from both of these
conditions) implies that under any optimal plan, it must be the case
that ¢,, = (1- p)¢,,. Hence, in any equilibrium where the cash-in-
advance constraint binds in some period, so that ¢,, > 0, it must also
be the case that (T)zt > 0, so that the first inequality in equation (1.6)
is also a binding constraint, and D, =T s, (as much collateralized debt
is issued by bankers as can be repaid in the event of a crisis, given
the quantity of durables that bankers plan to sell in a fire sale). More
generally, we can conclude that the normalized Lagrange multiplier
d,, will be given by

¢, = d,(1,; M/R),
where we define

§,(sm)

A
¢, (sm) = =p)

Condition (2.2) implies that the normalized multiplier (I)u will
similarly be given by a function

¢, = &,(h; M/R), (2.23)
where we define

(T)] m) = 1+d~)4(k; m).

30. Concavity of the utility function implies that increasing c, while ¢, remains
fixed at m implies a decrease in the marginal utility of credit goods consumption, so
that increasing A with fixed m must correspond to a reduction in the quantity of ¢, that
is purchased. In order for the demand m for cash goods to remain the same despite a
budget contraction that requires fewer credit goods to be purchased, the relative price
of cash goods must decrease (under the assumption of normal goods). This means that
u, /u, must decrease, and hence that d) , must decrease.

31. In the A — m plane, the level curves of the function ¢ , correspond to income-
expansion paths, as the budget for cash and credit goods changes with the relative price
of the two types of goods fixed. If the two goods are both normal goods, m must increase
along such a path as A decreases, as discussed above; hence, the level curves must have
a negative slope at all points. It then follows that the sign of this partial derivative
follows from the sign of the one discussed in the previous footnote.
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It follows that ¢, > 1 if and only if the cash-in-advance constraint
binds, while it is equal to 1 otherwise. Additionally, both ‘T)u (\; m) and
(T)Zt(k; m) will be decreasing in both arguments, in the region where
the cash-in-advance constraint binds.

A comparison of conditions (2.6) and (2.7) similarly implies that
under any optimal plan, it must be the case that

(T)gt -1= (T)Zt_ (T)Bt' (2.24)

This allows solving for the implied value of the normalized multiplier
¢, as

¢ = 0,05, MUR),
where we define
0, (A58, M/B) = , (s M/BP)+1-§; (s)). (2.25)

The supply of real cash balances M,/P, and the quantity of assets 3: sold
in the event of a fire sale must be endogenously determined in such a
way as to guarantee that in equilibrium, the value of this function is
always nonnegative. (The existence of such a solution is shown below.)

Finally, condition (2.5) can be used to determine the equilibrium
price of risky durables in the subperiod 1 market. If @, = ¢, @, denotes
this price in marginal-utility units, then we obtain a solution of the
form

Q,=Q0;s ,MIP),

where we define

Q +(1-p)o,(n;s, MIP)I(s)) (2.26)

(L5, M/P ’
Q(;s,, M/E) 5,00 M/P)

Here, the notation

Q =4[ p+(1-p)q]

is used for the expected marginal utility of the anticipated service flow
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from a durable purchased in subperiod 1, and

I(s)=

é()

for the solution for I', derived in the previous section.

The fundamental value of a durable purchased in subperiod 1, if
the anticipated future service flow were to be valued using the same
pricing kernel that is used to price bonds in condition (2.3),3? would
equal??

yund _ i)_ _ (2.27)

t

Thus, equation (2.26) implies that durables will be priced at their
fundamental value in subperiod 1 if and only if the second inequality
in equation (1.5) is not a binding constraint; that is, the quantity of
durables held by bankers (and thus the availability of collateral) does
not constrain bankers to issue less collateralized debt than they would
otherwise wish. When the constraint binds, so that ¢,, > 0 durables are
overvalued in subperiod 1. The above discussion of the equilibrium
value of ¢, implies that in order for this to happen, the cash-in-advance
constraint must bind (so that ¢,, > 0), while the supply of durables
(and hence the equilibrium value of s,") must not be too large, so that
¢:(s’) is not too much greater than 1.

2.5 Determinants of the Supply of Safe Assets

We turn now to the endogenous determination of the cash supply
M,, as a result of the financing decisions of bankers. Since o(s) >1
if s," > 0, the left-hand side—and hence also the right-hand side—of
equation (2.24) must be positive if any assets will be sold by bankers
in the event of a fire sale. But the right-hand side of equation (2.24)
can be positive only if ¢,, is positive, which occurs only if the cash-in-

32.That is a general pricing relation for noncash assets, since I make no particular
assumption about the nature of the state-contingent return on bonds, only that this
asset cannot be used as a means of payment in the cash goods market.

33. Equation (2.3) states that an asset that yields Y, at the end of period in
marginal-utility units should have aprice in subperiod 1 of P, = E,[Y,]/ ¢y,. For the case
of longer-term bonds, Y, = ¢6tR and the price in the subperlod 1 market is P =R
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advance constraint binds. This, in turn, would require that D, =T',s, as
argued in the previous paragraph, and hence that, using equation (11),

M =M, +T,s . (2.28)

On the other hand, if st*:O, constraint (1.5) requires that D,=0as well,
so that equation (2.28) must hold in this case, as well. We may thus
conclude that in any equilibrium, the total supply of cash will be given
by equation (2.28).

It remains to determine the equilibrium value of st*. In marginal-
utility units, equation (2.28) can be written

M, =4, M, =210, +T s/, (2.29)

using the notation m, = M ./ P, for the real supply of safe assets by the
government. Then in any equilibrium where

. Ts .
mt+}i—st>cl(?ut),

t

the cash-in-advance constraint will not bind. However, since this
implies that (T)m =0, equation (2.24) implies that (T)it cannot be greater
than 1, which requires that st*:O.

Hence, such an equilibrium occurs if and only if

m,>m () =c (), (2.30)

and involvesj\;lt = ,m,. In this case, equation (2.25) implies that ¢,,
= 0 so that @, is equal to the fundamental value (2.27). In addition,
because s,"=0,it must be the case that [, =[(0) =1, so that durables
are also priced at their fundamental value in subperiod 2, even if the
crisis state is reached.

Consider now the possibility of an equilibrium in which the supply
of real cash balances is no greater than cl*(kt) (the level required for
satiation in cash), but the supply of durables s, is large enough so
that bankers are unconstrained in the amount of collateralized debt
that they can issue (so that ¢, = 0). Because of equation (2.24), this
requires a value of st* such that

oS (s)-1=, (N1, +T(s))s, 1 1,). (2.31)
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It follows from the discussion above that the left-hand side of this
equation is an increasing function of s,, while the right-hand side is
a nonincreasing function of's, (decreasmg until the point at which the
cash-in-advance constraint ceases to bind, and constant thereafter).34
Moreover, the right-hand side is at least as large as the left-hand side
if s,"= 0 given the assumption now that m, < ¢, (1,). Hence, there is a
unique value of 0 < s,"< s, that satisfies condition (2.31) if and only
if the left-hand side is greater than the right-hand side when s ;: S,
which is to say, if and only if

0 (s,)-1> b, (A3, +T(s,)s, / 1,). (2.32)

Thus, such an equilibrium exists in period ¢ if and only if the outside supply
of safe assets m, fails to satisfy condition (2.30) while the supply of durables
s, does satisfy condition (2.32); in such a case, s, *is implicitly defined by
condltlon (2.31), and the total supply of cash is given by condition (2 29).
In this case, again ¢3t =0 and hence Q Qf urd Moreover, if m m, <c, (X ),
the solution must involve s,"> 0 and hence F <1,sothat durables are
underpriced in the fire sale in the event of a crisis.

If, instead, i, does not satisfy condition (2.30) and the supply of
durables s, fails to satisfy condition (2.32), then there can only be an
equilibrium in which s,"= s,. In this case, the supply of safe assets is
given by

M, =, +1(s,)s,. (2.33)

The value of q~>3t is given by equation (2.25), which will be positive in
the case of any value of s, such that the inequality in equation (2.32)
is reversed. In any such case it must be the case that @, > Qf“”d 