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This Festschrift in honor of Professor
Vittorio Corbo assembles frontier research
on economic policies in emerging-market
economies. This book addresses key policy
questions in essays, theoretical models,
and empirical research, in the fields of
macroeconomics, financial integration, and
economic development. The volume’s twelve
chapters are organized in five major areas.
Two essays on development thinking discuss
the relation between global trade and
growth, and the evolution of development
thinking. Three models develop new
interpretations of the recent global financial
crisis, focusing on financial markets, capital
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sustainability and fiscal rules. Monetary
policy and the exchange rate are the subject
of two subsequent chapters. The volume’s
final part comprises two chapters on the
relation between poverty and economic
growth, and between trade liberalization
and economic performance.
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Econowmic PoLICIES IN
EMERGING-MARKET ECONOMIES:
AN OVERVIEW

Ricardo J. Caballero

Massachusetts Institute of Technology and
National Bureau of Economic Research

Klaus Schmidt-Hebbel
Pontificia Universidad Catélica de Chile

Economic policies in emerging-market economies (EMEs) are
shaped by the structural features and policy challenges of countries
on their road to development. Convergence toward income levels
of advanced countries is a difficult and bumpy road—it is even
uncertain if and when most developing countries will overcome the
middle-income trap—and EMEs differ in their particular conditions
and progress toward development. Yet they face common issues and
policy challenges that require systematic analysis. This volume
addresses a selective number of key policy questions relevant to
EMEs in the fields of macroeconomics, financial integration, and
economic development.

This volume is a Festschrift that honors the life-long academic
and professional achievements of Professor Vittorio Corbo Lioi. It
comprises original scientific contributions by scholars, researchers,
and friends that reflect their generosity and admiration for Vittorio
Corbo. The twelve chapters of this volume are revised versions of
the papers presented and discussed at the Conference in honor of
Professor Corbo, organized by the Instituto de Economia of Pontificia
Universidad Catoélica de Chile, in Santiago on 27-28 October, 2011.

We thank Pontificia Universidad Catélica de Chile for its
generous financial and personal support to make this Conference
possible. Ignacio Sanchez (University President), Guillermo Marshall

Economic Policies in Emerging-Market Economies, Festschrift in Honor of Vittorio
Corbo, edited by Ricardo J. Caballero and Klaus Schmidt-Hebbel, Santiago, Chile. ©
2015 Central Bank of Chile.
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(University Provost), Francisco Rosende (Dean of the School of
Economics and Business Administration), and José Miguel Sanchez
(Director of the Institute of Economics) gave their support to and
participated actively at the Conference. We thank the corporate
sponsors of the Conference and their board members and executives
—Mauricio Larrain (Banco Santander), Andrés Castro (AFP Capital),
and Alvaro Donoso (CorpBanca)—for their personal commitment
to the Conference and the generous financial support provided by
their corporations. We are also indebted to the Conference’s excellent
production team comprised by Maria de los Angeles Ferrer, Macarena
Montiel, and Carolina Gallegos.

Special thanks go to chapter authors that generously gave their
intellect and their time to the success of the conference and this
Festschrift by contributing excellent original research. We also thank
paper discussants, session chairs, and conference participants for
their valuable contributions.

We also thank warmly the Board and the staff of the Central
Bank of Chile for including this Festschrift volume in the Bank’s
Book Series on “Central Banking, Analysis, and Economic Policies”.

This Festschrift opens with a Laudatio in honor of Vittorio
Corbo by Klaus Schmidt-Hebbel and closes with Professor Corbo’s
Curriculum Vitae. In between are the research chapters, organized
around five major areas that are at the core of Vittorio Corbo’s
research and professional involvement.

The book’s first chapters focus on two key dimensions of
development thinking and policy. Anne O. Krueger, in her keynote
lecture, derives the implications of rapidly growing EMEs for the
world economy. Trade is a major growth engine, as reflected in the
rising share of developing countries in both world exports and GDP.
However, as argued by the author, the role of developing countries
in general (and high-growth EMEs in particular) has oscillated
between heterodox criticism, opportunistic silence, and free ridership
of industrial countries’ efforts toward liberalization of international
trade and capital flows. Therefore Krueger calls for a more active and
constructive role of EME governments and economists in supporting
open markets for goods, services, and capital, attaining international
agreements on migration and environmental protection, and
strengthening multilateral institutions. This would be both in their
interest and that of the world at large.

Sebastian Edwards’ contribution on the war of ideas in development
reviews the policy debates that have shaped economic thinking and
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development policy during the last 50 years. He reviews the dominance
of the planning approach to economic development from the 1950s
to the 1970s, based on protectionism, forced industrialization, and
government control. In the 1970s and 1980s, the planning approach
suffered the double blow of its large-scale failures in most developing
countries and the intellectual challenge posed by a growing number of
economists and policy makers that espoused the market approach to
development. The latter became the dominant development paradigm
for most developing countries, since the 1980s and to date. A more
specialized and still ongoing debate is between the supporters and the
critics of foreign aid. Here, and regarding public policies in general,
the author favors using randomized control trials to evaluate policy
effectiveness, moving current and future policy debates from abstract
thinking or aggregate assessment to the reality of field experiments
and their statistical evaluation.

The volume’s second part develops new interpretations of the
recent global financial crisis, focusing on financial markets, capital
flows, and financial (in) stability. Ricardo J. Caballero derives a
stylized model of the workings of a global economy where one of its
key driving factors is economic agents’ continuous struggle to find
assets in which to park financial resources. This struggle naturally
comes with euphoria and disappointments, as many of the “parking
lots” are built too quickly, are not of the desired size, or suddenly
collapse. There are also global asymmetries, as some countries are
endowed with more empty “land” than others, and their growth
potential may also differ. The author uses this caricature of the world
economy to describe several of the main driving forces behind recent
global macroeconomic events, such as the steady decline in real
interest rates, the spikes in risk spreads during the subprime crisis,
the pattern of global capital flows between EMEs and industrial
economies, or the struggles of the European periphery, and to
explain the role played by “quantitative” easing-type of policies in
this environment of (safe) asset shortages.

Guillermo Calvo shows in the following chapter that
liquidity considerations provide a simple rationale for the creation
and destruction of bubbles, and related disturbances in credit
markets—the fall in collateral values, in particular. He presents a
framework in which credit disturbances can explain jobless recoveries
and involuntary unemployment. Jobless recovery follows from the
assumption that job creation is at a disadvantage with respect to
physical capital investment projects, because the latter come with
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their own collateral. Involuntary unemployment arises because,
due to severe working capital constraints, the full-employment real
wage would ravage work ethic to such an extent that firms find it
more profitable setting their wages above the full-employment level
—even though nominal wages are perfectly downward flexible. The
model does neither rely on Keynesian rigidities nor on the absence
of a lender of last resort to explain protracted recessions with large
involuntary unemployment, such as those following deep financial
crises. The key is liquidity creation and meltdown.

Alberto Martin and Jaume Ventura offer new insights on the
relation between financial reforms and capital flows. Due to debt
enforcement problems, many high-productivity firms in EMEs
are unable to pledge sufficient future profits to their creditors and
this constrains the funding they are able to obtain. Many argue
that, by relaxing these credit constraints, reforms that strengthen
enforcement institutions would increase capital flows to EMEs.
However, this argument is based on a partial-equilibrium notion,
which does not take into account the origin of additional resources
that flow to high-productivity firms after the reforms. The authors
show that some of these resources do not come from abroad, but
instead from domestic low-productivity firms that are driven out of
business as a result of the reforms. Indeed, the resources released by
these low-productivity firms could exceed those absorbed by highly
productive firms so that capital flows to emerging economies might
actually decline following successful reforms. This result provides a
general-equilibrium perspective on some recent patterns of capital
flows in industrial and emerging economies.

The following part of this book is on fiscal policy and fiscal
regimes. William Easterly identifies growth slowdowns as one of the
important causes of rising debt to GDP ratios and subsequent debt
crises, as confirmed by some simple arithmetic borne out by recent
experience in the U.S. and Eurozone, in middle-income countries
in the 1980s, and in Highly Indebted Poor Countries (HIPCs) in
the 1990s. It follows that preventing debt crises requires sound
forecasting practices on future growth, such as projecting regression
to the mean and making growth forecasts more conservative as the
debt ratio to GDP gets higher. Unfortunately, political incentives
often result in the opposite forecasting practices. The author provides
examples from HIPCs and the U.S. that show growth forecasts getting
more rather than less optimistic, perhaps to avoid confronting the
need for difficult fiscal choices.
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In recent decades a rising number of countries have adopted fiscal
rules that constrain policy discretion with the aim of strengthening
macroeconomic stability, fiscal sustainability, and resilience to
government corruption and private lobbying. Ibrahim Elbadawi,
Klaus Schmidt-Hebbel, and Raimundo Soto address empirically the
question of why do some countries adopt and stick to fiscal rules
while others do not. Their evidence, based on a large cross-country
panel dataset, suggests that a dozen variables grouped in five sets
of potential factors lead countries to adopt and hold to fiscal rules:
more developed political institutions (democracy, federalism, checks
and balances, and government stability), more sound fiscal policy
conditions, particular monetary and exchange rate regimes (inflation
targeting, fixed exchange-rates), financial development, and overall
economic development.

Patricio Rojas and Félix Berrios analyze a puzzle related to the
behavior of Chile’s exchange rate. Adoption of a fiscal rule since 2001,
which links government expenditure to long-term prices (and delinks
it from current prices), should have reduced the high correlation
between the price of copper (Chile’s main export) and the exchange
rate. However, this has not been observed. The authors address
this puzzle by providing new evidence on several fundamentals
that determine Chile’s nominal and real exchange rates. First, they
show that implementation of the fiscal rule has indeed reduced
the impact of the copper price on the real exchange rate. Second,
they provide evidence of other channels that explain why a higher
price of copper appreciates the nominal exchange: higher prices of
non-copper exports, improved expectations about global conditions
affecting Chile, and higher domestic spending.

Part 4 of this book focuses on monetary policy and the exchange
rate. Giancarlo Corsetti and Paolo Pesenti show that a monetary union
(or a fixed exchange rate) can be perceived as an optimal policy regime,
even if monetary unification does not foster real economic integration
and intra-industry trade. In their model, firms choose the optimal
degree of exchange rate pass-through as to stabilize markups in the
face of real and monetary shocks. Monetary authorities choose optimal
policy rules conditional on beliefs about firms’ pass-through. Because
of the interaction between these choices, there exist two equilibria.
In the first, firms preset prices in domestic currency and let prices be
determined by the law of one price, while floating exchange rates are
optimal. In the second equilibrium, firms preset prices in consumer
currency, and a common monetary policy is the optimal policy choice
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for all countries, leading to higher business cycle synchronization
across countries but not to a superior welfare outcome.

Francisco Rosende and Matias Tapia study Chile’s 30-year
road to low inflation. They provide evidence that Chile’s successful
stabilization, in a context of strong domestic growth, reflects both
better domestic policies (in terms of objectives and actual policy
management) and a favorable global supply shock that reduced
inflation everywhere. Using structural break methods, the authors
find that the inflation process has changed twice since 1977; both
changes coincide approximately with relevant changes in domestic
monetary and international conditions. Next they compare the
statistical pattern of Chile’s disinflation with those exhibited by G7
countries, confirming strong similarities between Chile and industrial
countries regarding the timing of disinflation and the breaks in trend
inflation and inflation volatility.

The final part of this volume is on economic growth, poverty,
and trade policy. Humberto Lépez and Luis Servén provide a direct
empirical assessment of the impact of poverty on growth. The paper’s
strategy involves including poverty indicators among the explanatory
variables in an otherwise standard empirical growth equation. Using
a large cross-country panel dataset, the results show that poverty
has a negative impact on growth that is significant both statistically
and economically. This result is robust to a variety of specification
changes, including different poverty lines, poverty measures, sets
of control variables, and estimation methods, as well as allowing
for linear and non-linear effects of inequality on growth. Further,
at low levels of financial development, the adverse effect of poverty
on growth works through investment. Hence financial market
imperfections are a key ingredient of poverty traps.

José 1. Cuesta, Francisco A. Gallego, and Felipe A. Gonzéilez
assess the local effects of trade opening in Chile, exploiting the fact
that municipalities differed strongly in effective rates of protection
before the start of trade liberalization that made import tariffs
low and uniform. Using a novel dataset from agricultural censuses
over a period of 50 years, the authors find that agricultural output
and specialization increased more in counties that started with
negative effective rates of protection. In turn, average plot size, land
concentration, and poverty rates declined in municipalities that
had relatively more distorted prices before economic liberalization.
Finally, although production declined in counties where effective
protection fell, poverty did not increase more in these areas, which
suggests that other activities developed there.



LAubpaTio oF ViTTorRIO CORBO

Klaus Schmidt-Hebbel
Pontificia Universidad Catélica de Chile

Vittorio Corbo is one of Latin America’s outstanding economists
and, like some of his peers in the region, his contributions and his
influence includes academia but goes well beyond academia. While
academic economists in developed countries tend to focus more
narrowly on research and teaching, the diversity of social demands and
professional opportunities for first-rate economists is much larger in
the developing world. Vittorio’s 40 years of post-graduate career span
a large range of contributions, commensurate with his broad talents
and his enthusiasm for taking up new challenges. Hence I will refer
to Vittorio’s work and achievements as researcher, teacher, policy
maker, and advisor. And obviously I will end by referring to Vittorio
as a wonderful human being. But let me start with his early years.

The early years

Vittorio was born in Iquique, a port city in Northern Chile,
on March 22, 1943. He is the youngest of five children of Italian
parents. His father emigrated from the Basilicata region of Italy
to Chile in 1927 and his mother was born in Chile to Italian
parents. Vittorio attended public school in Iquique and enrolled
in the Economics undergraduate program at University of Chile
in Santiago in 1961.

His most influential teacher at University of Chile was Eduardo
Garcia d’Acuiia, Chile’s first Economics Ph.D. graduate from the

The references to Vittorio Corbo’s academic achievements and professional
experience are made at the time of the Conference and the publications mentioned here
are listed in Vittorio Corbo’s Curriculum Vitae, published at the end of this volume. I
thank Ricardo Caballero for his kind and insightful comments made to this Laudatio.

Economic Policies in Emerging-Market Economies, Festschrift in Honor of Vittorio
Corbo, edited by Ricardo J. Caballero and Klaus Schmidt-Hebbel, Santiago, Chile. ©
2015 Central Bank of Chile.
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Massachusetts Institute of Technology (M.I.T.). As a student, Vittorio
joined as a research assistant the first professional team of economists
working with a Chilean government: the group comprised by Jorge Cauas,
Alvaro Marfan, Eduardo Garcia, and Joaquin Undurraga that advised
President Eduardo Frei Montalva on economic matters. Subsequently
Joaquin Undurraga and Eduardo Garcia were part of the core group that
formed ODEPLAN, the government’s planning office, where Alejandro
Foxley was a division chief and Jere Behrman a foreign advisor. Vittorio
assisted research of this group during 1965-1967, contributing to the
development of Chile’s first macroeconomic model, a two-gap Keynesian
development model, which turned into his first monograph, published
in 1966.

Vittorio met Verénica Urzta at University of Chile, where they
studied economics together from day one through graduation.
Quick both in his thinking and in seizing key opportunities, Vittorio
graduated on July 13, 1967, got married to Verénica on July 14, and
both departed Chile on July 15 for the United States to start Vittorio’s
Ph.D. studies at M.I.T.

The M.I.T. years were key for the Corbos, intellectually and family-
wise. Marcello was born to Verénica and Vittorio in April 1968. Vittorio
majored in Econometrics and Development Economics. Among his
classmates at M.I.T. were Nobel prize recipients Robert Merton and
Robert Shiller, as well as Jeremy Siegel and his subsequent co-authors
and friends, Stanley Fischer and Hossein Askari. His dissertation on
“Inflation in Developing Countries” combined frontier macroeconomics
and econometrics and was guided by Ed Kuh, Robert Solow, and Frank
Fisher. The two latter professors, as well as professors Paul Samuelson
and Franco Modigliani, were his most influential teachers at M.I.T.
Three of them are Nobel prize recipients, too.

Vittorio completed his dissertation in February 1971, graduating
after three and half years at M.I.T. Then he received a job offer from
Franco Modigliani and Robert Solow to be the director of an advisory
M.I.T. team to Governor Ferrer of Puerto Rico. But Vittorio and
Verénica had already decided to return to Chile. There Vittorio got
an offer from Rolf Liiders to start his academic career at the Institute
of Economics of Catholic University of Chile, which he accepted. The
Corbo family returned to Chile in March 1971, when Vittorio joined
as a young assistant professor our Catholic University. Three months
later Ximena was born to Verdnica and Vittorio.
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The researcher

Vittorio’s outstanding list of publications comprises until 2011
9 books, 75 journal articles, 67 book chapters, and more than 200
monographs, research reports, and policy assessments. His range
of research fields and sub-fields is amazingly broad. Vittorio’s work
spans microeconomic theory of production functions; econometric
theory; industrial organization and competition models of public
services (particularly in telecoms); structural reforms in general
and trade reform in particular; technical efficiency, productivity,
and growth; closed-economy and open-economy macroeconomics;
monetary policy, money demand, and inflation; monetary and
exchange-rate regimes; fiscal policy; and international financial
crises. In many of these fields, Vittorio has conducted theoretical
work, empirical analysis, and policy evaluation.

His research is highly influential and very much quoted, as
reflected by the almost 4000 citations of his work reported by Google
Scholar until late 2011.

Let me describe, somewhat arbitrarily, a few highly quoted
publications and areas of stellar research of Vittorio’s intellectual
output, representing the more than four decades of post-Ph.D.
research started in early 1971 at Catholic University of Chile.

First I refer to his 1974 North-Holland/Elsevier book on “Inflation
in Developing Countries”, published in the prestigious series on
“Contributions to Economic Analysis”. This book was written in
response to an invitation by Dale Jorgenson, the book series editor,
to extend Vittorio’s Ph.D. dissertation. With a Rockefeller Foundation
scholarship for a post-doctorate at M.I.T., Vittorio returned during
the Summer of 1972 to his alma mater to finish the aforementioned
book. This is an exceptional volume that combines a review of the
history of inflation modeling and of inflation in Chile with the
development of a large macroeconomic model and the application of
frontier econometric techniques to estimate the model on Chilean
data. In the book’s final chapter the model is put to work by Vittorio
to simulate the macroeconomic effects of counter-factual policies that
were acutely relevant to policy discussions in developing countries
at that time (and are relevant to over-indebted emerging-market
and industrial countries today): lower wages, relaxation of foreign
resource constraints, and sale of foreign reserves.

Ten years later, in 1985, Vittorio publishes probably his most
quoted and influential work in open-economy macroeconomics, namely
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his 1985 Review of Economics and Statistics paper on “International
Prices, Wages, and Inflation in an Open Economy: A Chilean Model”.
Paraphrasing and extending the previous Australian and Scandinavian
open-economy models in the Salter-Swan-Corden-Bruno-Lindbeck
tradition, his “Chilean model” broadens the previous literature in
important dimensions that are today still at the core of the New
Keynesian DSGE models for open economies: disaggregation of tradable
goods into primary and manufactured goods, sector wage inflation
rates specified as inflation-augmented Phillips curves, and inflation
expectations modeled as partly rational and partly backward-looking.
Then he validates the model for Chile, simulating the frequently-
observed consequences of exchange-rate based stabilizations, namely
real exchange-rate over-appreciation, unsustainable current-account
deficits, and currency crises. Vittorio’s model provides in this paper the
analytical underpinnings of the disastrous Southern-Cone tablita-based
experiences of the late 1970s and the subsequent likewise disastrous
exchange-rate based stabilizations pursued by Argentina and Brazil in
the late 1980s and 1990s.

Vittorio’s most quoted paper (more than 200 citations according
to Google Scholar) is his 1991 Journal of International Economics
article on “The Effects of Trade Reforms on Scale and Technical
Efficiency”, co-authored with Jim de Melo and James Tybout.
The authors analyze the change in industrial sector performance
that came with Chile’s radical trade liberalization of the 1970s.
Comparison of pre- and post-liberalization manufacturing census
data reveals little aggregate productivity improvement. However,
industries undergoing reduction in protection showed improvements
in efficiency levels and reductions in cross-plant efficiency dispersion.
Why is this an important paper? Because it exploits micro data and
applies frontier econometric techniques to address pressing questions
about trade reform effects, which previously had been analyzed, in
Chile and elsewhere, by using aggregate data.

Vittorio focused much of his research in the 1980s and 1990s
on structural reform, macroeconomic adjustment, development
strategies, and growth in developing countries—the main topics of his
research division at the World Bank. He published 50 papers in these
fields between the late 1980s and 2000, including his 3 chapters in
North-Holland Handbook series and his AER paper on trade reform.
He wrote much about development problems in Latin America. Yet
he also shifted his attention beyond this region to address issues on
structural reform, adjustment, and growth in Africa, Eastern Europe,
and Asia, with a particular focus on Korea.
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Just at the turn of the millennium, Vittorio began to work on
monetary and exchange-rate regimes, central bank independence,
and the conduct of monetary policy. This new research interest
matched the spreading of regime shifts toward inflation targeting,
flexible exchange rates, and rule-based conduct of monetary policy
by newly independent central banks. Among his most original
contributions on these issues are the following: his research on the
evolution of monetary policy rules in Latin America toward more
standard forward-looking Taylor rules as regimes shift toward
inflation targeting and exchange-rate floats (the 2002 book chapter
on “Monetary Policy in Latin America in the 1990s”), his negative
evaluation of dollarization or a common currency for most Latin
American countries (“Is it Time for a Common Currency in the
Americas?”, Journal of Policy Modeling, 2001), and his early and
positive empirical assessment of the results of inflation targeting
in the region (in half a dozen papers).

Finally I want to refer to a different output, not a scientific paper.
I mean the policy report prepared at the request of Finance Minister
Felipe Larrain, the 2011 “Report of the Advisory Committee for the
Design of a Fiscal Policy of Structural Balance of Second Generation
for Chile”. While this is a collective work of the seven members of
the ad hoc Committee, this volume bears clearly the imprint of the
Committee’s Chairman, Vittorio Corbo. It takes stock of the world
policy frontier in fiscal institutions and fiscal policy rules, identifies
the shortcomings of the current fiscal policy framework and fiscal rule,
and makes recommendations for their improvement. While the report
is on Chile, considering its relevance and its depth makes it very likely
that it will influence future fiscal policy reforms in other countries, as
already reflected in the recent adoption of a fiscal rule in Colombia.

Beyond his research output, Vittorio’s academic career includes
presentation of hundreds of seminars world-wide; reception of twenty
research grants, awards, and distinctions; and holding many board
positions in international professional societies, including the Vice
Presidency of the International Economic Association.

The teacher

Vittorio’s teaching career spans 41 years. He has taught at
Catholic University of Chile, Clark University, Concordia University,
Georgetown University, and University of Chile. He is Full Professor
of Catholic University of Chile and Extraordinary Professor of
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University of Chile, and has been Full Professor at Concordia
University. His undergraduate and graduate courses span from
econometrics to microeconomics, from macroeconomics to monetary
theory, and from development economics to economic policy reform.

Vittorio is an amazing teacher who gets the highest student
evaluations. For 12 years Vittorio and I shared teaching of the
graduate seminar course on economic policy reform at Catholic
University. It was very hard for me to get the same outstanding
marks he would regularly get from our students.

Vittorio is a gifted presenter of complex ideas and loves engaging
in lively discussion with his audiences of academics, policy makers,
CEOs, and students. He is admired and appreciated by hundreds
of students in Latin America, who have been taught and mentored
by him. In every country in Latin America—and some countries
in other regions—that is visited by a Chilean economist, he or she
will be asked with keen interest and affection about Vittorio when
that economist meets Vittorio’s former students, which are typically
holding high academic, private, or public sector positions.

Vittorio is enormously supportive of students applying to doctoral
programs abroad. He always goes to the last mile in supporting selected
applicants, calling up admission committee members to argue for
admission of his student—as witnessed by Ricardo Caballero, who
now is often on the other end of Vittorio’s telephone line.

The policy maker

Inflation and monetary policy take central stage in Vittorio’s
research agenda. Hence it is not surprising that Vittorio came to
serve his country as Governor of the Central Bank of Chile. When
President Lagos, at a politically difficult juncture, nominated Vittorio
as Board Member of the Central Bank, he said that he had selected
“the best of all possible candidates”. Vittorio’s nomination was
approved by a huge majority of Chile’s Senators and then President
Lagos appointed Vittorio Governor of the Central Bank of Chile, a
position he held from May 2003 to December 2007.

Under Vittorio’s leadership, the Central Bank of Chile was
strengthened very significantly in two key dimensions of its mandate
and performance. First, the Bank’s policy framework, based on
inflation targeting, a floating exchange rate, and careful monitoring
of financial stability, was significantly strengthened. Transparency
and accountability in the conduct of monetary policy and Central
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Bank operations were improved significantly, inflation targets were
met closely, and the peso floated freely, as the Bank did not engage
in any exchange-rate intervention.

Second, internal efficiency and external accountability were
significantly improved during Vittorio’s tenure, by streamlining
management and procedures of business functions, and improving
financial transparency and public accountability.

The advisor

Since the beginning of his career, Vittorio has complemented
his academic work with advising governments, central banks,
international financial institutions, and, in recent years, private
corporations. For example, as research advisor of a Chilean private
corporation during 1979-1982, Vittorio mentored the work of half a
dozen young economists during or before they attended graduate
school in the U.S.

Vittorio, together with Patricio Meller, met Anne Krueger in
the first half of the 1970s, when they were invited by Anne to join
the famous NBER project on Trade and Employment, a project that
led to many publications. One decade later, in the mid-1980s, Anne
Krueger, then Senior Vice President of Research and Chief Economist
of the World Bank, invited Vittorio to join the Bank as Senior Policy
Adviser in the Development Research Department. He accepted her
invitation, holding several managerial position in the World Bank’s
Operations and Research Departments. In these positions, Vittorio
displayed intellectual leadership, managerial talents, and a great
capacity in attracting young and motivated economists to work on
the main development challenges of the day. Many participants and
attendants of the 2011 Conference held in Vittorio’s honor, including
Ricardo Caballero, Giancarlo Corsetti, William Easterly, Ibrahim
Elbadawi, Miguel Kiguel, Rail Laban, Luis Riveros, Patricio Rojas,
José Miguel Sanchez, Andrés Solimano, Luis Servén, Jaume Ventura,
Rodrigo Vergara, Raimundo Soto, and I, were invited as staff or
summer interns to work at Vittorio’s Macroeconomic and Growth
Division (DECMG). Other participants at the Conference, including
Guillermo Calvo, Sebastian Edwards, Felipe Larrain, and Felipe
Morandé, visited DECMG for shorter terms or participated actively
in DECMG conferences.

Vittorio returned from Washington to academic life at Catholic
University of Chile in 1991. Over the last two decades, Vittorio’s
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complementary role and reputation as highly-sought advisor grew
steadily. After his period at the helm of Chile’s Central Bank, Vittorio
has expanded his portfolio of research, teaching, and advisory
activities. Today he serves as Senior Research Associate at the Centro
de Estudios Publicos, a leading public policy think tank in Chile. He
also chairs or serves as a member of four major private corporate
boards and as a member of advisory councils of the IMF and the
World Bank. He advises governments and international financial
institutions, and gives talks and seminars all over the world.

The human being

Is there a man beyond Vittorio Oeconomicus? Certainly. Among
his private passions are reading, cooking, and skiing, preferably in
the company of his beloved family. Vittorio is a devout family person.
Per Don Vito la famiglia viene prima di tutto.

Yet Vittorio’s gentleness extends much beyond his family. As
countless colleagues, co-authors, and students attest, Vittorio exudes
warmth and affection to all people that are lucky enough to meet
and come to know him.

As Rick Mishkin says about our common friend: “Vittorio is a
mensch”. This wonderful yiddish noun of German origin, mensch,
means “a person of integrity and honor”. Yes, Vittorio is certainly
a person of enormous integrity, honor, and fairness. And he treats
with equal respect and gentleness a man on the street or a student,
a company CEO or a nation’s president. He is simply a gentleman.

Vittorio Corbo—un womo di famiglia, un caballero de tomo y
lomo, a true mensch. Vittorio is simply an exceptional human being.



IMmPLICATIONS OF RAPIDLY GROWING
EMERGING MARKETS FOR THE WORLD
EcoNnomy

Anne O. Krueger
Johns Hopkins University

It is an honor and a pleasure participating in this conference
in honor of Vittorio Corbo. He has been a major contributor to the
thinking on economic theory and policy with respect to development
as an academic, as a World Bank official, as a consultant, and
as Governor of the Banco Central de Chile. I first met Vittorio
in connection with a comparative study that was then about to
start analyzing foreign trade regimes and economic development.
Vittorio’s (with Patricio Meller) enthusiasm for the project and his
contributions to it—in addition to those needed for the volume on
Chile—were truly impressive. We have known each other as friends
and colleagues ever since, including the time he spent at the World
Bank, at several conferences, and on other occasions. I consider him
as a friend and colleague, and cannot adequately express my esteem.
All the praise bestowed upon him here is very well deserved.

My assigned topic is the implications for the international economy
of the increasing share of the emerging markets. It is fitting as a topic
to honor Vittorio both because of his participation in the emergence of
these countries and because of his own support for, and contributions to,
the multilateral system. Initially, I thought I would start by considering
whether the relative importance of emerging markets will continue to
increase over the next half-century or century as it has in the past. There
are too many cases in the world of countries growing rapidly for a period
of time and then gradually sinking back into relatively low-growth
status. Argentina, regarded as one of the richest countries in the world
around 1900, comes to mind. But even in more recent times, there have
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been many instances of a growth spurt during which optimism about
the future abounded, only to be followed by poor performance. Pakistan
and the Philippines, each of which was regarded as having much more
potential than India, are cases in point. Even those examples pale
in comparison to consideration of the sorry state of the economy of
Myanmar and of several African countries whose standards of living
are below those of a half-century ago.

I do not think we can assume that present trends are guaranteed
to continue. The history of economic advance is one in which progress
has entailed both advances and new challenges. Those challenges, in
turn, must be met if growth is to be sustained. As is all too painfully
evident at the present time, the advanced economies themselves must
rethink a number of aspects of financial regulation and sovereign
debt if they are to resume healthy growth.

But for this talk, however, I will assume that the share of
emerging markets will continue to increase, both with above-average
growth of those countries already deemed emerging markets, and
with the success of some additional countries that are now low income
(although it is difficult to say which).

For that rapid growth to persist however, it will require changes
in virtually all the dimensions of interdependence between countries
that affect trade flows: trade policy itself, capital flows, ideas,
international organizations, environment, and migration. I will
present the challenges of each of these later, although I will spend
most of my time on the first four.

The first question is how smoothly the emerging markets can be
integrated into the world trading system as their share of trade and
world output increases. To answer that, it is useful to remember how
much change has happened in the past half-century, and how it was
accommodated. That can give some insight as to the magnitude of
changes that can be expected in the future, and their likely impact.

Let me start with trade. In 1950, world exports were US$57 billion,
of which industrial countries accounted for US$36 billion. Developing
countries’ share was 37 percent of total world trade. Over the next
two decades (by 1970), their share fell to 22 percent and then rose to
34 percent (primarily because of increases in oil prices) over the next
decade before falling to 25 percent in 2000 but rising to 39 percent by
2010. Surely, these numbers conceal a lot: East Asia’s share of trade
—first Japan and then the so-called “Asian tigers”—was rising after
1960 even as the overall share of developing countries was still falling.
Moreover, the composition of emerging and developing countries’
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exports has changed with a much higher percentage of manufactured
products and a smaller fraction of agricultural commodities.

However, even with those qualifications duly noted, the first
observation to be made is that shares have fluctuated considerably
across countries and regions while, at the same time, world trade has
grown rapidly. Manufactured exports have grown at approximately
twice the rate of growth of world GDP.

As such, trade has certainly served as an “engine of growth” of
the international economy.

In the late 1940s, the United States accounted for almost 30
percent of world exports. By 1953, the share had fallen to 21 percent.
By 2009, it had fallen to 8.6 percent. What is important to remember
is that, during that same time, despite occasional (and deplorable)
lapses, the American economy remained fairly open, and tariffs—on
manufactures at least—fell from an average of more than 40 percent
in the late 1940s to less than 5 percent by the turn of the century.

The ability of emerging markets to access the international
market and to open their economies was an important factor enabling
their rapid growth. What is less frequently noted is that world
markets were increasingly opened during that period by the very
countries that were losing share. Surely, there were protectionist
pressures, but for the most part, they did not achieve much and
trade barriers actually fell in the countries that were losing share
(but nonetheless growing fairly rapidly).

When the emerging markets accessed the international economy,
they had Europe and Japan as importers, as well as North America.
When the next economies begin emerging, they will have all of those
areas plus, it is hoped, the currently emerging markets as export
destinations. Indeed, if the EMs do not embrace the newcomers,
they will be unable to realize their own growth potential and will
simultaneously reduce the potential of those countries that have not
yet emerged from low-income status.

While Japanese exporters were challenged by those from South
Korea and Taiwan, and those from South Korea, Taiwan, Hong Kong
and Singapore were challenged by new entrants, especially including
China and India, a crucial part of the growth process has been the
shifting from lower to higher value-added activities. As comparative
advantage has changed, the more advanced economies have shifted
away from unskilled labor-intensive activities toward things that use
their accumulated human and physical capital. The same now seems
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to be starting as Chinese wages rise and factories are beginning to
shift to Vietnam, Indonesia, and elsewhere.

If countries are unwilling to contemplate such shifts, they will
not only thwart their own growth but that of the remaining low-
income countries. Because there are always frictions in such shifts,
the role of the World Trade Organization will be more important than
ever. But, as I shall discuss below, with the increased importance
of the emerging markets, they will need to play a more active and
constructive role in the WTO (and other international organizations)
than they have in the past, recognizing their stake in a healthy, well-
functioning WTO and not only their own short-term self interest.

Capital flows are a second major facet of the international
economy. The world economy cannot become increasingly integrated
without fairly open capital markets. Capital controls cannot be very
binding without beginning to affect trade because there are too many
ways in which trade invoices can be adjusted, and the authorities
take some time to approve “legitimate” trade transactions.

The challenges of maintaining a sufficiently open international
capital market to support world economic growth and simultaneously
achieve a regulatory and supervisory framework to strengthen financial
stability are daunting. All countries have an interest in finding the
appropriate framework, and there are clearly international dimensions:
any country that significantly tightens its regulatory and supervisory
standards on its own may well find that its financial institutions are
at a disadvantage in international competition. There are also issues of
cross-border ownership, supervision, and responsibilities for overseas
branches and subsidiaries, and much more.

Before concluding that any tightening of supervision and
regulation is desirable, it should be borne in mind that the financial
system plays a crucial role in any modern, growing economy. Enabling
savers’ resources to finance the appropriate array of risk-adjusted
assets is central to economic growth; many poor countries initially
have very low saving rates and need to access international markets
in order to raise their investment rates once appropriate macro and
microeconomic policies are in place. It is often forgotten that South
Korea’s net capital inflow averaged around 10 percent of GDP during
its first decade of very rapid growth. Its saving rate in 1960 was close
to zero; it rose rapidly with growth. But that growth needed financing
in its early stages. Interestingly, most of the capital inflow was in
the form of debt obligations assumed by the government, but the
debt-to-GDP ratio did not rise because growth was sufficiently rapid.
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Appropriate changes to oversight of the international financial
system are needed and will happen, but it is crucial for the prospects
of those countries not yet embarked on rapid growth that they be
able to access international capital markets when there are high
risk-adjusted return opportunities. Benefits of open capital markets
to the emerging markets themselves should not be underestimated.

There are also issues surrounding the possibility of discriminatory
capital flows as has already happened in some of the Free Trade
Agreements (FTAs). It would be much in the interest of emerging
markets to support enhanced purview over capital flows in the
multilateral system. It is difficult to envision the consequences of a
world economy with truly discriminatory capital control regimes as
envisaged in some free trade agreements.

The third area is ideas. It is seldom listed as one of the key ways
in which countries are interdependent, yet it is striking how rapidly
ideas spread across national borders. Ideas such as inflation targeting
are transmitted among countries very quickly and affect policies in
many countries. One of the areas where, in my judgment, emerging
markets have yet to contribute sufficiently is in the realm of ideas. Too
often, contributions to op-ed pages, policy and academic journals, and
other fora, have consisted of critiques of the international economic
system with little by way of constructive alternatives.

It may be (possibly legitimately) objected to that the industrial
countries’ influence has been so great that contributions from policy
makers, academics, and others in developing countries would have
been or were ignored. But even so, as the relative importance of
emerging markets in the international economy increases, the world
will need a greater participation from emerging markets. It needs to
take two forms: new ideas, but also effective communication of the
role and interests of emerging markets. To take but one example of
the latter, it is striking how often most Americans view most emerging
markets as having “graduated,” while most in emerging markets
view their countries as still struggling to achieve that status. Even
with respect to new ideas, the media representation of spokesmen
from emerging markets is relatively sparse.

This brings me to the fourth concern: international organizations.
Arguably, small countries have a much greater interest in the ability
of international organizations to oversee trade, capital flows, and
much more, than the large countries do. Yet, from World War II until
the end of the century, the industrial countries not only took the
lead in the multilateral organizations but were also, generally, their
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strongest supporters. Emerging markets and the least developed
countries have taken international organizations as given, and been
free riders without much regard for the preservation or strengthening
of the system as a whole.

When the industrial countries accounted for two thirds or more
of world trade and capital flows, a relatively small group of countries
could, for all practical purposes, lead those organizations. Moreover,
most of the then developing countries generally opted out. They did
not actively negotiate tariff reductions and the removal of quantitative
restrictions under the GATT/WTO but instead used the balance of
payments provisions of the GATT to maintain their inner-oriented
regimes. They benefitted enormously from the growing international
market and from the reductions of trade barriers among industrial
countries (which were done on an Most-Favored Nation basis).

They were generally recipients of IMF support when balance of
payments crises arose and, as such, were perhaps not in much of a
position then to play a leadership role. Their chief contribution in the
realm of policy dialogue was to criticize the status quo rather than to
develop feasible constructive proposals for strengthening the system
in a manner consistent with their interests.

That has now changed in two important ways. On one hand,
the advanced countries no longer hold a dominant share in the
international economy. Whether discussing trade, behavior of reserves,
or capital flows; emerging markets are important players and the
multilateral institutions cannot function effectively without their
increased participation and support. On the other hand, emerging
markets bear a strong responsibility for assuming a highly supportive
role for multilateral solutions and governance.

To date, there has been little more than lip service to the Doha Round
as emerging markets have either objected to aspects of possible deals
or have been silent. Yet its completion is urgent, even more so in the
interests of emerging markets than low-income countries and advanced
countries. More generally, emerging markets need to take much more
responsibility for protection and support of the open multilateral system.

A number of new issues—preferential trade arrangements,
discriminatory capital flows, and the environment—must be addressed.
Yet, as long as the Doha Round is not completed, the legitimacy of the
WTO is undermined and it does not seem possible to address the new
issues. As more and more policy makers give up on the possibility of
a successful conclusion of Doha, there is an increasing resort to FTAs.
Within a multilateral framework (which should be strengthened),
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increased FTAs can be a step toward more open multilateral trade
and addressing the new issues. But without that framework, which
languishes with the passage of time and no Doha agreement, there
are significant risks of economic and political differences emerging
from FTAs. Yet the voice of the emerging markets urging the closure of
Doha is little heard. Worse yet, NGOs’ support of emerging markets and
least developed countries continue to believe that open trade is not in
the interests of those countries, and there is almost no pushback from
policy makers and academics from there.

The last two items, migration and the environment, are also
key issues for emerging markets, and other countries. In the case of
migration, it is difficult to foresee any significant relaxation of the
existing national regimes in the near future. Within the WTO, it
should be possible to negotiate temporary work visas for construction
and other services, but that awaits the conclusion of the Doha Round.
Beyond that, one has to hope that when the rate of world economic
growth picks up, the current political climate of hostility toward
migration will diminish. Indeed, at least in the United States, there
are already signs that some are beginning to recognize the benefits
of immigration. With concerns about aging populations and increased
ratios of dependents to working-age population, it is likely that stances
will soften and perhaps reverse, but for now it is likely that there will
be no multilateral regime and no significant changes in the status
quo with regard to international migration. But voices from emerging
markets could support progress and improved policies on these issues,
even if the likelihood of achieving a Pareto-optimal regime is small.

Issues concerning the environment are much more divisive than
issues concerning trade and capital flows between emerging markets
and advanced economies. Certainly, conflicts between those viewing
the stock of pollutants as the basis on which policy should be made
and those regarding the flows of emissions being critical and in the
interests of all must somehow be resolved. I have little to say about
that, except to say that the emerging markets bear responsibility for
participating in dialogue and helping reach workable arrangements.

However, in that resolution, there are dangers for the trading
system and the international monetary system. It is all too easy for
producers in any country to claim that their costs are higher because
of environmental taxes or regulations. Sometimes they may be telling
the whole truth, but it is tempting to use the environment as a basis
for achieving competitive advantage. Some surely do so. It will be
important for the global economy that environmental agreements are
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reached that avoid enabling the emergence or reemergence of strong
protectionist pressures. While environmental issues must surely be
addressed, it would be a tragedy if that happened in a way that enabled
areversal of the integration of the international economy, the gains in
living standards, and reductions in poverty that that has accomplished.
Again, constructive voices and ideas from emerging markets are
needed more than ever to assure that environmental objectives can be
achieved without undermining the open multilateral trading system.

Let me try to summarize. Forecasts for the future are always
hazardous and it is by no means assured that the international
economy and individual countries will progress as they did in the
past. But the past sixty years have witnessed rising life expectancies,
literacy rates, nutrition standards, and other aspects of well-being
unprecedented in history. With appropriate policies, these gains
can be entrenched while those still left out can be brought into the
prosperous world, and emerging markets can achieve further gains.

One forecast puts the share of developing and emerging
economies in world trade rising from less than 30 percent in 2006, to
just over 70 percent in 2050, while advanced economies’ share falls
in like amounts. Of that increase, much is expected to come from the
very large emerging markets. Trade among emerging markets will
increase and the emerging markets will become much larger trading
partners of the now poor countries.

With that increase, the role of emerging markets in the international
economy and in multilateral institutions must grow. The emerging
markets need to take on a larger role and heightened responsibility
for the maintenance and preservation of an open multilateral trading
system as a whole, a well-functioning international financial system,
and even preservation of the environment.

Much has been said to the effect that the emerging markets deserve
more representation at the multilateral institutions. That is surely
so. But the low-income and advanced countries deserve more support
from emerging market countries for preservation and strengthening
of multilateral institutions. The advanced countries may have looked
after their self-interest disproportionately over the past half-century,
but they did maintain the open multilateral trading system with little
support from emerging markets, and liberalized their own trade policies
enabling the acceleration of growth in emerging markets. Emerging
markets can no longer play the free riders’ role on the system, and need
to look not only at their narrow self-interest but also at their interest in
the effective functioning of the multilateral system as a whole.



THE WAR oF IDEAS IN EcoNOMIC
DEVELOPMENT: A HISTORICAL
PERSPECTIVE

Sebastian Edwards
University of California, Los Angeles

In the early1970s, when he had barely turned thirty years old,
Vittorio Corbo was already a legend of sorts among development
economists. His dissertation at M.I.T. became an instant classic, a
work that had to be read by anyone interested in understanding
the dynamics of inflation in developing nations. It was published
in 1974 by North Holland as “Inflation in Developing Countries:
An econometric study of Chilean inflation.” In many ways it was a
book that stood side by side with the most influential works on the
subject, such as Felipe Pazos’ celebrated volume on the persistence
of inflation in Latin America.

I met Vittorio for the first time in the mid 1970s when he visited
Chile and gave a lecture in an econometrics course being taught by
Patricio Meller, another giant of Chile’s economics profession. It was
immediately evident to my classmates and me that Vittorio was a great
economist, a rare breed that combined intuition with great rigor and
insight. But more important than that, we rapidly realized that he was
a generous person, a prominent academic willing to dispense advice
to young economists to be. That has been a constant with him: his
unselfishness and capacity to mentor and help the younger generations.

In the late 1970s and early 1980s Vittorio Corbo played an important
role in helping shape a fundamental change in development economics
as a field. His many scholarly contributions on macroeconomic
adjustment, exchange rates, inflation and reform had great impact in
the academic world, and helped promote a view of economic development
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that emphasized trade openness, markets, productivity growth, and
macroeconomic stability. From today’s perspective all of this seems to
be quite evident. However, in the early 1980s espousing those views
was still a rarity.

Vittorio, however, was not satisfied with being an “ivory tower”
economist. For him economics has always been an applied discipline,
one that affects people’s wellbeing and contributes to building and
strengthening the social fabric of a nation. In 1984 Vittorio accepted
an offer from the World Bank and joined a team led by Anne Krueger
that helped define the intellectual backbone that guided the Bank’s
new structural adjustment programs. He later became the Chief
in the Bank’s Macroeconomic Division, and from that post he put
together an influential and ambitious research program on a number
of issues related to economic reform and transition. A few years later
Vittorio was appointed governor of the Banco Central de Chile, and
became instrumental in the consolidation of Chile as a low inflation
nation, as a country that would be frequently cited as an example of
how to run macroeconomic policy. In 2006 and as recognition of his
brilliant work he was named “Central Banker of the Year” by Global
Finance Report Card magazine.

Vittorio Corbo has been both a witness and a player in many of the
intellectual battles of the last four decades: first as a student, then as
an academic, later as an official at the World Bank, and more recently
as one of the most respected central bankers in the Americas. In this
paper I provide a review of these policy debates and I discuss how
thinking on economic policy in emerging nations has evolved since the
1950s. The discussions center on three issues: (1) the most important
tenets of the “planning approach” that was dominant from the end of
World War IT until the early 1980s; (2) the ascendancy of the market-
oriented and pro-competition view in the 1980s, a view sometimes
referred to as “the Washington Consensus.” And (3) policy and academic
debates on the efficiency of foreign aid to emerging nations.

1. THE PLANNING APPROACH To EcoNoMIic DEVELOPMENT

During the 1960s and 1970s there were competing views on
economic development; indeed, it is not an exaggeration to say that
there was a “war of ideas.” On one hand, a large group of economists
didn’t trust markets, and believed that in poor countries planning had
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to guide resource allocation. According to this view, which was in vogue
when Corbo was an undergraduate student in the 1960s, protectionist
policies provided the most effective way of fostering industrialization
and encouraging growth. Most economists that supported the planning
perspective believed that the state should own large firms, banks, and
trading companies. Some key representatives of this approach included
Ragnar Nurkse, Paul Rosenstein-Rodan, and Albert Hirschman. In
Chile, the main representatives of this school of thought were Anibal
Pinto and Osvaldo Sunkel.! On the other hand, a smaller group of
thinkers, including Hungarian-born Peter Bauer and T.W. Schultz from
the University of Chicago, believed that market forces and competition
provided the best institutional arrangement for developing countries,
and that openness and export expansion were essential for achieving
rapid productivity gains and sustained growth. In the Latin America
of the 1960s some of the very few economists in this camp worked at
the Universidad Catélica de Chile, the institution where Vittorio would
later spend much of his own academic career.

The planning approach became particularly influential in Africa,
a continent that during the 1960s was slowly beginning to emerge
from a long colonial period. Many of the independence leaders
were educated in the United Kingdom and were highly influenced
by Fabian Socialist ideas. For example, Julius Nyerere, from
Tanganyika, attended the University of Edinburgh; Jomo Kenyatta,
from Kenya, and Seewoosagur Ramgoolam, from Mauritius, went to
both University College and the London School of Economics; and
Kwame Nkrumah, from Ghana, was enrolled in the London School of
Economics. However, not all Fabian socialists in Africa were exactly
alike; in each country different policies were implemented at different
times. In Kenya and Zambia, for example, planning was light and,
at least until the late 1970s, market signals were allowed to operate
in most sectors. In contrast, and as Ndulu (2008) has pointed out,
Tanzania, Mozambique and Ethiopia, followed from early on a more
intense form of planning where markets were repressed significantly
and the state played a growing role in the productive, investment,
and distribution spheres. In these countries most large firms, banks
and insurance companies were nationalized.2

1. Of course, there were significant differences among the representatives of what
I have called the “planning perspective.” This was anything but a uniform group.

2. As Ndulu (2008) points out, Mauritius’s Ramgoolam followed a pragmatic path,
and never succumbed to the promises of full-fledged planning.
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The planning approach was also popular in other parts of the
world. In India, Nehru strongly believed that the state should
control most decisions regarding production, investment, and
distribution. Indian planning efforts were developed by Professor
P.C. Mahalanobis, who during the late 1950s became a legend of
sorts among development practitioners from around the world.
In Latin America, as noted, it saw its heydays during the 1960s.
Indeed, after President John F. Kennedy announced the Alliance
for Progress in 1961, planning became a fundamental component of
policy formulation. In fact, having a well-functioning Department
of Planning was a precondition for obtaining aid under the Alliance
guidelines. Planning in Latin America, however, was significantly
lighter and less intrusive than in Africa and India. Planning was
also important in forging economic policies in Sukarno’s Indonesia
and in Razak’s Malaysia.

1.1 Unlimited Supplies of Labor, Market Failures, and
Protectionism

At the core of the planning view of development was the notion
that the accumulation of physical capital was the main source of
economic growth, and that the availability of labor was not a major
constraint to economic expansion. These beliefs were based on two
theoretical frameworks that had become popular in the 1950s: the
Harrod-Domar model that emphasized the roles of the capital-output
ratio and the saving rate in determining long-term growth, and
the Arthur W. Lewis (1954) unlimited supplies of labor model that
assumed that enormous quantities of labor were available at very
low (almost zero) wages. According to these models, policies aimed at
raising the aggregate saving and investment ratios were fundamental
components of any successful development strategy. In countries
where domestic saving was very low, it would be supplemented
with foreign saving in the form of foreign aid. At the same time, the
government would make efforts to generate (or “mobilize”) additional
resources to finance capital accumulation. These resources, in turn,
would come from “surplus” generated by the primary (agricultural,
timber, and mining) sectors.

A central assumption of the planning approach was that markets
didn’t work well, and that if left on their own they would generate
undesirable outcomes. These “market failures” were the result
of a combination of factors, including the absence of competition
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due to the small scale of operation of most firms, consumers’
ignorance, incomplete information, politicians that were captured by
multinational and large domestic corporations, and the exploitation
of poor countries by rich ones. Another key belief of the planning
perspective was that poor countries’ terms of trade would experience
a secular deterioration. According to this view, promoted by Hans
Singer and Raul Prebisch, among others, the global demand for
developing countries’ exports (commodities) had a low income
elasticity, while advanced countries exports (manufactured goods)
had a high elasticity. As a consequence, the relative prices of poor
nations’ exports were destined to decline through time. This called for
arapid industrialization process, which had to be encouraged through
an array of subsidies, preferential treatments, protective import
tariffs, licenses and quotas, outright prohibitions, and mandatory
allocation of credit.

Marxist and neo-Marxist thinkers provided a more extreme
version of this view that emphasized the fact that poor countries
“depended” on rich nations for markets, capital equipment,
consumption goods, and financing. Dependency theorists, including
Samir Amin and André Gunder Frank, argued that poor countries had
to severe economic and commercial ties with rich nations, including,
in particular, former colonial powers. This required political will, as
well as the implementation of “South-South” trading arrangements.
Other dependency theorists, including Fernando Henrique Cardoso
and Enzo Faletto in Latin America, stayed away from doctrinal or
“vulgar” Marxism, but still emphasized the relations of dependency
between the center and the periphery.

Some supporters of the import-substitution strategy—and
most notably Albert O. Hirschman—argued that in order for this
policy to succeed, two conditions were required. First, protectionist
measures had to be temporary, and import tariffs had to be lowered
through time. More generally, import tariffs and other restrictions
on international trade had to be sufficiently high as to protect the
targeted industry, and low enough as to act as a “pressure mechanism”
that forced producers to improve productivity. And second, only
selected industries should be protected. This recommendation
was part of Hirschman’s conviction that a healthy and successful
growth process was always “unbalanced,” and that some industries
and sectors were to grow faster than others for prolonged periods
of time. Hirschman contrasted his “unbalanced growth” view with
the indiscriminate creation of large state-owned manufacturing
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firms, and massive and blanket protection. This latter perspective
was associated with the “big push” approach to industrialization,
supported by Paul Rosenstein-Rodan, an early advocate of large,
ambitious, and detailed plans to forge comprehensive development
strategies.

According to Hirschman’s theory—which became very popular
in academic and policy circles—trade restrictions should be used
to protect and encourage those sectors with strong “forward and
backward linkages.” That is, protection should be provided to those
industries whose expansion would, at the same time, feed into
other promising industries, and demand inputs and materials from
deserving sectors. During the 1960s and 1970s steel was usually
mentioned as an example of an industry with significant forward and
backward linkages. On one hand, steel mills required iron ore and
coke coal, and, on the other, the finished product could be used in the
manufacturing of white goods, automobiles, trucks and tractors, and
in construction. The proper implementation of this model required
a remarkable amount of fine tuning and very precise and detailed
knowledge of the economy; indeed, it required the type of knowledge
that no government official—not even the best trained, most cable
and well informed ones—was likely to have, or ever acquire. Which
industries had the greatest linkages? By how much should they be
protected? And, for how long? What was the combination of import
tariffs, quotas and licenses that would provide the adequate “pressure
mechanism” to force firms to become efficient? And, more important,
how to make sure that policy makers were not captured by lobbyists
(either from the private or parastatal sectors) that claimed that
their specific sector had extremely high linkages and was utterly
deserving of protection? As Columbia University Professor Carlos
F. Diaz-Alejandro put it, the problem with Hirschman’s linkages
approach was that its policy implications were extremely complex
and were likely to become “dangerous in the sloppy hands of mediocre
followers.”?

As in turns out, in most poor countries—including Latin
American and African nations—protection became general and
massive, subsidizing industries with a high degree of linkages, low
linkages, and no linkages at all. In many countries it took the private
manufacturing sector no time to capture policy makers and

3. Diaz-Alejandro (1984), p. 113.
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to convince them that their particular industry was exceptional, had
great promise, contributed to the process of technological transfers
from the advanced world, was essential for bettering social conditions,
and deserved to be protected by tariffs, quotas and even straight
prohibitions. In other countries managers of state-owned enterprises
played a similar game, and were able to convince policy makers to
erect high protective walls around their specific industries. But that
was not all. The maze of regulations became so intricate that it paid
to obtain exemptions. Of course, those that managed to become sole
importers at low (or zero) import duties made fortunes in very short
periods of time. Tariff books throughout the Third World became
huge monsters that detailed import duties for tens of thousands of
goods, described the extent of restrictions and regulations, presented
sliding tariffs’ schedules, detailed the coverage of prior licenses and
the levels of surcharges, and specified a number of exemptions. In
many countries the granting of import duties and tax exemptions
led to severe corruption and governance problems.

1.2 Elasticity Pessimism and the Dread of Devaluation

Supporters of the planning perspective assumed that in poor
countries producers and consumers’ responses to price incentives
were limited. In that regard, there was a generalized “elasticity
pessimism.” A particularly important consequence of this view was
the belief that peasants’ efforts were not significantly affected by
changes in crop prices. This view was particularly prevalent among
many development economists that worked in Africa. As a result,
it was thought that governments could use marketing boards with
monopsony power to pay peasants a low fraction of international
prices for their crops, and use the resulting “surplus” to finance the
industrialization effort.*

Planners were especially skeptical and pessimistic regarding
the role of exchange rate changes in the adjustments process. They
strongly believed that trade elasticities were low and that the
“structure” of the economy was more important than price incentives
in foreign trade. According to the Marshall-Lerner condition, if
the sum of the price elasticities of demand for imports and of the
supply for exports is less than one, currency devaluation would fail

4. In Africa, marketing boards were a legacy of colonial times.
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to improve the balance of trade. Planners’ resistance to devaluation
was also based on the idea that under certain conditions devaluations
could be contractionary, reducing the level of aggregate demand, a
point made by Hirschman in 1949, and emphasized with great force
by Diaz-Alejandro in 1963.5

In addition, supporters of the planning view believed that currency
devaluations were passed onto domestic prices rapidly and fully, thus
fueling inflation and reducing real wages in the urban sector. The
“structuralist” views on exchange rates were in contradiction with
those developed at the IMF, where it was thought that a properly
implemented devaluation—that is, one accompanied by a reduction in
aggregate expenditure or absorption—would succeed in improving the
balance of trade. According to the Mundell-Fleming model developed
at the IMF, devaluations are expansionary, resulting, under most
circumstances, in an increase in aggregate demand. Throughout his
career Vittorio Corbo has undertaken a number of research projects
related to the general topic of exchange rate adjustment, resource
allocation, and inflation. For example, he deals with these issues in
chapter 3 of his 1974 book, and again in his celebrated article in the
1985 Review of Economics and Statistics.

Economists that subscribed to the planning view had great faith
in their models’ abilities to calculate accurately the “requirements”
—both direct and indirect—for achieving certain development
targets. These figures were obtained by manipulating, in different
ways, input-output matrices. A byproduct of these exercises was the
computation—as the dual to the planners’ optimizing problem—of
shadow prices. These accounting prices were supposed to reflect
the true value of different goods—and, thus, took into account the
distortions created by “market failures”—, and were to be used in
making investment and other decisions. A serious problem, however,
was that in many developing countries (and in particular in Africa),
for many years there were no data to construct input-output matrices,
and in those countries were they existed they were often outdated,
and did not incorporate the latest technological developments in the
production process. As a result, calculations in most five-year plans
in Africa were made using less sophisticated techniques. This did
not imply that these plans were less ambitious or demanding than
those elaborated in countries that did have detailed input-output
matrices, such as some Latin American nations.

5. Hirschman (1949), Diaz-Alejandro (1963). See also Edwards (1989).
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1.3 Light Planning

Of course, not all enthusiasts of the planning approach were alike;
there were many variants of this economic perspective. Some believed
that what poor countries needed was “indicative” or “light” planning
that would provide broad guidelines to the private sector. This, for
example, was the view implicit in the Alliance for Progress in Latin
America. According to this approach the economy would be organized
around three productive sectors: a small sector comprised of state-
owned enterprises, mostly in heavy industries and natural monopolies;
a “mixed-sector” where firms would be jointly owned by the state and
private investors; and a private sector made up of small and medium
size firms, and retail trade. Light planning was also the dominant view
in the 1960s, 1970s and 1980s in Kenya. Other economists, however,
supported a greater involvement of the public sector, through highly
detailed plans and heavy government intervention in the form of price
controls, investment licenses, controlled credit, and the imposition of
import and export quotas. In this variant the state owned a very large
proportion of the means of production, and government officials were
largely free to control and regulate economic activities.

One of the most influential supporters of the planning
perspective in Africa was René Dumont, a French agriculturalist and
development expert that, with time, forged very close relations with
most African leaders. His book “A False Start for Africa,” originally
published in 1962 as “L’Afrique Noir est mal partie,” and translated
into English in 1966 with an introduction by Thomas Balogh, was
highly influential. In it he argued against the excessive use of
foreign experts, and pointed out that for a poor country to develop,
political organization and political will were more important than
the technical aspects of the plan. Dumont was also a great supporter
of rapid industrialization behind a wall of import tariffs, licenses,
quotas and prohibitions. According to him, “[ilndustrialization is...a
symbol of economic progress... Giving priority to agriculture alone
is a typically reactionary position... Custom protection on a national
level, and later on the creation of the African Common Market,
itself protected, will be virtually essential... Accelerated agriculture
development will be more of a corollary... to this necessary but
difficult industrialization” (Dumont 1966, p. 103-4). With time,
however, Dumont became rather disillusioned with the turn of events
in Africa and deplored the bureaucratization of economic policy in
general, and planning in particular.
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2. THE MARKET APPROACH TO EcoNoMic DEVELOPMENT:
FroM THE “WASHINGTON CONSENSUS” TO THE (FLOBAL
FINANCIAL CRISIS

The war of ideas intensified during the late 1970s, as more and
more developing countries in Latin America, Africa and parts of Asia
experienced (very) low growth and deteriorating social conditions. This
war reached an inflection point in the early 1980s when a growing
number of academics—including Vittorio Corbo and some of his
coauthors—began to question the dominant planning paradigm. In
Latin America the inflection point came with the Mexican crisis of
1982 and the realization that every country in the region had become
extremely vulnerable to external shocks. In Africa the early signs that
views on development were changing came with the release of the “Berg
Report” by the World Bank in 1981 (see the discussion below for details).
Political developments in the advanced nations, and in particular the
elections of Ronald Reagan in the U.S. and Margaret Thatcher in the
UK., also affected thinking about development. As the 1980s unfolded,
views that emphasized the role of openness, competition, export growth,
macroeconomic stability, and markets became increasingly influential.
Many of these ideas—or more modern variations of them—were the
bases for the reforms supported by the multilateral institutions, and in
particular by the World Bank, and eventually undertaken in country
after country around the globe after 1982. Once again, Vittorio played
an important role in this process. This time, however, it was not from
the academic trenches, but as a senior World Bank official holding
different influential positions in World Bank operations and research
departments.

In table 1 I present a schematic comparison of the main beliefs
of the planning and market perspectives to economic development.
The table covers five policy areas: (1) policies to enhance growth; (2)
industrialization; (3) trade policy and openness; (4) incentives and
resource allocation; and (5) policies towards alleviating poverty and
improving the distribution of income. For each of these broadly defined
polices I discuss the most salient proposals within each perspective.

2.1 Openness, Competition, and Growth

Research undertaken by a number of academics on the effects
of protectionism on efficiency and economic performance was
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particularly influential in helping change the views on development
policy. Among these works, books by Little, Scitovsky, and Scottt
(1970) and Balassa (1971) led the way by pointing out that protective
structures could range from a highly negative degree of protection
(mostly in the agricultural sector) to several hundred (and even
thousand) percent in some industries. These findings were confirmed
and expanded by a large and ambitious National Bureau of Economic
Research project on protection and economic performance led by
Bhagwati (1978) and Krueger (1978). This multi-country study
showed that in most poor countries the tariff configuration generated
a severe “anti-export” bias. Further, Bhagwati and Krueger showed
that in the presence of quantitative restrictions to trade (import
quotas and licenses), a devaluation reduced the anti-export bias
significantly. A subsequent project, also directed by Anne Krueger,
on the labor market consequences of alternative trade regimes
confirmed the results from the NBER studies. Vittorio Corbo, jointly
with Patricio Meller, wrote a brilliant paper on the Chilean experience
for this effort.

The contrast between successful East Asian “tigers,” on one hand,
and the Latin America countries, on the other, also influenced the
switch in paradigm in development economics. By the late 1970s most
nations in Latin America had come to a standstill, and many experts
talked about the end of the “easy phase” of import substitution.
In most countries productivity growth was extremely low, or even
negative. Worse yet, after decades of planning and protectionist
policies poverty had not declined and the region’s dismal income
distribution had not improved. In the early 1980s Mexico was affected
by a major external crisis that rapidly spread to the rest of Latin
America: the so-called “lost decade” was about to begin. The years
that followed were years of sorrow, frustration, and soul searching.
As time passed, and more and more countries returned to democratic
rule, a broad rethinking of economic strategy took place. By the early
1990s almost every country in Latin America—the main exceptions
being Cuba and Haiti—had initiated a reform program that followed
the blueprint of what has been called the “Washington Consensus.”®

6. For a detailed discussion on the policies of the Washington Consensus see
Williamson (1990). Edwards (2010) analyzes the results of these reforms and argues
that ill conceived exchange rate policies and the lack of proper bank regulation and
supervision resulted in deep crises in a number of Latin American countries during
the second part of the 1990s and the early 2000s.
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2.2 New Views on Africa

In 1981 two major and highly influential publications presaged
the change in views regarding economic development in Africa: The
World Bank’s Accelerated Development in Sub-Saharan Africa: An
Agenda for Action, universally known as “the Berg Report” after its
main author, Elliot Berg, and Robert Bates’s Markets and States in
Tropical Africa: The Political Basis of Agricultural Policies. Although
very different in terms of their genesis and objectives, these two
books made a simple and yet powerful point: the poor performance
of the African economies was mostly (but not exclusively) the result
of bad policies that put bureaucrats interests ahead of those of the
people, and that had stifled incentives for growth, innovation, and
productivity improvements. Also, both works pointed out that, in
contrast to what planning models assumed, African governments were
far from being benign institutions that tried to maximize society’s
welfare. Bates and Berg argued that government bureaucrats—
including the managing echelons of parastatals, marketing boards,
and state-owned banks—had captured the state apparatus and were
using it for their own benefit as well as for that of their immediate
supporters, families, and friends.

Bates’s analysis was rooted in the “rational choice” perspective
developed by political scientists—sometimes referred to as the “new
political economy”—, and concentrated on which interest groups
benefited and which ones lost from certain policy options. He pointed
out that in Africa government policy taxed farmers through several
channels: the low producer prices paid by marketing boards, the
overvalued exchange rate, and the high prices of consumer goods that
farmers consumed. The latter was the consequence of the protectionist
policies aimed at promoting industrialization. At the same time, in
many countries government policies tended to help farmers through
the subsidization of inputs and capital goods. Bates persuasively argued
that the final net effect, however, was significant taxation, and a strong
discouragement of agricultural activities.

By looking at the problem from a “rational choice” perspective,
Bates went beyond explaining the effects of certain policies, and
discussed why those policies were undertaken, even if they were
detrimental for society as a whole. One of the most important
conclusions of the rational choice perspective is that policy decisions
are the result of distributional struggles, and reflect the structure
of power in a particular country. Learning that certain policies are
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technically inferior to other policy options is not enough for changing
the course of action. In his concluding chapter Bates argued that
the costs of anti-agricultural policies were rapidly climbing. This
meant that political support for the ruling coalition was eroding,
and that political change looked possible. The nature of this change,
however, was uncertain, and depended on the specific characteristics
of each country. According to Bates a serious obstacle for deep and
meaningful reform was that eliminating the anti-rural bias required
major devaluations, which were strongly opposed by urban-based
interest groups.

As most World Bank documents, the Berg Report went beyond an
evaluation of past performance, and made a number of recommendations
for future policy changes. In many ways the reforms undertaken in
Tanzania starting in 1986 were (partially) based on the suggestions
made in this report. Broadly speaking, it called for drastically reducing
the role of the state in economic activities, encouraging private
sector participation, reducing protectionism to the industrial sector,
eliminating fiscal imbalances, devaluing overvalued currencies and
making sure that these stayed in line with fundamentals, encouraging
agriculture, introducing new cultivation methods, and reforming (or
better yet, dismantling) parastatals. The Report also called for reforming
aid. In particular it recommended greater flexibility in terms of funds’
use, increased coordination across donors, and a major increase—a
doubling—of aid in real terms.

The “Berg Report” generated a strong reaction among African
governments and their supporters. There were two fundamental
criticisms. First, it was argued that the Bank disassociated itself from
the policies undertaken in Africa in the past, pretending that it had
played no role in their formulation. In that regard the critics were
right, and the Bank’s position was, to say the least, disingenuous. For
example, for years the World Bank was enthusiastic about Tanzania’s
development strategy, including its devastating agricultural policies,
the cruel villagization process that forcefully moved more than 10
million peasants from their homes, and the reliance on protectionism
to encourage industries with forward and backward linkages. Similar
stories could be told of other African nations. As Loxley (1983) argued,
the Bank should have recognized that two decades of “misguided”
policies in Africa were, at least in part, the consequence of its own
“misguided” advice.

The second criticism of the Berg Report had to do with its
claim that Africa’s economic failure was (almost exclusively) due
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to policy mismanagement, and that external factors had played
a minor role in the continent’s dismal performance. In particular,
World Bank critics were incensed by the assertion that “trends
in the terms of trade cannot explain the slow economic growth in
Africa in the 1970s because for most countries... the terms of trade
were favorable or neutral.”” According to the critics this conclusion
depended on which years were used as a base to calculate changes
in terms of trade. The Berg Report insistence that external factors
were unimportant was also at odds with the position espoused
by the African nations in the “Lagos Plan of Action for Economic
Development of Africa,” a document released in 1981 (but signed a
year earlier). The Plan for Action attributed the region’s penuries to
the external shocks and the instability of the world economy. This
long and all-encompassing document called for African countries to
step up efforts for industrialization and self-reliance, and proposed
the creation of a common market that would eventually lead to the
formation of an African Economic Community. In addition, it stated
that former colonial powers were trying to impose their own policies
to the African nations: “Africa was directly exploited during the
colonial period and for the past two decades; this exploitation has
been carried out through neo-colonialist external forces which seek
to influence the economic policies and directions of African States.”

During the first half of the 1980s these two contrasting views
on economic development would coexist and battle with each other.
However, as economic conditions deteriorated throughout Sub Saharan
Africa, the support for the “planning approach” and the Lagos Plan of
Action gradually eroded. By the mid-1980s it was clear that the war of
ideas had taken a significant turn, and that the previously unpopular
“market approach” was gaining more and more supporters.

2.3 The “Washington Consensus”

The fall of the Berlin Wall in 1989 accelerated the decline in the
degree of popularity of planning and generated increased interest
among politicians in development strategies based on competition
and export expansion. The experience of the East-Asian Tigers with
export-led growth attracted considerable attention, and a number of
works were penned on the policies followed by those nations. One of

7. World Bank (1981, p.19).
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the messages that emerged from these case studies was that avoiding
currency overvaluation—and, in some cases, deliberately encouraging
undervaluation—had helped develop a vibrant export sector. Of course,
that was exactly the opposite of what had happened throughout most
of Africa and Latin America where the reluctance to adjust currency
values, even in an environment of high domestic inflation, had resulted
in significant real exchange rate overvaluation, losses in international
competitiveness and eventually in very severe currency crises.

In the late 1980s and early 1990s a move towards economic reform
swept through the developing world. This phenomenon had its origins
in Latin America, and rapidly spread to other nations, including Central
and Eastern Europe, the former Soviet Union, and India. The reform
movement also affected Africa, although it moved at a slower pace, and
faced stiffer opposition from the elites and those groups that during
decades had benefited from the planning approach to development.

The early market-oriented reform agenda became known as the
“Washington Consensus,” a name that suggests that these policies
originated in the multilateral agencies—the World Bank and the
IMF—and in the U.S. Department of the Treasury. This, however,
was not the case. In Latin America, for example, the reforms were
largely homegrown, and were the response to more than ten years of a
generalized crisis—the so-called “lost decade”—that had erupted in the
early 1980s. An analysis of the relevant documents and archives shows
that the Washington institutions were skeptical, and in some cases
openly opposed, to some of the most daring reform proposals in many
parts of the world, including in many of the Latin American nations.
In Argentina, Brazil, Chile, Colombia and Mexico, to mention just a
few countries, reform programs were developed by local economists
that had acquired significant political power. These economists-
turned-politicians were often referred to as “technopols.” Also, in many
former Warsaw Pact nations local pro-reform technocrats accumulated
substantial political power and pushed reform programs that were
often at odds with the more tentative agenda of the multilateral
institutions. Both in Latin America and in the former Communist
countries local economists were often advised by Western academics.
Some prominent names among external advisors included Arnold C.
Harberger, Rudi Dornbusch, Andrei Shleifer, Stanley Fischer, and
Jeffrey Sachs.

In a highly influential article published in 1990, English economist
John Williamson summarized the main goals of the Washington
Consensus as follows:
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¢ Achieve fiscal balance, as a way of reducing inflationary pressures,
and stabilize prices.

e Target public expenditures towards the poorer groups in the
population. Priority should be given to government expenditures
aimed at improving social conditions and reducing poverty;
generalized subsidies, which benefit mostly the middle class, were
to be avoided.

¢ Implement deep tax reforms, in order to reduce evasion,
increase government income and eliminate perverse incentives to
production and investment.

¢ Modernize the financial sector. Interest rates had to be market
determined, and not set by government officials in an arbitrary
fashion. A well functioning capital market would help allocate scarce
capital to the most productive uses.

¢ Avoid artificially strong currencies that discourage exports. By
staying away from currency overvaluation the probability of major, and
very costly, crises would be greatly reduced. This measure would also
encourage production in the agricultural sector.

® Reduce the extent of protectionism and rationalize trade policy.
That is, the irrational structure of protectionism that had evolved
over half a century—and that was documented above—has to be
dismantled and replaced by lower import tariffs.

¢ Encourage foreign direct investment.

¢ Privatize inefficient state-owned enterprises.

¢ Deregulate business transactions including investment
decisions. Red tape had to be cut, barriers to entry in key industries
eliminated, and competition encouraged.

¢ Improve legal protection of property rights, as a way of securing
higher investment by both foreigners and nationals.

These ten policies—and the name “Washington Consensus” for that
matter—acquired a life of their own, and were soon considered to be
an official pronouncement of what the countries in the emerging world
should do and what they should not do. This was unfortunate, since a
number of analysts have evaluated reform efforts through the lenses
provided by this list, and, thus, have missed many of the subtleties and
complexities of the actual individual country stories.

During the first half of the 1990s different nations emphasized
different aspects of the market-oriented reforms. In some countries
—and particularly in Latin America—results were quick and impressive.
Inflation declined abruptly, exports increased, and real wages recovered
at a rapid clip. But in many countries these early accomplishments
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hid important weaknesses: privatization of public utilities—including
energy, water, sanitation, and telecommunications—was implemented
without putting in place proper regulation and competition policies. As
aresult,in a number of cases state-owned monopolies were replaced by
privately-owned monopolies, and in many instances privatization was
surrounded by corruption and giveaways, where insiders—including
government officials in charge of public enterprises and their sale—
ended up buying large blocks of shares at conveniently low prices. At
the same time, most countries in every region of the world failed to
move forward in the creation of strong and modern institutions that
would encourage the rule of law, protect property rights, and reduce
the extent of corruption. In many Latin American nations the situation
was even worse, as policy makers used fixed (or rigid) exchange
rates as a way of controlling inflation. With time, currencies became
overvalued—a well-known problem in Africa—and severe external
imbalances developed.®

During the 1990s and early 2000s a succession of external crises
erupted in a number of countries that had either embarked on the
reform path and/or were considered as premier examples of outward
orientation: Mexico (1994-95); Thailand, Malaysia, Indonesia, the
Philippines, and South Korea (1997-98); Russia (1998); Brazil (1999);
Turkey (2001); Argentina (2001-02); and Uruguay (2002). These
crises resulted in significant income loss, increased poverty, lower
wages, and spikes in unemployment. In most countries the crises
generated political upheaval, and in some they paved the way to
populist politicians that reversed the reforms, nationalized foreign
companies, and implemented protectionist measures—Argentina and
Venezuela being the most salient examples. The crises also generated
an intellectual backlash against the Washington Consensus. Chief
critics of the simple version of market orientation and reform
included Nobel laureates Joseph Stiglitz and Paul Krugman.?

A number of lessons on macroeconomic management emerged
from the currency collapses of the 1990s and early 2000s. They
included the benefits of having flexible exchange rates, the dangers
of short-term speculative capital movements—and, thus, the merits
of some controls on capital inflows—, the importance of having a
“reasonable” stock of international reserves, and the value of labor
market flexibility, openness, and countercyclical fiscal policies. There

8. See for example Edwards (2010).
9. See for example Krugman (1995) and Stiglitz (2003, 2008).
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were also important lessons for social policies and governance,
including the need to have a safety net to protect the poor and
disadvantaged from the vagaries of the global economy. Other lessons
referred to the importance of having a modern tax system that raised
enough revenue to finance transfers to the poorest groups and to
finance social programs.

During the second half of the 2000s most of these lessons
were incorporated into specific policies in different countries; the
process was gradual and without much fanfare. Many countries
took a pragmatic approach towards reforms and modernization,
discarded the rigid tenets of the Washington Consensus and moved
towards their own versions of market and outward orientation.
Overly doctrinaire positions were abandoned and whatever
worked—including maintaining (majority) government ownership
of some companies, and implementing some controls on capital
mobility—was incorporated into the policy framework. In fact,
many observers—including the critics of market-orientation and
reform—didn’t notice the extent to which many emerging countries
had improved macroeconomic management. This became evident,
however, with the collapse of Lehman Brothers in 2008. This
time, things were really different. Instead of being the victims of
contagion and crumbling as so many times in the past, the emerging
nations as a group continued to grow. Emerging countries in Asia,
Latin America, and Africa showed remarkable resilience. These
developments were helped by two important factors: high commodity
prices, propelled by China’s remarkable expansion, and significant
liquidity in world financial markets. The latter was the result of
the very permissive policies followed by the advanced countries’
central banks—including the Federal Reserve’s “Quantitative
Easing” policies—and contributed to the strengthening of many
emerging countries currencies.

3. INTERNATIONAL AID: PoLICIES AND CONTROVERSIES

During the last four decades foreign aid has been a central element
of the “war of ideas.” Interestingly, however, this is a relatively new
topic in economics. The classics—Smith, Ricardo, and Stuart Mill—
didn’t address the subject in any significant way. In fact, if anything,
classical economists thought that the colonies would catch up—and
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even surpass—the home country quite rapidly.l® In Chapter VII of
“The Wealth of Nations,” Adam Smith provides a detailed discussion
on the “causes of the prosperity of the new colonies.” In many ways this
analysis is remarkably modern. Smith argues that the main reason
why the English colonies of North America had done significantly
better than the Spanish dominions of South America was that “the
political institutions of the English colonies have been more favorable
to the improvement and cultivation of this land than those of the
[Spanish colonies].”! This, of course, sounds remarkably similar to
the ideas developed in the last few decades by Douglas North, Daron
Acemouglu, James Robinson, Simon Johnson, and others. Smith goes
on to list a number of policies implemented by the British—including
tax, inheritance, and trade policies—that, in his view, explain the
economic success in what was to become the United States; in parallel,
he discusses how poor policies enacted by the Dutch and the Spanish—
and to a lesser extent by the French—stifled growth and progress in
their dominions. Although this chapter runs for almost 100 pages, there
is not even a mild suggestion that the home nation should provide
systematic financial assistance to its colonies.

The first legal statute dealing explicitly with official aid was
passed by Parliament in the United Kingdom in 1929. The Colonial
Development Act created the Colonial Development Fund with
resources of one million pounds sterling per year. Although this Act
intended to improve the social conditions in the colonies—especially
in the rural sector—, its main objective was to promote British
exports at a time when the Great Depression had hit the country
particularly hard.!? Until the passing of this legislation the colonies
were supposed to be, largely, self-financing, and any aid was confined
to emergencies. In 1940 and 1945 new laws dealing with aid to the
colonies were passed in the United Kingdom. These Acts increased

10. The analysis in this section doesn’t pretend to be exhaustive. I don’t attempt
to deal with every aspect of aid-related controversies. Readers interested in the
intricacies of international assistance may consult some of the very thorough surveys
on the subject, including two comprehensive articles by Radelet (2005, 2006) and the
extensive literature cited therein.

11. Smith (1776), Cannan Edition, published by the University of Chicago Press,
1976. Emphasis added.

12. At the time the Act was passed, Sidney Webb—one of the founders of the London
School of Economics and a prominent Fabian Socialist—was the Colonial Secretary.
During his tenure as Secretary he fought, with limited success, to reinstate the policy of
“native paramountcy” in East Africa. See Barder (2005) for a succinct history of foreign
aid in the United Kingdom.
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the amount of funds available and made commitments for longer
periods of time—for up to ten years in the Colonial Development and
Welfare Act of 1945. More important, the Act of 1945 established that
aid plans had to be prepared “in consultation with representatives
of the local population.”3

The question of how much to involve recipient governments and
populations in designing aid packages would become a recurrent
theme in aid policy debates. For example, the issue was of paramount
importance in Tanzania. Through time the terms used when referring
to local involvement evolved from “consultation,” as in the Colonial
Act of 1945, to “participation,” as in the influential Pearson Report
in 1969, to “ownership,” as in the Helleiner Commission on aid in
Tanzania in 1995.14

In the United States the first law dealing with foreign assistance
came quite late, with the adoption of the Marshall Plan in 1948.15 In
his inaugural speech on January 20, 1949—the so-called Point Four
Speech—President Harry Truman put forward, for the first time, the
idea that aid to poor nations was an important component of U.S. foreign
policy. He said that one of the goals of his administration would be to
foster “growth of underdeveloped areas.” He then added that “more
than half the people of the world are living in conditions approaching
misery... For the first time in history, humanity possesses the knowledge
and the skill to relieve the suffering of these people.”

In spite of Truman’s vehement allocution, aid commitments to
poor countries were considered temporary. In 1953, when Congress
extended the Mutual Security Act, it explicitly stated that economic
aid to U.S. allies would end in two years; military aid was to come to
a halt in three years. In the early 1960s—and largely as a result of
the escalation of the Cold War—the United States revised its position
regarding bilateral assistance, and, jointly with other advanced
countries, founded the Development Assistance Committee (DAC)
at the newly formed Organization for Economic Cooperation and

13. Barder (2005, p. 3), emphasis added.

14. The Pearson Commission was appointed in 1967 by George Woods, then World
Bank president, “to study the consequences of development assistance.” The first
section of chapter 1 was titled “Crisis in Aid,” indicating that, at least in the minds of
some, official aid has been in crisis mode for almost half a century. There were eight
commissioners, and the Staff of the Commission added to 27 people. See Pearson (1969).

15. The Marshall Plan, which was announced by U.S. Secretary of State George C.
Marshall in a speech at Harvard University on June 5, 1947, played an important role
in defining U.S. policy towards foreign aid. Congress, however, was slow in passing the
Plan. It was only done in 1948, after the Soviets took over Czechoslovakia.
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Development (OECD). The main objective of the DAC was—and
continues to be—to coordinate aid to the poorest countries.16
During the early post World War II years there were recurrent
discussions on whether aid should be allocated, mostly, towards
projects geared at accelerating economic growth, or towards programs
aimed at improving social conditions and reducing poverty. In the
1960s, and as the neoclassical model of growth developed by Solow
made inroads in the economics profession, a greater emphasis was
given to the formation of human capital. This decision was also
influenced by the increasing evidence that the developing countries
lacked the “absorption capacity” required to implement many of the
aid projects. Training professionals and improving skills among the
indigenous populations was seen as a key contribution to growth
itself, as well as a step towards making aid more effective. It was not
until the late 1960s and early 1970s that the “basic needs approach”
became popular, and the improvement of social conditions became
the central goal of the majority of official programs. The World Bank,
under the leadership of former U.S. Secretary of Defense Robert S.
McNamara, played an important role in the move in this direction.”
Since the end of World War II, most donors have followed a
two-prong approach to aid. On one hand they have relied on their
own bilateral programs, which are run by national bureaucracies
that often operate at the ministerial level; on the other hand, they
have supported the work of the multilateral organizations, such as
the World Bank and the regional development banks. In addition,
they have used the OECD’s DAC as a mechanism for achieving
some level of coordination. This dual mechanism has allowed most
advanced nations to be selective (in terms of which countries they
assist directly), and, at the same time, to join forces with other donor
nations in supporting broader initiatives. The Nordic countries have
been particularly active in using this approach: through their own
agencies (Sida, Norad, Danida, Finida) they have assisted a small
number of countries, while at the same time they have devoted

16. The original name of DAC was Development Assistance Group, while the
original name of the OECD was Organization for European Economic Cooperation. In
1946 France created its first aid agency (FIDES), which in 1963 was replaced by the
Ministry of Cooperation. The Nordic countries created their own aid agencies in 1962.

17. In some donor countries, however, the objective of alleviating poverty was
central from early on. This was the case, for instance, of Sweden, where Proposition
1962:100 explicitly established that the objective of aid was to raise the living standards
of the poor.
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approximately 50% of their (quite large) foreign aid budget to support
the multilateral organizations.18

Already in the 1950s and 1960s a number of market-oriented
economists—including Milton Friedman and Peter Bauer—argued
against the provision of foreign aid beyond humanitarian relief.
According to them, official assistance created the wrong incentives,
especially when it distorted markets and encouraged protectionism.
The response from early supporters of aid, such as W. Arthur Lewis
and Paul Rosenstein-Rodan, was that international aid supplemented
domestic saving, and allowed poor countries to accumulate capital
and develop a key manufacturing sector. In their view, rapid
industrialization through import substitution was required in order
to achieve sustained growth and reduce poverty. As noted, in the
1980s and early 1990s there was a major shift in the views regarding
international assistance in general, and aid to Africa in particular.
As a result, aid became more narrowly focused, the number of
capital intensive projects was greatly reduced, and social programs
were expanded; at the same time, aid was increasingly conditioned
on certain actions by the recipient nations, including the adoption
of market oriented policies and trade liberalization. During these
years a large number of bilateral development agencies—including
those in the Nordic countries and Japan—went through thorough
evaluations of their programs, and decided that there was a need to
be both more selective, in terms of which programs to support, and
more demanding with respect to the recipient countries’ contribution
to their overall development strategy.

In September 2000, the United Nations Assembly adopted the
“Millennium Declaration” that set forward a new set of targets—
the so-called Millennium Development Goals (MDG)—for the
development community to be achieved by 2015. These goals included:
(1) halving extreme poverty and hunger; (2) achieving universal
primary education; (3) promoting gender equality, especially in the
educational system; (4) reducing under-five child mortality by two
thirds; (5) reducing the maternal mortality ratio by two thirds; (6)
halting and reducing by one half the incidence of malaria, as well
as halting and reversing the spread of HIV/AIDS; (7) ensuring
environmental sustainability; and (h) developing a global partnership

18. To be sure, the Nordic countries not always agreed with the specific policies
undertaken by the multilateral organizations. In the early 1970s, for example, the
Swedes were particularly critical of the World Bank’s support to South Vietnam.



The War of Ideas in Economic Development 49

for development.1® In March 2002, at the Monterrey Conference on
development, most advanced countries signed a declaration that
called for making “concrete efforts towards the goal of 0.7 percent
of gross national product (GNP) towards official development
assistance.”®® The focus on ownership and performance is mostly
aimed at dealing with the “double principal agent” problem that has
affected aid since its beginnings in the 1920s (see the discussion in
Section II1.3.2 below; see, also, Radelet, 2006).

The Millenium Declaration and Monterrey Conference led to a
(somewhat) new view on aid policy. This perspective, subscribed by over
100 countries in the Paris Declaration on Aid Effectiveness of March
2005, emphasizes the recipient country’s “ownership” of programs.
There was also a renewed focus on linking aid to both economic
performance and the implementation of anti-corruption measures (see
Edwards, 2014, for details). This new approach required developing a
battery of tools to monitor whether specific projects and programs had
“performed appropriately”. Since the early 2000s academic economists
have made important progress towards developing a methodology for
evaluating whether social programs achieve their predetermined goals.
Possibly the most important component of this new perspective is the
use of “randomized field experiments”.2!

3.1 The Inconclusiveness of Econometric Studies

Trough time, a number of authors—both in academia and in
the aid community—have used a battery of econometric methods
to analyze whether (or under what circumstances) aid is effective,
in the sense of generating higher growth and better economic
outcomes.?2 Some of these studies have tried to tackle issues of
reversed causality, and have used a series of instruments—some

19. See http://www.un.org/millenniumgoals/

20. See www.un.org/esalffd/monterrey /| MonterreyConsensus.pdf. The UN tracks
progress towards achieving the MDGs by following 21 targets and 60 indicators. By
mid 2012, and according to a report by the United Nations Secretary General, three of
the eight goals—on poverty, water and slums—had been met for the developing world
as a whole. At the same time, the data shows that most of MDG’s would be missed in
Sub-Saharan Africa.

21. For a discussion on the emerging “new aid model” see Bourguignon and
Sundberg (2007). On randomized trial experiments see, for example, Banerjee and
Duflo (2011).

22. See, for example, Johnson and Subramanian (2005), Rajan and Subramanian
(2008), and Bourguignon and Saunders (2007), and the literature cited therein.
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more convincing than others—in an attempt to deal with the fact
that slower growth (in very poor countries) may attract additional
aid. Other works have analyzed whether aid only works under certain
conditions, or whether a minimal degree of institutional development
is required for international assistance to bear fruit. These studies
have considered nonlinear functional forms, and have investigated if
there are meaningful interactions between aid and other variables,
such as the degree of literacy, the level of corruption, the extent of
macroeconomic stability, institutional strength, the quality of overall
economic policies, and geography. The majority of these studies has
used GDP growth as the performance variable of interest, have relied
on cross-country or panel data, and have attempted to distinguish
between short- and long-term effects.

Overall, the results from this large body of research have
been fragile and inconclusive. Indeed, after analyzing 97 studies,
Doucouliagos and Paldam (2005) concluded that, in the best of
cases, it was possible to say that there was a small positive, and
yet statistically insignificant, relationship between official aid and
growth. This conclusion was also reached by Rajan and Subramanian
(2008) in an analysis that corrected for potential endogeneity
problems, and that considered a comprehensive number of covariates.
In particular, according to this study there is no clear relation running
from more aid to faster growth; this is true even in countries with
better policy environment and stronger institutions.

Bourguignon and Sundberg (2008) have argued that one should not
be surprised by the inconclusiveness of studies that rely on aggregate
data. According to them, aid affects economic performance, directly
and indirectly, through a variety of complex channels. Thus, treating
all aid as homogeneous—independently of whether it is emergency
assistance, program aid, or project-based aid—is misleading. In their
view it is necessary to break open the “black box” of international
aid, and deconstruct the causality chain that goes, in intricate
and non-obvious ways, from aid to policymakers, to policies, and to
country outcomes. This type of analysis would focus on a number of
specific ways in which international assistance may impact economic
performance. In particular, studies that try to determine the impact of
aid on growth should consider issues related to technical assistance,
conditionality, level of understanding of the economy in question, and
the government ability to implement specific policies.
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3.2 The Bitterness of Recent Controversies

In spite of its intensity, the academic debate on the relationship
between aid and performance pales in comparison with recent policy
controversies on the subject. On one side of recent battles are aid
critics such as William Easterly and Dambisa Moyo.2% On the other
side of this divide are Jeffrey D. Sachs—possibly the most vehement
supporter of increasing the volume of official aid—and his associates.
The level of animosity in this veritable war is illustrated by the
following quote from a Sachs’ article published in 2009: “Moyo’s views
[are] cruel and mistaken... [Moyo and Easterly are] trying to pull
up the ladder for those still left behind.”?* Easterly’s reply, also from
2009, was equally strong: “Jeffrey Sachs [is]... the world’s leading
apologist and fund-raiser for the aid establishment... Sachs suffers
from [an]... acute shortage of truthiness...”?%

In a number of articles, as well as in a blog and in a bestselling
book, Easterly has argued that aid agencies are bureaucracies that, in
a typical monopolistic fashion, charge too much and deliver too little
services.26 Worse yet, according to him these agencies have formed
a “cartel” that prefers “aid coordination” to “competition.” As most
monopolies, aid bureaucracies innovate slowly and are overly risk
averse. As a result, they have developed safeguards that avoid creative
solutions to economic problems; the main goal of these bureaucracies
is to steer clear of “failures.” But this is not all: according to Easterly
and his supporters international assistance also suffers from a “double
principal agent problem,” where those with the greatest interest in the
success of the programs—aid recipients in the poor countries, and tax
payers in donor nations—are far from the decision making process. As
is often the case when the principal agent problem is severe, officials in
donor and receiving countries tend to “capture” the aid organizations,
and run them according to their own interests, values, and goals. Worse
yet, states Easterly, many of the efforts to tackle this agency problem—
including conditionality, consultation, and matching funds—have not
worked, and have added to the bureaucracy. Easterly, Moyo, and other
aid-skeptics have vehemently argued that the official donor community

23. Robert Klitgaard’s “Tropical Gangsters,” published to great acclaim in 1991,
provided an early criticism, from the field, of the way in which official aid was provided
in Africa.

24. Sachs (2009).

25. Easterly (2009).

26. See, for example, Easterly (2002, 2003, 2006).
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uses the wrong yardstick to measure performance and success: instead
of focusing on outcomes that are important for the poor, they emphasize
the amount of funds spent in particular countries or regions.

Of course, most of the critics recognize that throughout the
years the aid community has had some successes, including the
improvement of health and education indicators in a large number
of countries. But, overall, they believe that aid channeled through
bureaucratic and monopolistic government agencies is largely
destined to be ineffective and wasteful. At the risk of oversimplifying
a bit, the view of aid critics may be summarized with the following
quote from Easterly: “[Floreign aid works for everyone except for
those whom it was intended to help, with results such as the aids
agencies’ calculation that it takes $3,521 in aid to raise a poor person’s
income by $3.65 a year.”?’

During the last two decades or so, Jeffrey D. Sachs has become
one of the most steadfast and vocal defenders of foreign aid channeled
through official channels. Other prominent supporters of official
assistance include Joseph Stiglitz and Paul Krugman. Their support,
however, is not unconditional; as most economists that believe
that official assistance funds should increase, they recognize that
some reforms in the management of aid programs are in order. For
example, Sachs and his colleagues do not defend traditional, top-down,
bureaucratic assistance; on the contrary, their view is quite critical of
the way in which aid has been dispensed in the past. But, at the same
time, they strongly argue that, if properly provided, and if channeled
towards combating particular ills—including diseases such as
malaria and HIV-AIDS, the lack of potable water, and the inadequate
infrastructure that isolates poor communities—, official assistance can
help eliminate poverty in a relatively short period of time.

According to Sachs and his supporters—and there are many
of them—most aid programs should concentrate on what they
have called the “Big Five development interventions”: improved
agricultural inputs; investment in basic health—including
antimalarial bed nets—; investment in education; the provision of
power, transport and communication services; and making safe and
drinking water available to everyone. When presented on their own,
these interventions are unlikely to generate excitement, enthusiasm,
or optimism. Indeed, all of them have been fixtures of conventional
development assistance for decades. What makes Sachs’ view different,

27. Easterly (2002).
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however, is the way in which assistance is to be provided. His is a holistic
approach that begins with a community-specific diagnosis—what he calls
“clinical economics”™—, and the formulation of programs that capture
the peculiarities of each community. Sachs’ most important argument
comes from the results obtained in a number of villages across Africa—
the Millennium Villages—, where a modest amount of aid (about USD
120 per person, per year), coupled with the Big Five interventions have
resulted, according to him, in significant improvements in agricultural
output, reduced malaria cases, improved health, and better school
achievements. However, and not surprisingly, the Millennium Villages
Project (MVP) has had its critics. For example, Rich (2007) has argued
that although the project has improved a number of indicators in the
villages where it has operated, it has not solved some of Africa’s most
serious problems, including the domination of particular clans or tribes,
corruption, dependency, and poor governance. A key question raised by
these critics is whether the impact of the MVP will be sustained through
time, or whether the communities where it has been active will revert
to poverty and destitution once the aid workers leave.

To a large extent, the Easterly-Sachs debate has generated public
attention because it has been couched in simple terms. These are,
indeed, simple narratives based on ethnographic arguments and
specific anecdotes that resonate with large segments of the general
public. But behind the different positions there are hundreds of
academic studies—most of them based on advanced econometric
techniques—that have tried to determine the extent to which foreign
aid is effective. The problem, as noted, is that much of this body of
empirical work has resulted in fragile and inconclusive evidence.

For an increasing number of economists the issue of aid
effectiveness is neither black nor white. Indeed, a number of authors
have taken intermediate positions. For example, in an influential book
that deals with the plight of the poorest of the poor, Paul Collier from
Oxford University, has argued that both critics and staunch supporters
of official aid have greatly exaggerated their claims and distorted the
empirical and historical records. His analysis is based on a large body
of empirical work undertaken by him and a number of his associates.
Collier’s reading of the evidence is that over the last 30 years official
assistance has helped accelerate GDP growth among the poorest
nations in the world—most of them in Africa—by approximately 1%
per year. This is a nontrivial figure, especially when one considers that
during this period the poorest countries have had an aggregate rate of
per capita growth of zero. That is, in the absence of official assistance,
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the billion people that live in these nations—the so-called “bottom
billion”—would have seen their incomes retrogress year after year.

However, and as Collier points out, aid is subject to decreasing
returns. Thus, doubling its volume, while maintaining the way in
which it is disbursed, would not add another 1% to the squalid rate of
growth in this group of countries. In order for additional aid to truly
impact the lives of the bottom billion it needs to be reformed. Collier
looks at this issue through the lenses of the four poverty traps that,
according to him, have hampered development in these nations: the
conflict trap, the natural resources trap, the landlocked trap, and
the bad governance trap. His empirical results indicate that while
additional official assistance can do little to free societies from the
first two traps, it can be quite effective in addressing the problems
arising from the landlocked and bad governance traps.28

Collier, however, believes that in order for this to happen there
needs to be a major change in the way aid is disbursed. He is
particularly critical of ex-ante conditionality—the type of policies
used extensively during the 1980s and early 1990s—, and argues that
technical assistance is particularly important in helping countries
change course and move towards growth and progress. According to
Collier’s empirical analysis, aid is more effective when it is provided
at the beginning (during the first four years) of a reform process
leading to an economic turnaround. Also, official assistance would
become much more effective if a larger proportion is devoted towards
improving the skills of the local population, including those of
government officials involved in the implementation of development
programs. Collier also calls for creative solutions, such as aid agencies
teaming up with civil society and NGOs to build parallel institutions
to provide basic services such as education and health.

In a recent book, Banerjee and Duflo (2011) have argued that
there is need for a “radical rethinking of the way to fight poverty.” In
their view, the acrimonious debate between the Easterly and Sachs
factions has missed the boat. Banerjee and Duflo join a growing group
of researchers in arguing that this controversy cannot be solved in
the abstract, by using aggregate data and cross-country regressions.
The evidence, in their view, is quite simple: some projects financed
by official aid work and are effective in reducing poverty and moving
the domestic populations towards self-sufficiency and prosperity,

28. He does argue, however, that aid can be very effective in helping countries in
the post-civil conflict period. See his discussion in pages 105-107.
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while other projects (and programs) fail miserably. The question is
not how aggregate aid programs have fared in the past, but how to
evaluate whether specific programs are effective.

Like Bourguignon and Sundberg (2008), Banerjee and Duflo
urge economists and other social scientists to “think in terms of
concrete problems that can have specific answers, rather than foreign
assistance in general.” They go on saying that “the lack of a grand
universal answer might sound vaguely disappointing.” This doesn’t
mean, however, that particular and circumstance-specific answers are
not useful. In fact they are. Taking the lessons from concrete policies
seriously would go a long way towards improving aid programs;
it would help millions of people to get out of their poverty traps.
Banerjee and Duflo have been among a group of economists that in
recent years have introduced “randomized control trials” as a way
of evaluating the effectiveness of different policy interventions.2?
In these experiments randomly selected individuals are subject to
a treatment—they receive anti-malaria nets, for example—, while
other randomly selected individuals conform the control group. A
comparison of the outcome of this intervention provides evidence
on whether the treatment is effective, and on the magnitude of the
effects.

According to Banerjee and Duflo (2011) and Deaton (2010), among
others, randomized control trials provide valuable information that
can guide reforms and aid programs at the margin. Overall, their
view is that details matter. Poverty and underdevelopment are not
so much the result of geography, politics or grand conspiracies that
resulted in failed “institutions,” as they are consequences of policies
that go wrong due to their complexity, incomplete information, and
missing markets. Official assistance, if properly provided, can make
a huge difference; “small changes can have big effects.” The key is to
know how to dispense official aid properly. In Banerjee and Duflo’s
world, evidence from randomized control trials is an essential tool
for obtaining that knowledge, for using aid funds wisely, and, thus,
for moving forward in the quest for reducing poverty.

29. The Poverty Action Lab at M.I.T. , founded in 2003 by Banjeree and Duflo, has
been on the forefront of the random trial experiment work. See for example Banerjee
and Dufflo (2009) and the survey by Deaton (2010), and the works cited there.
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This paper provides an extremely stylized model of the workings
of a global economy where one of its key driving factors is economic
agents’ continuous struggle to find assets to park financial resources.
This struggle naturally comes with euphoria and disappointments,
as many of the “parking lots” are built too quickly, are not of the
desired size, or suddenly collapse. There are also global asymmetries,
as some countries are endowed with more empty “land” than others,
and their growth potential may also differ. I use this caricature of
the world economy to describe several of the main driving forces
behind recent global macroeconomic events and to discuss suitable
economic policy. I also make a series of conjectures about some of
the uncertainties and trends that may emerge in the near future.

This macroeconomics of asset shortages perspective has been at
the core of much of my research and policy proposals over the last
decade (see Caballero (2006) for a short paper presented at the ECB
with that title). As such, I do not pretend that this is a fully balanced
view of the recent events in the world economy.

Also note that much of what I say here has a formal “micro-
founded” model in the background (see, in particular, Caballero and
Krishnamurthy (2006; 2008a, b; 2009) and Caballero and others (2008a,
b) but I do not make any major effort to draw those connections here.
Instead, I indulge in the liberating experience of simply writing down
equations that roughly capture things I believe in. (Warning: this should
not be done without proper supervision or if you need to get tenure).
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1. THE GLoBAL EcoNoMYy

In this section I build a stylized model of the world economy,
attempt to capture some of the main recent macroeconomic forces
and trends, and conjecture upon some of the pending risks and
patterns that are likely to emerge in the near future. My emphasis
throughout is on financial markets implications, however it goes
without saying that there is an extensive literature that describes
the many connections between developments in financial markets
and real activity (and their feedbacks).

1.1 A (Caricature) Model

I begin by outlining a model which serves as the backbone
for the conjectures I make in the rest of the paper. There are four
assumptions and equations on which the analysis builds: aggregate
consumption, portfolio demand, goods production, and asset supply.

Time is continuous. At each instant, (the rate of) aggregate
consumption, C,, is proportional to aggregate wealth, W,

C,=oW,. (1

There are two assets, A and B, in which to store wealth. Agents
want to hold a share a? of wealth in asset A and (1-o?) in asset B.
In the model there is no real distinction between these assets in
terms of payoffs since there is no explicit modeling of risk, so all
differences stem from agent’s tastes. However, this is just a “catch all”
reduced form for the many factors that determine portfolio decisions
in reality, that are not purely return-driven (more on this later). Let
xt, for i={A,B}, denote the units of each asset held by economic agents
and p' their respective prices. We then have:

W, = p'x + pi'x/. 2)
Aggregate output is exogenous and grows at rate g:
Y, =Y, e*. 3)

A fraction 8 of this output is pledgable (i.e., its present value can
be used to back up assets) and the rest is not (think of the latter as
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part of labor income, but it could include other non-pledgable incomes
such as small firms’ profits). There are o assets of type A and 1-of
of type B, each of which entitles the owner to corresponding shares
of the pledgable output (i.e., a fraction o® of the pledgable income is
of type A while (1-o®) is of type B).

We are now ready to characterize some basic properties of this
(world) economy. Equilibrium in goods and financial markets require
that:

C =Y,

t t
A D
b 05

E l-ag 1-d” .
Henceforth I will assume that asset A is in relatively short supply.
That is, of > oS, to imply:
4 aPl1-08
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Replacing this expression back into the portfolio equation and
using the consumption function and equilibrium condition in goods
markets, we can solve for the equilibrium asset prices in terms of
the consumption good (the numeraire):

D
pfzﬂgﬁ (5)
a”® 0
1-a?Y
pP=—=="
1-0” 6

Finally, we can find the implicit interest rates, r* and r2, that
are consistent with these asset prices and the standard arbitrage
condition:

Y, +p
i

i
t
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to imply:!
S
= g0 (6)
a
riB = ’?A +A,,

for a scarcity premium (or convenience yield) of asset A over asset B:

D_ S
by =80——— >0, (7
a’1-a”)

These equations fully characterize equilibrium and allow us to
do comparative statics.

1.2 Discussion and Apology

Before exploring the effects of different “shocks”, it is important
to provide some context to the distinction between type A and type B
assets. This assumption attempts to capture the fact that at any given
time there are assets that seem scarcer than others. The reasons for
these scarcities are varied, complex, and change over time.

For example, during the years between the Nasdaq crash and the
recent financial crisis, type A assets were almost any AAA bond or
tranche. The reasons for the enormous demand for these assets were,
among others, the rise in the relative importance of sovereign savers
and a variety of regulatory requirements on financial institutions.
Things changed when the crisis hit; suddenly only AAA-bonds issued
by sovereigns, especially the U.S., made the type A cut.

At times, type A assets are not limited to ultra-safe fixed income
ones. Commodities, real estate, or the Nasdaq may become the hot
asset. That is, economic investors coordination can raise the status
of almost any particular asset. We can also think about the sovereign
yield curve in terms of A and B assets, with the short end of the curve
as the former and the long end as the latter, although there are times
when the entire curve seems to be perceived as type A.

Also, policy actions can have very significant effects on asset
supply composition. Sometimes this is a deliberate decision, as in

1. For simplicity, I have assumed that all future pledgable income is embodied in
existing assets. A more realistic setup has new assets emerging over time, in which case
the effect of growth on interest rates is reduced. In fact, in the extreme case where the
stock of assets grows at the rate of g, this rate drops out of the interest rate expressions.
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some quantitative easing policies, but in others it is an unintended
consequence. For example, the recent Swiss franc peg (or lower
bound) against the euro, significantly reduced the availability of type
A assets in foreign exchange markets. I will return to these issues
later on in the paper.

I am fully aware that I am asking the reader to be far more
flexible in its interpretation than is the norm in academic papers.
In fact, all the examples in this section have some concept of risk in
the background while the model has none. Still, I think this stretch
is useful in order to isolate the idea that sometimes economic agents
are collectively willing to put large amounts of resources into a few
assets, almost regardless of price (this feature takes an extreme form
in the model since the assets are identical, except for the price!). As it
will be apparent in the next sections, this simple idea has something
to say about a wide variety of macroeconomic phenomena.

2. MaJor RECENT GLOBAL MACROECONOMIC FORCES

Let’s use this model to capture some aspects of the main global
forces driving recent macroeconomic and financial market events.

2.1 Force 1: Gradual Decline in Global 60

An important characteristic of the world economy is the sharp
rise in the relative income of the largest emerging market economies
and commodity producers, coupled with their enormous desire to save
for a “rainy day”. In general, these are economies that have limited
capacity to produce financial instruments (low 8) and have a higher
propensity to save than developed economies (low 6).

In terms of the simple parameters of the model, this trend amounts
to a decline in the global (income-weighted) 8 and 0. In the model
these parameters enter multiplicatively in the numerator of (possibly
shadow) interest rates, and hence this force depresses interest rates
and, correspondingly, raises equilibrium asset prices (note that in
general equilibrium only the decline 6 in matters for asset prices,
since the negative direct effect of the decline in 6 is exactly offset by
the asset price boosting effect of lower equilibrium interest rates).2

2. More precisely, when 0 falls, there are more savings looking for a fixed amount
of assets so prices have to rise. When § falls there is a similar effect in that now the
supply for assets shrinks relative to given savings. However, this effect is offset by the
fact that now each unit of the asset has a lower dividend.
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This pattern is consistent with the continuous emergence of asset
“bubbles” and with the so called Greenspan’s conundrum (when
the Fed tried to raise interest rates but the market kept putting
downward pressure on the longer end of the yield curve). This idea
was developed formally in Caballero and others (2008a, b), and the
0 component also captures the so called savings glut hypothesis
(Bernanke, (2005)).

A popular criticism of the latter is that measured global saving
did not rise during the period it was supposed to apply to. However,
the model here illustrated that this is not a meaningful rejection
since equilibrium prices change to offset the savings glut force, and
hence the adjustment may reflect entirely in prices rather than in
quantities (in fact, in the model global saving is zero at all times).

Note also that the scarcity (risk?) premium A is linear with respect
to 80 and hence it also drops as 86 falls:

an__
a(80) 80

which is consistent with the risk-compression observed through much
of the recent decade prior to the financial crisis.

In the model, 7B declines more than r because as 86 falls, there is
more scarcity of assets in general, not just of the “safest” assets. That
is, it is a proportional shift in demand for all assets which dilutes
the relative scarcity premium of assets type A.

2.2 Force 2: Gradual Rise in o?

Not only has the net demand for assets risen over time but also,
especially after the Nasdaq crash in the early 2000s, this rise has been
concentrated on AAA-assets (the type A assets of this episode). This is
again due primarily to the role played by sovereigns in global saving
and by a series of regulatory requirements on financial institutions
favoring these assets. In the model, the direct effect of a rise in o is
an increase in the price of assets type A and a decrease in the price
of assets of type B.

The combination of forces 1 and 2 through this period led to a
generalized rise in the capitalization value of both fixed (type A in that
period) and variable income, but with a much stronger rise in the former.
For example, U.S. financial assets grew from less than 160 percent of
GDP in 1980 to almost 480 percent in the third quarter of 2007, and
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almost the entire growth from the early 2000s was due to a rise in debt
instruments (primarily that issued by the financial system).

The next force describes the supply side reaction to the rise in
demand.

2.3 Force 3: Temporary (Artificial?) Rises in oS

Forces 1 and 2 led to either spontaneous (coordination-based) or
deliberate attempts to “arbitrage” A by transforming B into A assets
(and partly to transform non-pledgable assets into pledgable ones).
During much of the 1990s artificial assets were created in emerging
markets until the sequence of crises starting with the Asian crisis
destroyed a large share of these assets. The pressure then moved
to U.S. assets, and the Nasdaq in particular, which also culminated
with a crash; to then be followed by the financial system’s rapid rise
in the production of AAA tranches from the securitization of lower
quality loans. This also came to an abrupt end during the so called
“subprime” crisis.

By 2001, as the demand for safe assets began to rise above what
the U.S. corporate world and safe-mortgage-borrowers naturally
could provide, financial institutions began to search for mechanisms
to generate triple-A assets from previously untapped and riskier
sources. Subprime borrowers were next in line, but in order to
produce safe assets from their loans, “banks” had to create complex
instruments and conduits that relied on the law of large numbers
and tranching of their liabilities. Similar instruments were created
from securitization of all sorts of payment streams, ranging from
auto to student loans (see Gorton and Souleles (2006)). Along the
way, and reflecting the value associated with creating financial
instruments from them, the price of real estate and other assets in
short supply rose sharply. A positive feedback loop was created, as
the rapid appreciation of the underlying assets seemed to justify a
large triple-A tranche for derivative CDOs and related products.
Credit rating agencies contributed to this loop, and so did greed and
misguided homeownership policies, but most likely they were not
the main structural causes behind the boom and bust that followed.

2.4 Force 4: Spikes in a?/ oS (Flight to Quality)

From a systematic point of view, this new-found source of triple-A
assets was much riskier than the traditional single-name highly
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rated bond. As Coval and others (2009) demonstrate, for a given
unconditional probability of default, a highly rated tranche made
of lower quality underlying assets will tend to default, in fact it can
(nearly) only default, during a systematic event. This means that,
even if correctly rated as triple-A, the correlation between these
complex assets distress and systemic distress is much higher than
for simpler single-name bonds of equivalent rating.

The systemic fragility of these instruments became a source
of systemic risk in itself once a significant share of them was kept
within the financial system rather than sold to final investors. Banks
and their SPVs, attracted by the low capital requirement provided
by the senior and super senior tranches of structured products, kept
them in their books (and issued short-term triple-A liabilities to fund
them), sometimes passing their (perceived) infinitesimal risk onto
the monolines and insurance companies (AIG, in particular).? The
recipe was copied by the main European financial centers (Acharya
and Schnabl (2009)). Through this process, the core of the financial
system became interconnected in increasingly complex ways and, as
such, it developed vulnerability to a systemic event.

The triggering event was the crash in the real estate “bubble”
and the rise in subprime mortgage defaults that followed it. Almost
instantaneously, confidence vanished and the complexity which made
possible the “multiplication of bread” during the boom, turned into
a source of counterparty risk, both real and imaginary. Eventually,
even senior and super-senior tranches were no longer perceived as
invulnerable (previously A assets turned into B assets).

Along the way, the underlying structural deficit of safe assets that
was behind the whole cycle worsened as the newly found source of
triple-A assets from the securitization industry dried up (oS declined),
and the spike in perceived uncertainty further increased demand for
these assets (a” increased). In terms of the model, these dynamics
are captured by a sudden rise in a”/aS. Consistent with our simple
equations, during this episode safe interest rates plummeted to record
low levels and all forms of risk-premia (Ag) skyrocketed.

Initially, the flight to quality was a boon for money market funds,
which suddenly found themselves facing a herd of new clients. In
order to capture a large share of this expansion in demand from
these new clients that had a higher risk-tolerance than their usual

3. See Gennaioli and others (2001) for a “local thinking” model of disappointment
with financial innovation.
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clients, some money market funds began to invest in short-term
commercial paper issued by the investment banks in distress (that
is, they found their own temporary mechanism to transform B into
A assets). This strategy backfired after Lehman’s collapse, when
the Reserve Primary Fund “broke-the-buck” as a result of its losses
associated with Lehman’s bankruptcy. Perceived complexity reached
anew level as even the supposedly safest private funds were no longer
immune to contagion. Widespread panic ensued and were it not for
the massive and concerted intervention taken by governments around
the world, the financial system would have imploded.

In terms of the model, the panic phase corresponded to an even
more extreme rise in o /oS, and the policy interventions are attempts
to both lower of and raise perceived of by issuing public guarantees
which are aimed at limiting the sudden transformation of A assets
into B assets.

Another recent example is the Swiss franc peg (lower bound)
against the euro which sharply reduced the of in foreign exchange
markets. One of the unintended consequences of this policy was
a sharp depreciation of type B currencies (emerging markets, in
particular) relative to the remaining type A currencies (U.S. dollar
and yen in particular).

3. REGIONS

There are limits to how far we can go without referring to the
heterogeneity, both ex-crisis and post-crisis, in the world economy.
Here I highlight some of these differences, pointing to their broad
implications rather than focusing on the mechanics of global
equilibrium.

3.1 Force 5: Asymmetric 60

One of the key differences between emerging and developed
economies is the institutional development supporting financial
markets and contracts. That is, 6 is higher in developed economies
than in emerging markets. This is the point we made formally in
Caballero and others (2008b) to explain why capital was flowing
from emerging markets to developed economies during the period
starting after the Asian crisis. This effect was reinforced by the high
propensity to save (low 0) of some emerging markets, in particular
from Asia and some commodity producing economies.
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As is apparent in the model, these forces lead to lower pledgable
return in the “South” than in the “North”, and hence justify the
seemingly paradoxical direction of net capital flows from emerging
markets to developed economies in recent years (it is a paradox
because the standard neoclassical implication is that capital should
flow from capital rich developed economies to capital poor developing
economies).

3.2 Force 6: Asymmetric oP/a’

The relative weakness in financial development of emerging
market economies is particularly severe in the production of type
A assets. Other things equal, this asymmetry in o”/a® means that
r4 is higher in developed economies while 7B is higher in emerging
markets.

Given net flows, this mechanism helps to explain why the typical
gross capital flows pattern is one in which emerging markets buy
“safe” assets from developed economies, while the latter buy “risky”
assets from emerging markets (Gourinchas and Rey (2007) very
lucidly describe this phenomenon as the venture capitalist behavior
of U.S. investors in the international context).

The many adjustments they made in response to their own crisis
in previous decades paid off. The solid macroeconomic performance
of emerging markets during the crisis has reduced the perceived
aP/aS asymmetry, which is gradually turning type B emerging
market assets into type A assets.

3.3 Force 7: Asymmetric g

While emerging markets typically grow at a faster pace than
developed economies, this gap has become very pronounced in the
post-crisis phase. From the point of view of our model, this effect
increases the expected return of all emerging market assets over
those in developed economies. This is probably a key factor behind
the surge in capital flows to emerging markets that preceded the
very recent spike in risk aversion following the problems in the
Euro area. While developed economies are still mired in double-dip
concerns, most non-Eastern European emerging market economies
were until recently struggling to cool down capital inflows and their
expansionary consequences.
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As I said earlier, these new pattern of capital flows is partly due to
growth differential, but it is also a result of the weakening of force 6.

3.4 Force 8: Transitions

In this new environment of extreme safe assets scarcity, it
makes a great difference to countries whether they are perceived as
primarily type A or type B asset producers. Perhaps more importantly,
the transition from one to other category can have devastating or
exhilarating consequences depending on the direction of the shift. The
PIIGS have seen the consequence of the bad transition, from A to B,
while many emerging markets, such as Indonesia or Chile, are on
the other side of the spectrum (of course this is a relative statement
that reflects the direction of marginal changes, not the relative level
of investors’ appeal of these regions).

Perceived relative growth potential can have similar effects,
which explains why some Eastern European economies are having a
particularly hard time during the recovery as they face a combination
of weak growth potential and institutional development.

These transitions, when involving a large group of countries, have
global equilibrium consequences. In fact, the recent appreciations
of the Swiss franc and Japanese yen do not owe to any particular
domestic strength (especially the latter), but to the fall in expected
return in other developed economies’ returns (the connection between
exchange rates and returns differential follows from the interest
parity condition). On the other side of the spectrum, the (until recent)
surge in capital flows to many emerging markets were not exclusively
due to new strengths in them, but also due to the relative weakness
of much of the developed world. These general equilibrium sources
of capital flows are important to keep in mind for understanding the
strength and weaknesses of particular recoveries.

4. QUANTITATIVE EASING

This simple framework is useful for understanding the essence
of the financial implications of quantitative easing policies (QE).
Presumably, the ultimate financial goal of such a policy is to reduce
rB, as most private sector produced assets (borrowing by corporations
and households) have a large component of type B assets. In the
early stages of QE, r® was targeted directly through the purchase
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of MBS and other distressed assets. This “credit-easing” policy was
instrumental in stabilizing the economy, but as the recovery took
hold, a series of political constraints and concerns brought that
unorthodox strategy to an end. The recent faltering in the recovery
is not yet severe enough to make it politically feasible to go back to
credit-easing policies, which has left the Fed and other central banks
with the second best policy of lowering r4 (Treasury rates) and hoping
that this will indirectly reduce 2. One, indirect, mechanism by which
the latter may occur, is simply by the “psychological” effect of the
policy in boosting the perception that the central bank is willing to
put a floor on the economy. That is, this indirect channel acts through
reducing oP. I suspect this is the most powerful aspect of the policy,
as the direct channel faces an uphill battle with investors asset
demands and has some unintended consequences, as I argue below.
I turn to this direct channel next.

Let aSA denote the purchases of type A assets by the Fed, which
reduces the net supply of these assets faced by the private sector
from o to o (1-A). The Fed’s earned returns on these holdings are
transferred to the Treasury, which in turn gives it back to households.

It is easy to see in the stark model that QE targeted at assets
type A have no effect on 2. Since the share of income invested in
assets type B is constant and the net supply of assets type B is
not changed by QE, there is no effect of the policy on the price and
return of this asset. Instead, all that happens is that p# rises by
(approximately)A percent, and * drops correspondingly:

D
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Thus, in order for QE to have an effect on 7B, there needs to be a
leak out of demand for assets of type A. This is unlikely to happen
during a severe flight to quality episode, but it is more likely during
a recovery (and in this sense it is reasonable to shift from a policy
targeting B directly to one targeting A once one considers the political
costs of the former). As 74 drops to extremely low levels, it triggers
a search for yield process that lowers rB. This is one of the main
mechanisms by which emerging markets were initially flooded by
capital as QE took place in the U.S.
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Let us introduce a minimal modification in the model to
capture this search for yield effect and assume that the minimum
return investors are willing to accept for assets type A is r&min It
immediately follows from expression (9) that there is a maximum
QE, A™* gsuch that any further increase in QE leaks entirely into
market for assets type B. In this A>A™%* region, we have that in
addition to 1-aP, private investors hold a share oS(A>A™4%) of their
wealth in assets type B. Thus, in region we have that:
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Some of this search for yield is concerning, as agents that should
not be holding certain risks begin to do it (this is what caused the
demise of Reserve Primary Fund at the worst point of the subprime
crisis). Initially the search goes to marginally riskier assets, but as
the progression continues the private sector loads increasing amounts
of risks into its balance sheet. In fact, this pattern is already building
up, as some pension funds that traditionally have invested in type A
assets are now being forced to move into type B assets since 74 is too
low for them to honor their future contingent liabilities.

One area of particular concern arises once we think of assets
type B as those that are most exposed to systemic events. In the post-
subprime-crisis years, the price for insurance against “Black Swan”
type events has been so high, that it is pricing in the possibility of
an event worse than the great depression in the next few years. This
situation is worrisome not only because it reflects a major dislocation,
but also because it provides potentially dangerous incentives for the
distribution of aggregate risk holding. Because p;" is so high, it deters
agents that should be insuring against systemic events from doing
so, and it gives incentives to institutions that should not be in the
business of selling this type of insurance to get into this business (a
sort of AIG on steroids).

In summary, QE policy targeted at assets type A can be effective
in reducing r® when flight-to-quality is moderate (a situation that
can be captured by low but positive ), but it entails important risks
as it essentially consists in pushing private investors into risky



74 Ricardo J. Caballero

investments by reducing the effective supply of safe assets. This
reallocation may be fine for some investors but may also raise
systemic fragility if the wrong economic agents end up holding
the risk. From the point of view of the distribution of risks in the
economy, current QE is very different from credit policy targeted to
the purchase of assets type B, as in the latter it is the government
that increases its risk exposure while the private sector reduces it.
Which one is the right recipe depends largely on the fragility of the
financial institutions that are required in equilibrium to shift their
portfolio in one direction or the other.

5. CONCLUSION

In this article I have proposed an extremely stylized organizing
framework to get a first impression on some of the consequences
of the different forces that are influencing global financial and
macroeconomic patterns. The organizing theme is the relative
scarcity of different types of financial assets, which I argue offers a
parsimonious account of many broad patterns as well as insight into
the workings of quantitative easing policies.

What makes an asset type A or type B? This varies from time to
time. Today, it seems that a central feature is the degree of exposure
of the asset to systemic macroeconomic risk. The cost of insurance
against “Black Swan” type events has risen since the pre-crisis period,
and hence the degree to which an asset provides or consumes such
insurance is a key determinant of its perceived value.

Relative to the pre-crisis period, at the world level, g, §, 0, oS
have declined while o has risen. The most immediate consequence
is an extremely low r* for the few assets that are considered type A
(a few sovereigns and corporations), and an enormous reluctance to
hold macroeconomic risk (a sharp rise in A when we think of type B
assets as those that are exposed to systemic events).

Moreover, the world is decoupled with most emerging markets
growing at a fast pace and reducing the institutional gap with
developed economies, there is a shrinking group of developed
economies whose sovereigns can issue type A assets and hence
finance their deficits at record low rates level, and there is a range of
economies whose sovereign’s liabilities lay in the gray area between
type A and type B assets. This environment is conducive to a chronic
rise in capital flows to EMs and to great instability in the economies
that live in the downgrade-region.
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In the developed world, it is not that interest rates are low
because central banks have decided to keep them there. The causality
runs the other way round: they have to set low policy rates because
the equilibrium rates are so low that if they did not, the economy
would experience strong deflationary forces (this is by Walras’ Law,
since an excess demand for assets must mean an excess supply of
goods—see Caballero (2006)).

Of course, the counterpart of the tough environment for B assets
is the enormous reward from being a type A asset producer, which
is precisely what has maintained very low deficit funding costs for
prime sovereigns.

Quantitative easing is not the most effective instrument to
address this environment. It operates by pushing the private sector
into riskier investments rather than by the government absorbing
a bigger share of the risk during the recovery. This may be the only
politically feasible policy, but it does come with additional systemic
risks.

Needless to say, many governments are simply not in condition
of strength to absorb any additional risk, in which case there is no
way around but to have the private sector hold a larger share of
aggregate risk and build up a buffer to prevent panic-driven asset
perception swings. But this is not an objective in itself, rather it is
one of the many costs of chronic fiscal misbehavior. For economies
suffering from weak public finances, a reduction in 6 (the government
component of it) could be extremely effective, since in addition to the
direct effect on the budget there could be an increase in perceived oS.

There have been many recent calls for a global rebalancing,
which essentially means that 0 should rise in surplus economies and,
perhaps, decline in deficit economies. Note that if only the former
takes place, the direct impact would be a rise in all interest rates
and scarcity premium. This negative effect from the asset market
side should be weighed against the conventional net-exports channel,
which underlies the prescription.

To conclude, it is important to highlight that in this context, the
long-run fiscal health of a country has a first order importance, since
governments are the ultimate providers of extreme-events systemic
insurance. The perception that such implicit or explicit facility is
unavailable, is in itself a great source of instability and self-fulfilling
downward spirals.
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THE L1QUuIDITY APPROACH TO BUBBLES,
CRISES, JOBLESS RECOVERIES, AND
INVOLUNTARY UNEMPLOYMENT

Guillermo Calvo
Columbia University

Future generations will likely remember the turn of the 21st
century as the time when mainstream macroeconomics was about to
completely remove money and finance from its models, and perished
in the attempt. Before the subprime crisis, macroeconomic/monetary
theory reached a level of pristine perfection according to which
central banks could be masters of the (macro) universe by expertly
tweaking a policy interest rate (usually a very short-run interest
rate) and/or (some) exchange rate. The hard work was not placed on
the shoulders of experienced sleuths that would scour every corner
of the financial system in search of structural defects. Rather, the job
fell on the shoulders of bright-eyed PhDs whose main task was to
develop computer algorithms that would reveal the deep secrets of
models in which money and finance were largely emasculated. Money
disappeared from the picture as a policy instrument because it was
assumed to be an endogenous variable. Finance remained but only as
a faint shadow of itself; represented by a policy interest rate and a
set of inter-temporal arbitrage conditions (which, incidentally, have
dubious empirical support). The map was completed by slapping on
some exogenous (unexplained and poorly motivated) random shocks
and, above all, assuming some kind of expectations’ rationality.
The latter made the task especially challenging and fit for PhDs in
economics (or physics). Don’t get me wrong. This is valuable research
from a scientific point of view. There is nothing wrong for scientists
to explore what may at first look as implausible scenarios (just think
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of Einstein’s theory of relativity!). The problem in this case is that,
in my opinion, those models kept central banks from paying enough
attention to the workings of the financial system. To be true, central
banks were not alone in this struggle. Either inside or outside central
banks, there were financial regulators whose countenance better fit
that of experienced sleuths. However, financial regulators tended to
focus on micro issues and, as a general rule, kept their communications
with their central banks at a bare minimum (and it seemed to work!).

To be true, for emerging market economies (EMs) the Great
Moderation period was much less than tranquil, and it was rather
tempting to relabel it Great Immoderation! Sudden Stop crises
were the order of the day since the mid 1990s. But this was taken
as a reflection of weak domestic institutions involving the financial
sector, deficient rule of law and sheer corruption. Get your house in
order, was the stern advice from multilateral institutions, and the
rest will be fine. As a result, EM crises failed to put a dent on the
shining models coming from the North. On the contrary, EMs felt the
pressure to have their own models, with the same characteristics,
if they wanted to have a seat at the table of sophisticated world
central bankers. The models’ disconnect with EM reality was striking.
Central phenomena like Sudden Stops and balance-sheet imbalances
(e.g., foreign exchange denominated credit, Liability Dollarization)
were obliterated (see Calvo (2006)). Fortunately, the higher echelons
of several EM central banks were less than completely dazzled by
those models—and common sense prevailed. EMs that had learned
the lessons of past financial crises fared relatively well during the
subprime crisis. But this was not enough to generate a new macro/
monetary paradigm to challenge conventional wisdom.

A prominent characteristic of financial crises is that they seem
to come from nowhere and spread like wildfire. Moreover, far from
staying within the boundaries of the financial sector, these crises
deal a severe blow on the real economy: output, expenditure and
employment suffer major blows. These characteristics are not easily
supported by mainstream macro models in which features like
the permanent income hypothesis are assumed to prevail, and the
financial sector is not at the heart of macroeconomic disturbances.
Microeconomics, in turn, was much more alert about liquidity issues.
There is a long and distinguished literature focusing on bank runs,
for example (see Allen and Gale (2007)). Existence of multiple
equilibria is a salient characteristic of those models, a situation that
arises because of liquidity considerations. In the seminal paper by
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Diamond and Dybvig (1983), for instance, banks create liquidity by
offering demand deposits, which proceeds are employed to finance
long-maturity projects. Depositors are able to withdraw their deposits
any time they wish, which is attractive because it helps depositors
meet random contingencies. On the other hand, investment in
productive projects induces a competitive bank to offer a positive
return on those deposits. The resulting risk-sharing arrangement
dominates those in a bank-less economy (with incomplete capital
markets) and can even help reaching a Pareto Optimum. A major
problem is that those banks are subject to bank runs, because if
depositors believe that a bank run is in the offing, they will rush to
withdraw all of their deposits. Banks would then be unable to fulfill
their obligations because part of the funds would have been employed
to finance long-term maturity projects. One way to prevent bank runs
from happening would be to establish a Lender of Last Resort (LOLR)
and other similar arrangements. But the point that I wish to stress
here is that the micro-finance literature had a rich arsenal of models
which, once again, macroeconomists ignored. A proof of this is that if
the bank-run literature had been taken into account, central banks
would have realized that “shadow banks”—central factors behind
the subprime crisis—were, in principle, bereft of a LOLR, and could
easily be toppled by a wave of negative self-fulfilling expectations.

In the present chapter I will argue that liquidity can help to
rationalize the creation and destruction of “bubbles” in an intuitive
manner, and without having to assume that they stem from highly
unlikely real supply shocks (“tail risks”). To illustrate this, I will
employ a model in which liquidity services have a role to play
(e.g., facilitating market transactions). But, in contrast with the
conventional models in which liquidity is represented by “money”
only, I will assume that real goods can also provide liquidity services.
This is not a novel assumption. However, it seems to me that the
importance of this assumption for understanding the significance of
a liquidity crunch in explaining central features of financial crises
has been largely overlooked.

To study the implications of this assumption, I will initially focus
on the case in which the only available real asset is inelastically
supplied land. This setup is enough to demonstrate that the relative
price of land in terms of output increases as land becomes more liquid.
Thus, for instance, financial innovation that enhances land’s liquidity
may help to explain a real estate “bubble.” This is not an irrational
bubble because it would stem from a fundamental, i.e., financial
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innovation. This effect is altogether missed by mainstream macro
because liquidity of real assets is not part of the story; in fact, for
someone sticking to the conventional approach, the increase in the
price of land would have no explanation in terms of his/her model’s
smaller set of fundamentals.

Since conventional money is part of the model discussed here,
I will be able to test the effects of standard monetary variables. To
highlight the role of liquidity, I will conduct the analysis under the
assumption that prices and wages are perfectly flexible. I will show
that variables like the policy interest rate and the rate of inflation
have an impact on the relative price of land that would be absent
if land’s liquidity was abstracted from. For example, a fall in the
policy interest rate boosts land’s price; this supports the view that
Greenspan’s low interest rates after 2001 may have fueled the boom
in U.S. real estate prices (see Taylor (2009)). On the other hand,
“helicopter money” which increases the supply of, say, high-powered
money without touching the policy interest rate has no impact on
the relative price of land. Therefore, simply expanding the balance
sheet of the central bank may not cushion the economy from the fall
in collateral values in terms of output.

The fall in collateral values implied by a liquidity crunch is
then employed to argue that a liquidity shock could bring about
significantly lower credit flows. This is bound to have negative effects
on employment and output, as it drains working capital credit. The fall
in collateral values does not affect all projects alike. I will argue that
projects involving new labor hires are hard to finance relative to those
involving physical capital, because the latter come with their own
collateral, whereas the former require posting collateral not directly
linked to hiring. This helps to explain so-called jobless recovery. In
addition, I will explore a situation in which the credit crunch is so
severe that full employment would call for a major collapse in real
wages. This may be seriously detrimental to workers’ morale to such
an extent that firms will find it optimal not to lower wages below a
certain critical point, even though unemployed laborers are willing
to work for a smaller wage. This type of involuntary unemployment
cannot be cured with monetary policy unless substantial credit flows
can be unleashed to credit-constrained sectors or labor subsidies
are enacted. Open market operations may be highly ineffective in
this respect.

Identifying liquidity as an important factor in financial crisis
episodes is very different from claiming that liquidity is the missing



The Liquidity Approach to Bubbles 83

piece of the puzzle that will henceforth give us a solid foundation for
macroeconomic policy. Liquidity is a subtle phenomenon that cannot
be measured in terms of, say, “mass” or “energy.” An asset’s liquidity
depends very much on social convention, market makers and the
availability of a LOLR. This makes liquidity hard to pinpoint and
potentially unstable.! Liquidity’s capacity to rationalize bubbles and
sudden crashes derives from its relative inscrutability and surprising
dynamics. This has to be faced point blank by macroeconomics.
Liquidity will not easily submit to the concavity and continuity
assumptions that conventional theory calls for, unless we find a way to
tame it without destroying much of the energy of market economies.
To stress this point the paper will start in section 1 by discussing
Liquidity Illusion, and then analyze how its creation and destruction
can affect the real economy. Section 2 will examine the phenomenon
of jobless recovery and involuntary unemployment, where both are
depicted as stemming from credit-market malfunction. Section 3
concludes.

Foundations of the liquidity approach

One of the most revolutionary and enduring contributions of the
General Theory (Keynes (1961)) is the central role given to liquidity
and liquidity preference, a topic later elaborated and expanded by
Minsky in an important body of work, which has only recently been
widely recognized by the profession (see, e.g., Minsky (2008)). The
reader will find some echoes of those books in the present chapter
and conclude, perhaps, that what I offer in section 2 is a bare-bones
version of some of their ideas (which would be good enough for me!).
In my view, however, the main contribution of that part of the paper
is that it focuses on liquidity issues, almost exclusively, leaving
aside many other financial issues discussed by Keynes and Minsky
that, although highly relevant, may make it much more difficult to
appreciate the power liquidity considerations have for explaining the
mechanics of financial crises. Moreover, while I think the liquidity
approach is fundamental for understanding financial crises, I am less
sure that it is fundamental for explaining what might be called the

1. For an up-to-date discussion of liquidity issues stressing relevant institutional
aspects, see Mehrling (2011).
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poverty of nations, as the General Theory seems to suggest.2 Section 3,
in turn, stands mostly on its own.

1. Liquipity ILLUSION AND DISILLUSION

The topic of Money Illusion has been at the center stage of
monetary theory for many long years now (see, e.g., Fisher (1928)).
Money illusion is a situation in which a substantial number of
economic agents miscalculate the real (or output) value of nominal
flows (e.g., wages) or stocks (e.g., high-powered money). To illustrate,
let W denote the nominal wage and P the price level. Therefore,
the real wage w = W/P. The explicit or implicit assumption in
the money-illusion literature is that agents have a much more
accurate assessment about W than about P; hence, they are bound
to miscalculate w because they base their computations on the
wrong price level, which I will denote P¢ (e for “expected”). Keynes
in the General Theory, for example, claims that workers resist a
fall in W because they have a relatively fixed notion about P¢. This
induces workers to reject lower nominal wages, resulting in high
real wages and unemployment during a price-deflation episode.
This expectations stickiness is still high in policymakers’ minds,
and it is a major factor in their aversion to price deflation.? Another
popular example of money illusion that is more akin to the ensuing
discussion involves the stock of money. Denoting the stock of money
in nominal terms by M, I define real monetary balances, m, by
m = M/P. Again, money illusion in this instance is defined as
a situation in which a significant number of economic agents
miscalculate m. Thus, assuming expectations stickiness, an increase
in M will make some agents feel richer even though the price level
rises in the same proportion as M (keeping actual m constant). The
seminal rational expectations model in Lucas (1972) portrays this
feature. A feature shared by the above examples is that money
illusion arises because individuals make mistakes in estimating the
denominator in the definition of w or m—not the numerator.

2. To wit “That the world after several millennia of steady individual saving, is so poor as
it is in accumulated capital-assets, is to be explained, in my opinion, neither by the improvident
propensities of mankind, nor even by the destruction of war, but by the high liquidity-premiums
formerly attaching to the ownership of land and now attaching to money,” Keynes (1961, Chapter 17).

3. Another factor is Irving Fisher’s (1933) Debt Deflation, which will be discussed later in
this note.
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Henceforth, I will focus on M. I will consider situations in which
individuals know M, but dividing M by P does not necessarily give
a correct assessment about real monetary balances. An example
may help to motivate the discussion. Consider the case in which
M is equated to M1, which includes bank deposits, and is typically
defined by M = H + D, where H stands for high-powered money in
the hands of the public (or “cash” for short) and D denotes bank
deposits. Under normal conditions, the relative price of D in terms of
H is unity. However, this may not hold if, for instance, there is a bank
run. Thus, it is possible for individuals to make errors if there is a
bank run. But as the bank-run literature illustrates (e.g., Diamond
and Dybvig (1983)), a banking system may easily display multiple
equilibriums, which means errors—indeed, even “large” errors—
could be “rational” because rational individuals may not have the
information that allows them to base their judgment on “objective”
probabilities. Central banks usually ensure that the relative price
of deposits in terms of cash is equal to 1 and, therefore, errors about
the relative price of deposits are eliminated. However, the example is
relevant because the financial sector has a variety of assets that are
not protected by a LOLR, like many of the instruments developed by
“shadow banks” prior to the recent crisis, including foreign-exchange
denominated bank deposits.

In what follows, I will show the channels through which liquidity
illusion can impact asset prices, the credit market and output.

1.1 Liquidity and Asset Prices, or How Liquidity Can
Create (the Illusion of) Real Wealth

I will illustrate the impact of liquidity on asset prices in terms
of a simple model. Again, let us denote real monetary balances by
m; I will assume that there is another asset, land, which is in fixed
supply. Output, y, is produced by land, and the production function
satisfies y=pk, where p is a positive constant. Real (in terms of output)
liquidity is produced by m and k. Let real liquidity be denoted by z.
I will assume that z satisfies the following central equation:

z=m +0qk, (1D
where q is the relative price of land in terms of output, and 6 is the

liquidity parameter, 0<0<1. Thus, capital is endowed with liquidity
but will not dominate money, unless the return on capital is high
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enough (because 0 < 1). One can think of land liquidity as produced
by bank deposits that are channeled to the purchase of land or by
Collateralized Debt Obligations, CDOs, with land as collateral.*

Let us take z as given and look for the combination of m and %
that minimizes the cost of liquidity holding. The opportunity cost of
holding liquidity, at steady state, where ¢g=0 is given by the following
expression:

(r+m—i, )m+(rq —pk, (2)

where r, n, and i, stand for real interest rate (i.e., output own-rate
of interest), inflation and interest rate on money. Here I follow Calvo
and Végh (1995) in identifying i , with the policy interest rate set by
the central bank. The optimal combination of non-negative m and
k, given z, is obtained by minimizing cost (2) subject to equation (1),
m >0 and & > 0. To solve it in a straightforward manner, I will use
constraint (1) in equation (2), yielding

(r+mn—-i,)(z—0qk) +(rq —p)k. (3)
Thus, the problem is now equivalent to minimizing expression (3)

with respect to land k. Expression (3) is linear with respect to k.

Hence, interior solutions require that the cost of liquidity holding be

independent of k. A necessary and sufficient condition for this condition

to hold is

~(r+mn—-i,)0g+rq—p=0. 4)

Solving for the price of land g from equation (4), we get®

_ p
1= 10)+G —no’ 2

To help intuition, consider the special case in which r = p, and
inflation and the interest rate on money are zero (i.e.,n=i,, =0).6 Then,

4. For a discussion on how an expression similar to (1) can be derived in a model
with bank loans and deposits, see Calvo (2011b).

5. Notice that the interior equilibrium price of land q is independent of the
inelastically supplied stock of land. This is an implication of the strong linearity
assumptions of the model.

6. For a derivation of equation (5) in a general-equilibrium rational-expectations
setup, see Calvo (2011b).
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9=1"9 (6)

It follows that an increase in land’s liquidity raises the price of
land in terms of output. Moreover, by equations (1) and (6), it follows
that

0
-k 7
m=z o (7

Therefore, an increase in land’s liquidity displaces money, given
2.7

An important insight of the model is that standard fundamentals
(p in the present case) are not enough to rationalize asset prices. The
latter may widely differ from what can be inferred from standard
fundamentals, given that g =1 if 6 = 0 (recall equation (6) and the
assumption r = p). However, standard fundamentals still play a key
role. For example, if land was totally unproductive, i.e., p =0, then,
by equation (5), ¢ = 0. Thus, the present approach does not help to
rationalize the existence of pure bubbles, unless the underlying assets
are perfect substitutes for regular money, m.

Parameter 0 will be endogenized below but it is inadvisable to
rush to do it. Parameter 6 should be thought of as the result of a
complex transactions network, which may be highly stable for some
periods of time but is subject to sudden revision and, in particular,
collapse. Premature endogenizing may give the wrong impression
that liquidity is another stable structural parameter, when the whole
point of the liquidity approach is that liquidity is not a fundamental
based on individual preferences or production functions. This view
is portrayed in the seminal paper by Samuelson (1958). This line of
research, in which some concept of “liquidity” is exogenous to the
model, is an active area of research; see, for example, Farhi and Tirole
(2011) and Martin and Ventura (2012).

As it stands, the model can also be employed to get some insight
on monetary policy and asset prices. By equation (5), a drop in the
policy interest rate, i,,, increases the price of land q, conditional on

7. By equation (7), m = 0 whenever 0 > % e Notice that if nominal money stock

M is given, an increase in the liquidity of land, i.e., an increase 0, in provokes a rise in
the price level P. This effect would not necessarily hold under other sensible modeling
of liquidity services in which the marginal substitution between money and land was
not constant and depended, for example, on the land/money ratio.
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land exhibiting some liquidity (i.e., 6> 0). This gives some support
to the conjecture that the real estate bubble, in the U.S. at least,
may be partly due to the Fed’s low rates of interest following 9/11
(see Taylor (2009)). This result is new; it does not hold in standard
monetary models, because in those models 0 = 0. Likewise, an asset
price bubble could be controlled by raising the policy interest rate.
One thus wonders, incidentally, if the present regime of exceedingly
low interest rates is not provoking liquidity bubbles in a variety
of assets, e.g., gold, and real estate in emerging market economies
(EMs), for example.

1.2 Liquidity Destruction. Shattered Dreams: Asset
Price Meltdown and Credit Sudden Stop

As pointed out above, liquidity does not hold in isolation.
Robinson Crusoe would have had little use of financial liquidity
(unless he was an inveterate miser!). Moreover, another central
characteristic of liquidity, as pointed out above, is that it can quickly
evaporate. Diamond and Dybvig (1983) provides a nice example in
which, without a Lender of Last Resort (LOLR), liquidity could be
destroyed in a flash, even though it provides a social service (in
their model, liquidity provides some form of insurance). A similar
situation occurs in a slightly fleshed-out version of the above model
in which land liquidity is a function of expectations. For example, if
land is suddenly expected to be devoid of liquidity, then there will
be no incentives for holding land for liquidity purposes, and 6 = 0.
If 6> 0 prior to this liquidity-expectations shock, the price of land
will collapse, and analysts are likely to characterize the episode as
a bust of the real estate bubble.8 The consequences of this may be
minor if the collapse was widely anticipated. Otherwise, if specifying
state contingencies in financial contracts is costly, the price collapse
is unlikely to be incorporated in state-contingent contracts. Under
those circumstances, leveraged speculators may be subject to margin
calls and forced to liquidate other assets in a short span of time,
triggering fire sales and a generalized fall in asset prices (except
in the unlikely case in which assets being sold are perfectly liquid).
The fall in asset prices lowers collateral values and causes a sudden
stop in bank credit flows. The latter is more likely, the closer are

8. For a model with a similar flavor that focuses on capital inflow episodes, see
Calvo (2011a).
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borrowers to their collateral constraints, which is arguably the case
after a credit boom.? If prices and wages are flexible and debts are
denominated in domestic currency, real debt rises (bringing about
Irving Fisher’s Debt Deflation, see Fisher (1933)) inducing deleverage
in indebted sectors. Even setting aside Keynesian aggregate-demand
effects due to different marginal propensities to spend between lender
and borrowers, the sudden cut in credit flows may bring about a new
round of sharp changes in relative prices, because the composition
of debtors’ and creditors’ consumption and investment baskets are
unlikely to be the same. These changes stem from an unanticipated
liquidity crunch. Therefore, it is unlikely that individuals are well
prepared to cope, or even understand the nature of the shock. The
impact of a credit crunch differs across sectors and individuals. This
environment is enormously more complex than a market economy
under normal conditions in which the knowledge of a few price
series and the reputations of a select number of business partners
may suffice. Creditworthiness, in particular, is very hard to assess
because the shock raises doubts about every agent in the system,
with few exceptions. Opinions depend on individual experiences and,
thus, may sharply differ across individuals. This militates against
assets’ liquidity because salability is hard to assess—exacerbating
the collapse of asset prices. In this manner, a liquidity crunch could
generate wholesale insolvency problems and Knightian uncertainty
(see Frank Knight (1921)). Notice that none of these effects
depend on wage/price inflexibility. They stem from the toxic link
between liquidity and asset prices, a phenomenon largely ignored
by mainstream macroeconomics, including the New Keynesian
approach (which, by the way, should more appropriately be labeled
New Hicksian, for Hicks (1937)).

But, the question arises, if the root of this nightmare is a
liquidity shock, why not instruct the central bank to offset the shock
by engaging in a massive infusion of central bank liquidity G.e.,
a massive increase in money supply)? This is somewhat what the
Fed and the ECB have been trying to do. However, as equation (5)
shows, a once-and-for-all increase in nominal money supply has
no effect on relative asset prices. Thus, averting CPI deflation has
no effect on credit problems stemming from the fall of collateral

9. For recent papers showing that credit booms could be harbingers of financial
crisis, see Agosin and Huaita (2012), Schularick and Taylor (2009), and Reinhart and
Rogoff (2011).
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values. It helps to stave off Debt Deflation, but it may be far from
restoring financial health—which, by the way, helps to explain why
the world economy is still in the doldrums despite the absence of
CPI deflation. The situation might be better if, assuming that debt
is denominated in domestic currency, the price level P increased
sharply enough so as to keep the nominal price of land (= gP) virtually
intact. The implementation of this, however, is fraught with serious
problems. Take the case of the U.S. where average real estate prices
fell by around 30 percent, and consider the case of many borrowers
who borrowed close to 100 percent of their house’s market value.
To compensate these borrowers, the price level P would have to
increase by 30 percent in a short span of time! Given the political
circumstances, I much doubt that Bernanke or Trichet would have
been able to hold on to their posts if they dared to travel even half-way
that route. Besides, by equation (5), the once-and-for-all price-rise
shock would not be strong enough to restore assets’ relative prices
and reinvigorate the rickety credit market. On the other hand, if
political resistance can be overcome, high inflation n could be more
effective because, by equation (5), it would be capable of lifting the
price of land q.1° But, even this policy would be rendered ineffective
if land’s liquidity completely collapsed (i.e., 6 =0).

In summary, a liquidity meltdown may seriously complicate
the workings of the credit market and provoke major changes in
relative prices that exacerbate credit-market problems. Averting
price deflation may not prevent the generation of a vicious cycle.

1.3 A Brief Detour: Modeling Debt

Debt problems are not borne out by conventional closed-economy
representative-individual models, because in that setup individuals
are identical to each other and are neither net borrowers nor lenders
in equilibrium.! However, high debt can be rationalized in terms of
an open-economy model (opened to trade and capital flows) without
having to discard the representative-individual assumption. Debt
can be positive or negative in equilibrium, and takes the form

10. That is what theory implies. However, the present theory abstracts from realistic
and important issues having to do with inflationary expectations, which may offset the
benefits of higher inflation highlighted here.

11. To be more precise, in that context one can still account for debt obligations
between the private and the public sectors. However, that is not an issue that appears to
shed light on the link between liquidity and debt, and will be ignored in the present paper.
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of external debt. Suppose, for example, a world with a common
currency (e.g., gold), n = i, = 0, and that external creditors do not
care about the liquidity services provided by land. There is perfect
capital mobility but loans to domestic residents will take place if and
only if they ensure a real rate of return equal to r, internationally
given, and do not exceed a maximum loan-to-equity ratio (in order
to ensure incentive-compatibility). Suppose r = p and that, initially,
land yields no liquidity services for domestic residents. Then, by
previous analysis, land’s price would be unity and it would offer
the same services to foreign and domestic residents. I will assume
that, initially, land is fully owned by foreign residents.'? I will
now consider the effect of a financial innovation that succeeds in
increasing the liquidity of land for domestic residents only. This
obviously makes land more attractive to domestic residents, and
at an interior equilibrium (in which m > 0) domestic residents will
be willing to buy all the foreign residents’ land. I will assume that
demand for liquidity, z, stays the same.1? Thus, the price of land ¢ is
given by equation (6), implying that ¢ > 1. Let m; and m, stand for
the demand for real monetary balances before and after financial
innovation, respectively. Therefore,

z=m0=m1+6qk=ml+ik, (8
1-6
implying that
0 1
-m =——hk<——Fk=qk. 9
my —m 1-96 -0 q (9)

Therefore, the demand for money falls (i.e., m; < m,), but freed
up resources (i.e., ) are not enough to buy the entire stock of land,
gk. This is so because, by (9), the difference, i.e.,

qk—(mo—ml)zqk—%k:k»O. (10)

12. This assumption helps to streamline the argument presented below and could
be replaced by other more realistic assumptions.

13. At an interior solution the marginal cost of liquidity is invariant to this type
of financial innovation, which helps to rationalize a constant demand for liquidity z.
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The difference is borrowed from foreign residents at interest rate r.
The loan-to-equity ratio is

£=1—9<1. (1))

qk

Thus, if 1 -0 is smaller than the maximum loan-to-equity ratio,
borrowing will take place, and it will be enough to buy all of foreign
residents’ land. This will be reflected in gross portfolio capital inflows
equivalent to £ in terms of output (the output equivalent of the
external loan to purchase domestic land at price q) plus m,—m, (i.e.,
the decumulation of global currency holdings by domestic residents
in order to complete the land purchase), coupled with FDI outflows
equal to gk. By (10), gross inflows and outflows are equal implying,
of course, that net capital flows are zero. The operation does no
widen the current account deficit. Thus, an observer that ignores the
possibility of a liquidity meltdown, would see no reason for concern.

Consider now a liquidity crunch pushing 6 down to zero and
hence, by expression (11), raising the loan-to-equity ratio. This may
force borrowers to liquidate some of their land, in which case the
only option would be to sell it to foreign residents. The price of land
will fall to 1, implying a capital loss for domestic residents. However,
this is likely to be the least of their problems. By assumption, land
renders no liquidity services to foreign residents, thus the sudden
liquidation of land may entail additional fire-sale type losses, which
could be easily modeled in a richer framework. This example captures
in very simple way the disruption in capital markets that might
ensue from a liquidity meltdown.

1.4 Liquidity Creation and Destruction: Dreams and
Nightmares

Until now, the discussion has taken liquidity creation and
destruction as exogenous processes. This is a good first approximation
to understand the basic role of liquidity, but it does not give much
insight relevant for understanding the kind of financial innovation
and destruction associated with the subprime crisis. Unfortunately,
liquidity endogeneity is a hard subject. Mainstream macroeconomics
has ignored it, and the available literature addresses fundamental
topics but it does not shed light on the issues highlighted above (see,
for example, Jones (1976), Kiyotaki and Wright (1989)). The papers
are useful for developing intuition about the factors that may play
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a role in determining an economy’s choice of one or several means
of payment, including some general welfare implications. But little
more than that. Here I will pursue a much more modest approach
in which I take the assets which are candidates for being endowed
with liquidity as given, and examine how their liquidity reacts to
variables like inflation and the central bank interest rate. Moreover, I
will focus on the model developed above and study the determination
of the liquidity parameter 6. Following Calvo (2011b) I will assume
that individuals could endow their land holdings with liquidity at a
cost. This they can do, for example, by offering insurance against low
land productivity, or paying a fee to a well-respected firm (Sotheby?)
to advertise the land, or making individual plots of land part of a pool
administered by a well-known global bank. The latter arrangement
would be akin to asset-backed securities which have played a
prominent role in the subprime crisis. These are just examples in
which individuals may have incentives to make their holdings better
known to potential buyers by enhancing their liquidity.!*

I will assume that the output cost of endowing a piece of land %
with liquidity is an increasing function of the value of land gk, and
the liquidity coefficient 6. More concretely, I will assume that the
cost function is given by ¢(0)gk where function ¢ is defined on the
nonnegative real line, it is twice-continuously differentiable and
¢ (0)=0, ¢’>0 and ¢”>0. The assumptions are intuitive and are partly
made in order to ensure that second-order conditions can be taken for
granted. Under these assumptions, the opportunity cost of holding
liquidity would take the following expanded form (recall expression (3)):

(r+m—t,)(z—6qk)+(rq —p)k+o(0)gk. (3)

Hence, minimizing (2’) with respect to we get the following first-
order condition:

¢(0)=r+n—i,. (12)

Correspondingly, assuming an interior solution, equation (5)
becomes

q= P . (5”)
r(l - 9) + (p(9)+ @, —m)o

14. The analysis will be confined to a competitive environment which is likely to
be inconsistent with the example of land pooling by large corporations.
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The price of land is lower than in the exogenous-liquidity model,
reflecting the cost of liquidity, but it can readily be shown, employing
equation (12), that the effects on q of a change inr,i,, and n have the
same signs as in the basic model in section 2. Thus, new results are
entirely encapsulated in equation (12), which implies that monetary
policy can have an effect on land’s liquidity. This is a conjecture
that goes back at least to Minsky (1957). He conjectured that tight
monetary policy may be partially offset by the creation of quasi-
monies. By equation (12), this holds true in the present model if
tighter monetary policy increases the real interest rate r, a common
assumption in conventional monetary theory. But the opposite holds
if, given r, central bank tightening operates through a higher i .The
intuition is that a higher i, makes money more attractive relative
to land and, thus, the payoff of making land more liquid declines.1®
Similarly, an increase in the rate of inflation (from which land is
insulated at steady state) makes land more attractive, increasing the
payoff of land liquidity. Thus, the model gives further support to the
argument that the Fed’s lax monetary stance after 2001 is responsible
for the real estate bubble (once again, if “lax” is equivalent to low
i,,). But the model also provides some backing to the view that the
bubble stems from “savings glut” in Asia, which arguably pushed
down real interest rates, r.

Liquidity meltdown has received much greater attention in the
literature (although, again, mainstream macroeconomics is oblivious
about it). For example, to rationalize a liquidity crunch through a
collapse in the liquidity coefficient 6, one can appeal to the bank-run
literature (e.g., Diamond and Dybvig (1983), Allen and Gale (2005)).
The meltdown of “shadow banks” had similar characteristics to an
old-fashioned run on bank deposits. In the subprime crisis, the run
was staged mostly by bond holders (even in the case of Northern
Rock, see Shin (2010)), and the ensuing financial distress was linked
to maturity mismatch between assets and liabilities. A full-fledged
model would probably include the probability of liquidity crunch
into the decision of liquidity creation—a feature that is ignored in
the model discussed above—although I doubt that this feature will
result in a significant modification of previous insights. However,

15. An increase in i,, increases the demand for m and, in a closed economy model,
pushes down the price level. However, if prices are sticky, this may give rise to higher
real interest rate r. Therefore, the net effect on the liquidity coefficient is ambiguous
unless one makes more explicit assumptions about the demand side.
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the analytics are likely to get substantially more complicated. For
instance, one would have to specify a mechanism for equilibrium
selection (the bank-run model exhibits equilibrium multiplicity).
An option is to adapt the model in Morris and Shin (1998). A
simpler one is to assume that the probability of liquidity crunch is
exogenous. If one has in mind the U.S. and advanced economies, the
probability of severe liquidity crunch can realistically be modeled
as very small. Thus, as a first approximation, one should not be far
from target by assuming that the probability is zero, in which case
the model of liquidity creation discussed above stands unchanged.
The zero-probability case also serves to illustrate, if not dramatize,
the financial disarray that follows a liquidity crunch, because under
zero probability no financial contract will take that contingency into
account, and bankruptcies will be the order of the day.

In sum, this segment shows that one can get some insights about
liquidity creation by assuming that liquidity can be created at a
cost. The insights suggest that policies followed after 9/11 may have
contributed to enhancing the liquidity of some financial assets, even
if one abstracts from regulatory changes. Finally, it appears that
from a macro perspective the assumption that liquidity meltdown
are exogenous low-probability events may not be misleading.

2. JOBLESS RECOVERY AND INVOLUNTARY UNEMPLOYMENT

A salient feature of recovery from financial crisis is that certain
key relative prices like the real wage and the real exchange rate do
not bounce back to their pre-crisis levels (see Calvo, Izquierdo, and
Talvi (2006)). In the U.S., output has still not reached pre-crisis level
but it is already evident that the labor market lags far behind with
unemployment still hovering around 10 percent.!® In this section
I will explore two lines of explanation geared to disturbances and
imperfection in the labor and credit market.

2.1 Collateral Constraints

A liquidity crunch may bring about sharp changes in relative
prices and wealth destruction, lowering the output value of assets

16. For some evidence about U.S. recovery, see Calvo and Loo-Kung (2010).
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that can be employed to collateralize—and, thus, support—credit
transactions. However, there are various ways in which the economy
can start mending itself, even if it gets no external help or the
government remains inactive.

To illustrate this point, consider the case in which banks require
borrowers to post collateral in order to ensure that they have
incentives to repay (a typical principal-agent problem), and that
there are three types of investment projects: (1) firing old workers
to improve efficiency, (2) buying new computers, and (3) hiring new
workers. Firing old workers is the easiest to fund. It requires little
imagination. Basically, all you have to know is severance costs
and foregone wages (the benefit), and make sure that output stays
about the same—no new markets have to be opened or new ideas
sold to potential customers. In contrast, projects (2) and (3), to
the extent that they are aimed at increasing output or developing
new product lines, require convincing the banker that there will
be a healthy demand for the new stuff. This may be difficult when
recovery is still iffy, as in present circumstances. Funding for hiring
new workers is likely to be decisively more difficult than buying
new computers—and the reason is that computers provide their
own collateral, a situation that I will characterize by saying that
they exhibit “intrinsic collateral.” If the project fails, the bank can
repossess the computers, a situation that, of course, does not apply
to project (3). Project (3) could thus be said to be relatively more
“extrinsic-collateral” intensive—where “extrinsic collateral” stands
for collateral which is not imbedded in the investment project.
Therefore, ceteris paribus, in a collateral-scarce environment,
project (2) is likely to dominate project (3), which suggests that, as
the economy comes out from liquidity/credit crunch, labor-intensive
projects may be discriminated in favor of capital-intensive projects
that are more likely to be less dependent on extrinsic collateral.l”
Therefore, until the credit market does not recover its pre-crisis
conditions, a salient characteristic of Phoenix Miracles, real wages
and employment will lag behind output and, if there is real-wage
downward inflexibility (a feature that will be displayed by the next
model), unemployment will tend to be high.

17. For recent evidence in this respect, see Madigan (2011), although collateral
considerations are not mentioned in the journal’s article.
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2.2 Involuntary Unemployment (a Non-Keynesian
Perspective)

Deep financial crisis is a brutal blow to the core of the economic
system. In contrast to a regular supply shock (standard in mainstream
macro theory), a liquidity/credit crunch destroys channels of
information. Under these conditions, production efficiency takes the
back seat, and output is dictated by financial constraints. A firm could
be highly productive and yet unable to have access to working capital,
for example. The firm could have an impeccable credit record but this
is not enough to establish creditworthiness during financial crisis.
The bank has to make sure that the firm’s clients—to whom the firm
extends trade credit, for example—will repay their debt obligations.
Absent that, the firm in question may not be able to comply with its
own debt obligations.

A cut in working capital credit lowers the (effective) demand
for labor, independently of labor’s marginal productivity. If labor
supervision is not an issue, the new equilibrium will lie on the labor
supply curve. Thus, the fall in the demand for labor dictated by the credit
crunch would likely bring about lower real wages and employment; but
not unemployment (i.e., excess supply of workers willing to work at
the current wage), unless nominal wages are downward inflexible—a
problem that could be easily be dealt with by preventing price deflation
and will, thus, be ignored in the ensuing discussion. The following
discussion will focus on structural problems that cannot be remedied
by standard monetary or aggregate-demand fiscal policies.

If labor supervision is an issue, the fall in real wages may make
supervision matters harder to handle. Consider the case in which
individuals face the option of working in firms owned by others
(which I will just refer to as true-firms) or become self-employed,
the latter being technologically inferior to the former. Thus, without
credit constraints and labor supervision problems, labor would be
fully allocated to true-firms. For future reference, I will denote the
associated equilibrium real wage by w*. Existence of supervision
problems may change things in a dramatic way. Suppose that workers
aim at maximizing income and that, hence, if unsupervised they will
sneak out of true-firms and engage in self-employment activities
which, to simplify the exposition, I assume require no capital or
credit. Clearly, without labor supervision true-firms could not survive.

I will now take a closer look at shirking. I will assume that if a
shirker is not caught he gets his wage plus self-employment income.
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Otherwise, he only gets self-employment income. Therefore, given
the probability of being caught, shirking incentives are likely to rise
as the gap between wages and self-employment income goes to zero.
In the limit case in which the gap between true-firms’ wages and
self-employment income is nil, a true-firm will have to supervise
everybody all the time because workers suffer no cost if caught
shirking.!® Therefore, it is plausible to assume that below a critical
point, effective labor costs may rise, not decline, with lower wages.
Let us denote the critical real wage by w. Clearly, if the credit-crunch
wage w* < w, true-firms’ equilibrium wages will be higher than w*,
even though workers will be banging at their doors ready to work
for less—and, thus, involuntary unemployment arises.!®

In this scenario, the equilibrium rate of unemployment depends
on true-firms’ “wage fund,”i.e., funds allotted for the payroll, including
working capital credit and own funds—and the critical wage w. The
wage fund is not a constant over time because its effectiveness could
be gradually augmented by undistributed earnings and/or by a decline
in w. Firms have incentives to increase the wage fund because at the
after-shock equilibrium the marginal productivity of labor exceeds w.
Thus, absent credit expansion, employment may rise over time by
the accumulation of true-firms’ own funds (although this does not
guarantee that unemployment will fall, since employment may be
outstripped by labor force). The dynamics of w depends on what
happens in the self-employment sector and on workers’ expectations.
After the initial credit shock it is likely that workers’ discipline would
be quickly lost if wages fall below pre-crisis levels, especially if workers
have backward-looking expectations. However, w is likely to fall over
time as unemployment arises and shows no signs to subside. The fall
in w is another factor that contributes to attenuating unemployment,
but in this case real wages will drop and workers’ total income may
actually contract, deteriorating income distribution. All in all, the
process is likely to occur at a snail’s pace, a pace much slower than if
the economy was facing a sheer supply shock without credit market
complications—validating the observation that recovery from financial
crisis is more painful and time consuming than if the financial sector
was not part of the problem.

18. This is bad enough but things are likely to be worse: who supervises the
supervisors?

19. There are several models bearing this kind of unemployment, but they focused
on less-developed countries in which formal-sector wages are “low.” See, for instance,
Harris and Todaro (1970), Calvo (1979), and Shapiro and Stiglitz (1984).
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2.3 Some Key Implications

¢ The discussion has identified some central factors that prevent
quick recovery from financial crisis, a phenomenon that has been
amply documented by Reinhart and Rogoff (2010) and others.

¢ Unemployment arises even absent nominal rigidities, which are
central to New Hicksian models. Therefore, beyond a certain point,
lax monetary policy may become ineffective in triggering employment
and growth—and result in stagflation.20

¢ In contrast, credit policy may be effective, if it helps to increase
the wage fund, for example. This could be accomplished by directed
credit and/or debt haircuts that allay deleveraging from highly
indebted sectors. These are heterodox policies that will face strong
resistance from established orthodoxy. However, their plausibility
follows from the fact that serious obstruction in the credit channel
prevents the private sector from doing its job.

3. CONCLUSIONS

A major implication of this discussion is that liquidity creation
and destruction can have strong effects on some key relative prices
and wreak havoc in the credit market, particularly after an episode
of sudden and highly unexpected liquidity crunch. This may sound
déja vu for some readers because liquidity-crunch episodes are not
unprecedented and are known to cause bankruptcies if there is no
LOLR bailing out credit-stressed sectors. However, if momentary
dearth of liquidity was all that there was to it, liquidity crunches
could be easily dealt with by a timely LOLR who pumped in
liquidity in the affected sectors. But, as section 2 shows, there may
be long-lasting effects that cannot be easily undone by open-market
operations of the regular sort. The financial sector does not generate
liquidity on the back of U.S. wealth, say, but on the back of a much
narrower set of assets like asset-backed securities. The example
discussed in section 2 shows that this type of liquidity-creation
process increases the relative price of the underlying assets. This
is indeed highly intuitive but, despite its appeal and simplicity, the
insight runs against the mainstream’s cherished view that “money

20. Phelps (1994) applies this view for non-crisis situations.
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is neutral,” and that monetary policy is ineffective for changing real
variables like relative prices and unemployment in the long run
(illustrated by the “vertical Phillips curve” conjecture). Granted, the
vertical-Phillips curve view refers to money issued by the sovereign,
and not private money of the sort discussed in section 2. But it
seems to me quite clear that as long as private money becomes a
close substitute to sovereign money, economists are prone to jump
to the conclusion that private money can be bundled together with
sovereign money and display the same neutrality properties (isn’t
it common practice to define “money” as an aggregate that includes
bank deposits issued by private banks?). Another indication that the
neutrality proposition ranks high in economists’ minds is that the
overwhelming majority of financial commentators refer to the recent
meltdown of real estate prices as the bursting of a speculative bubble,
stemming from irrational expectations, or prompted by SOEs like
Fannie Mae, or stealthy financial moguls—but no reference is given
to the liquidity effects highlighted in section 1.21

The paper focused on issues relevant for the U.S. in the context of
the subprime crisis. However, the insights of this note are applicable
to a variety of circumstances. For example, a capital-inflow episode
in EMs. Again, the model of section 2 can be employed to conjecture
that a surge of capital inflows to a given economy can increase the
liquidity of some of that economy’s assets. In fact, if the economy is
small enough, enhanced liquidity could provoke a real appreciation
of the domestic currency (i.e., a fall in the real exchange rate, defined
as the relative price of tradables with respect to non-tradables). This
is a typical phenomenon during these episodes, which gets reverted
by a Sudden Stop, usually causing severe problems in the domestic
credit market. Ignoring the liquidity effect has led policymakers to
attribute currency appreciation to their own good policies (of course),
catching them mostly underprepared when hit by Sudden Stop (see
Calvo (2007 and 2011a)).

Liquidity is a very slippery concept which, unfortunately,
economists have eschewed or over-simplified. Concepts like money
and liquidity are much harder to model than a regular consumption
good, for example. Their market value depends on a transactions

21. Taylor (2009) stands, however, closer to the view offered here, albeit in an
indirect way; for he claims that low Fed interest rates after 9/11 are behind the real
estate price hike, a statement that is supported by the model in section 2 but not by
mainstream theory.
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technology that is hard to specify and may undergo large mutations
during crisis episodes. But this is no basis for ignoring the issue,
because it could lead to wrong and costly policy prescriptions.
Liquidity is a fundamental, and has to be treated like that. Moreover,
it changes relative prices and during its inception is likely to foster
credit flows. Therefore, although difficult to pinpoint and define in
practice, liquidity fingerprints have some regularity that may help
to identify the presence of liquidity cycles. Unfortunately, there are
other shocks that mimic the effects of liquidity shocks. For example,
technical innovations or terms-of-trade shocks. Telling them apart
is momentarily more an “art” than a “science.” There are many
instances, however, in which there is no clear evidence of competing
explanations, in which case liquidity should be the primary suspect.

Would it be possible to prevent liquidity cycles? One strategy
would be to shackle the financial sector by some Basel III agreement
that shrinks the sector to a mere bureau of exchange. This may
prevent serious blow-outs but credit may vanish unless, going back
to the 1950s, the financial sector is mostly run by government. On
the other hand, if draconian financial regulation fails, new and
even more unstable financial institutions may arise. Therefore, the
financial regulatory road has to be trod with a high degree of caution.
This does not imply total inaction on the part of government.?? Given
the liquidity fingerprints mentioned above, the central bank would
be well-advised to imposing counter-cyclical controls on credit flows
or capital inflows, and accumulating international reserves during
capital inflow episodes. This will not totally insulate the economy
from a liquidity crunch, particularly when the latter stems from
external sources, but it may help to attenuate its effects.

The liquidity aspects discussed in this chapter should make
macroeconomists more aware that they navigate waters considerably
more risky than they used to think, and that the necessary tools to
prevent and manage crises may involve operations resembling those
of a Lender of Last Resort. These operations should therefore be
incorporated in central bank monitoring. An effective LOLR should
have in its ranks individuals with first-hand knowledge of the
credit market and credit-market instruments, and should be able to
conduct regular stress tests and fire drills to prevent and deal with
extreme situations. The latter, in particular, will likely require tight
coordination with other government departments, like the finance

22. See Borio (2011) for a similar view and a fuller discussion of these issues.
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ministry and the executive branch—not something that can wait
for crisis to happen.

In closing, it is worth pointing out that the analysis of section 2
regarding jobless recovery and unemployment stems from credit
market disturbances, which may or may not be associated with
a liquidity crunch. However, absent a liquidity shock it is hard
to rationalize credit crunch, i.e., a sudden and large cut in credit
flows. If the market senses that there is overinvestment in the
real estate sector, for example, investment will start to fall and the
economy will decelerate. Sharp recession, like the one triggered by
the Lehman episode, is unlikely to happen. For that to occur, a clear
signal will have to come from somewhere, which leads investors and
financial intermediaries to stop demanding and offering loans in a
coordinated way. Some sort of divine revelation. Keynes identified
the phenomenon in a more materialistic fashion as ‘animal spirits.’ If
this holds true, ‘animal spirits’ should be reflected in a wide variety
of human endeavors. The appeal of the liquidity factor, in contrast,
is that its very nature makes it highly labile, and its destruction
can easily be verified—while arguments that appeal to ‘animal
spirits’ without liquidity shocks often refer to sudden contraction of
consumption or investment that are triggered by a swift and massive
change in expectations about the real economy. However, ‘animal
spirits’ in the form of herding, for example, could follow a large shock
on relative prices caused by liquidity crunch. Since a liquidity crunch
easily escapes the attention and analytical abilities of most economic
agents, the latter are bound to attribute the corresponding initial
drop in asset prices to the existence of a new “downward trend.” This
“rational” behavior can contribute to magnifying the effects of the
initial liquidity shock, and play a major role in major price-bubble
episodes.

Postscript, June 2015

This paper was written about four years ago. Since then, liquidity
issues have acquired greater significance. A slew of highly valuable
material addressing these issues has been circulated. Despite having
to share the stage with many worthy competitors, though, I feel
that the original paper is still relevant and has the advantage of
presenting some key issues in very simple form. However, I also think
that it is worth linking up the paper, albeit in a brief and incomplete
manner, with some central issues and a couple of the ideas—one of
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which mine—that have surfaced in recent times. This is the main
objective of this postscript.

Liquidity concepts familiar to financial experts are now making
their entrance in the macro field. A prominent example is “safe assets.”
Safe assets ensure command on output, subject to minimal uncertainty.
Safe assets are critical for oiling the international payments system
(see Gorton and Metrick (2012)). U.S. Treasury bills and German
bunds are good examples. Empirical estimates show that safe assets
suffered a major blow during the Lehman crisis from which they have
not fully recovered (see Fernandez and others, 2015). Safe assets’
shortage can have severe effects on output and impede recovery unless
unconventional policy is implemented. If left untreated, shortage of
safe assets could give rise to Secular Stagnation (see Caballero and
Farhi, 2015). The model in my paper can display some features in
common with the safe assets literature, since the phenomenon is akin
to a fall in coefficient 6.2% It can easily be shown, for instance, that a
fall in 6 causes unemployment under price stickiness or, alternatively,
under policies that prevent price level deflation (as the ones currently
implemented in developed market economies). I suspect, however,
that this model will be criticized for its weak microfoundations,
which I do not deny. But this type of objection is pointless because
all macro models have weak microfoundations. In fact, my main
criticism against many of the new crop of papers is that they contain
unnecessarily complex microfoundations, which oftentimes have weak
empirical support to boot. Their microfoundations are often prompted
by “elegance” or “tractability,” i.e., making the model amenable to
computing techniques, given current computational capabilities.
Moreover, we seem to be far from agreeing on a common paradigm.
Each paper chooses its own microfoundations, a striking difference
with Physics that strives for a common framework or, more modestly,
the Real Business Cycle literature of the 20th century that was built
on the conventional general equilibrium apparatus. This situation
makes the new crop of papers unreliable sources for policy advice.
It actually may be preferable to derive intuition from simple models
like the one discussed in this paper. However, I would like to make
it very clear that these comments are not intended to invalidate the
contribution of the new papers but... caveat emptor: this stuff has to
be handled with care, especially by policymakers!

23. For some related ideas and more formal discussion of the present paper’s
model, see Calvo (2012).
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I will now address an issue ignored by the literature, including
the present paper. A common assumption is the existence of an object,
usually called “money,” which is also assumed to be the epitome of
liquidity (in terms of the present paper, money’s liquidity coefficient
06=1, and there is virtually no risk of 6 falling). Typically, money is
identified with fiat money or some of its derivatives (M1, M2, etc.)
having no intrinsic value. Models focusing on advanced markets
further assume that money is the ultimate safe asset towards which
investors converge in the midst of financial crisis, causing what
Keynes labeled Liquidity Trap. This curious phenomenon does not
apply to all currencies. Actually, empirical evidence shows that it
applies to a few currencies like the U.S. dollar, the euro, and the yen.
What makes a currency as “safe” as those just mentioned (hereon,
“safe money”)? This is a fundamental question for which I don’t think
we have a very satisfactory answer, particularly in macroeconomics.

This is not the place to discuss this issue in great detail. However,
to start closing the circle I would like to refer to Calvo (2012) where
some progress is made in that direction. I develop an idea that can
be found in a paragraph of Keynes’s General Theory, which sets the
foundations for what I call “The Price Theory of Money” (PTM). Here
is the paragraph:

“The fact that contracts are fixed, and wages are usually
somewhat stable in terms of money, unquestionably plays a large
part in attracting to money so high a liquidity-premium” (Keynes
1961, Chapter 17, italics are mine).

By liquidity premium, Keynes was referring to the difference
between output that a unit of money can fetch in the market and its
intrinsic output value (which Keynes implicitly assumes to be nil).
Obviously, Keynes must have been intrigued by the Liquidity Trap
phenomenon, and was trying to find a rationale for the fact that
money can fetch valuable commodities, despite having no intrinsic
value. As discussed in Calvo (2012), the idea was novel at the time
and is still novel today. The fundamental insight is that the output
backing of monies (even non-safe monies) derives from the fact that
these objects are utilized as units of account and, more importantly,
that the private sector is willing to set prices and wages in advance
for a considerable length of time. Safe monies, in addition, have that
sort of backing in a large economic area. The output value of money,
thus, would depend on the rate of (expected) inflation (the standard
insight from conventional monetary models) but, in addition, it would
also depend on the existence of a large set of agents that are prepared
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to post their prices and wages in advance or to manipulate output
in order to stabilize prices in terms of that unit of account (like
the OPEC does for oil’s U.S. dollar price). Safe monies are further
enhanced by being a unit of account for international financial
transactions.

The PTM helps to understand why fiat money was able to
substitute for the gold standard, for example, without causing the
monetary chaos that some economists feared, especially after the
demise of Bretton Woods. On the other hand, the PTM helps to
explain why the U.S. dollar is king and many emerging market
currencies are weak second-fiddlers, and thus understand why these
weak currencies are often pegged to safe currencies (a phenomenon
labeled Fear of Floating, see Calvo and Reinhart, 2002). Moreover,
the PTM puts some damper on floating exchange rates for non-safe
monies.

None of this invalidates the models in the current crop of papers,
but opens up a door towards richer and more relevant scenarios
where, among other things, multiple monies are taken into account.
In this respect, I sense that we need a much better understanding
of a world with at least two equally strong safe monies. The U.S.
dollar was king since the breakdown of Bretton Woods. Now there
is a chance that the euro and even the renminbi surge as worthy
contenders. How will the world economy manage that situation if
these currencies play the game of floating exchange rates? This is
an open question of enormous importance.
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How are capital flows affected by financial reforms that relax
credit constraints and raise the ability of domestic firms to borrow?
At first glimpse, one might be tempted to dismiss the question as
trivial. If some domestic firms are credit constrained (which we
assume to be the case!), relaxing their constraints will allow them
to borrow more and increase their investment. If domestic savings
are not affected by this relaxation of credit constraints (which we
also assume to be the case!), then this increased investment must be
financed with foreign savings. This line of reasoning naturally leads
to the conclusion that financial reforms raise capital inflows. Indeed,
this reasoning has led many to argue that emerging economies should
reform their financial systems if they want to absorb more foreign
savings and speed up investment and economic growth.

Of course, things are never so simple. The first point of this paper
is to show that this line of reasoning is, at best, incomplete and,
possibly, misleading. The reason is that it does not take into account
that any additional borrowing and investment by some domestic firms
crowds-out investment by other domestic firms. This is far from an
innocent oversight, as we prove here. The second point of this paper
is that recognizing this crowding-out effect might shed light on some
real-world questions regarding capital flows into and out of emerging
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economies. For instance, it might be the case that financial reforms
in emerging economies raise, rather than reduce, global imbalances.

Let us start by revisiting the line of reasoning and consider the
effects of a financial reform that relaxes credit constraints and allows
domestic firms to borrow more. In a closed economy, this newfound
ability to borrow leads high-productivity firms to expand their
investments. The resources needed for this expansion come from low-
productivity firms, which are no longer able to compete and are forced
to shut down. Although the savings and labor available within the
economy might be both fixed in the short run, the relaxation of credit
constraints leads to a better allocation of these scarce resources. In
the short run, the reform raises the capital stock, wages and savings
and it, therefore, also raises the quantity of investment.

It is useful to think more carefully about the role of the domestic
interest rate in this process. A key observation is that, if the reform
is successful in raising the quality of investment, future wages will
be high and this reduces the return to all types of investment today.
This reduction in profitability leads marginal or low-productivity
firms to close and stop investing, releasing some domestic savings
that can be used by high-productivity firms. Are these savings
large enough to accommodate the increased investment demand by
high-productivity firms? The answer depends on the distribution
of firm productivities within the economy. If there is only a small
pool of marginal or low-productivity firms, the reduction in their
investments does not free enough savings and the interest rate
must increase to equilibrate domestic savings and investment. If,
instead, there is a large pool of marginal or low-productivity firms,
the reduction in their investments frees savings in excess of those
demanded by high-productivity firms, and the interest rate must fall.
Somewhat surprisingly, then, the effects of a financial reform that
relaxes credit constraints and directly raises investment demand
does not necessarily lead to an increase in the interest rate. There
is a countervailing general equilibrium effect that works through
wages and indirectly reduces investment demand. The size of this
effect depends on the distribution of productivities, and it is pivotal
in determining whether aggregate investment demand increases or
decreases after a financial reform.

How does this picture change in the open economy? Consider, for
simplicity, the case of the small open economy in which the interest
rate is not affected by changes in the domestic investment demand.
If the domestic investment demand increases, the reform leads to
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capital inflows. This is what one would expect if there were only a
small pool of marginal or low-productivity firms in the economy. If,
instead, this pool is large, the reform reduces the domestic investment
demand and leads to capital outflows. Moving away from the small
open economy and allowing the financial reform to have effects on
the world interest rate does not affect this result.

This theoretical insight has important implications for two real-
world developments that have attracted substantial interest from
academics and policymakers alike: the appearance of large global
imbalances in the world economy and the puzzling observation that
capital tends to flow to those emerging economies that exhibit the
lowest growth in productivity and output. We discuss each of these
developments in turn.

A first striking development of the past two decades has been
the emergence of large and persistent current account surpluses and
deficits in the world economy, a phenomenon referred to as “global
imbalances.” The lion’s share of these deficits has been concentrated
in the United States, which began experiencing an increasing current
account deficit in the mid-1990s. This deficit exceeded 1% of world
GDP after 1999, and it peaked at more than 1.5% of world GDP in
2006. In the late 1990s, the main counterparts to this deficit were
surpluses in emerging Asia (excluding China) and Japan. In the
2000s, however, the largest surpluses became those of China and
of the oil-producing countries. These current account deficits and
surpluses have had a tremendous influence on the evolution of
international asset positions. The net foreign liabilities of the United
States quadrupled in size between 1998 and 2008, for instance, rising
to $3.5 trillion in 2008. In the same period, Chinese net foreign assets
rose to $1.5 trillion, which represented a third of the country’s GDP
in 2008.1

There is one aspect of global imbalances that has drawn the
attention of economists: the deficits have been largely concentrated in
industrial economies while the surpluses have been concentrated in
emerging economies. This is contrary to the prediction of conventional
economic theory that capital should flow towards emerging economies,
where it is relatively scarce. This discrepancy between facts and

1. Since the onset of the financial crisis, the magnitude of global imbalances has been
reduced. At the time of this writing, it is unclear whether the reduction is temporary or
permanent. See Blanchard and Milesi-Ferretti (2009) and Servén and Nguyen (2010)
for a discussion of this point.



112 Alberto Martin and Jaume Ventura

theory has prompted a substantial amount of research that, broadly
speaking, can be grouped into one of two categories. The first category
views global imbalances as the result of unsustainable behavior by
economic agents (particularly governments), which must therefore be
eventually reversed. We do not comment on this view here, except for
noting that no formal models of it have yet been developed. A second,
and more interesting, category views global imbalances as the result
of equilibrium behavior by rational agents, which might therefore
persist far into the future. This literature has largely adopted the view
that underdeveloped financial markets prevent capital from flowing
towards fast-growing, capital-scarce emerging economies. This is the
narrative that, details aside, emerges from theories recently laid forth
in Caballero and others (2008) and Song and others (2011).2 This view
has also been in the mind of some important policymakers.?

The theoretical results in this paper indicate that this view needs
to be qualified, since financial sector reform might increase rather
than decrease global imbalances. This seems especially likely if, as
Song and others (2011) argue, the Chinese economy is characterized
by a large pool of low-productivity public enterprises that are not
credit constrained. These firms coexist with a smaller pool of high-
productivity private firms that are severely constrained. Under
these circumstances, the model developed in this paper suggests
that financial reform is likely to reduce the demand for credit in
China, leading to larger global imbalances and even lower interest
rates around the world.

A second striking development is that, among emerging economies,
surpluses tend to be concentrated in those economies that exhibit the

2. Mendoza and others (2009) also portray global imbalances as the result of
financial underdevelopment in emerging economies. In their view, it is the lack of
insurance markets in emerging economies that fosters precautionary savings, lowering
domestic interest rates and causing capital to flow out of these economies.

3. In a well-known speech from 2005, Federal Reserve Chairman Ben Bernanke
concluded that “...(S)ome of the key reasons for the large U.S. current account deficit
are external to the United States, implying that purely inward-looking policies are
unlikely to resolve the issue. Thus a more direct approach is to help and encourage
developing countries to re-enter international capital markets in their more natural
role as borrowers, rather than as lenders...Providing assistance to developing countries
in strengthening their financial institutions...could...increase both the willingness of
those countries to accept capital inflows and the willingness of foreigners to invest
there.” Raghuram Rajan expressed himselfin a similar vein in 2006 when, as Economic
Counselor and Director of Research at the IMF, he noted that: “I will focus on a familiar
issue, the problem of global current account imbalances, and will describe how financial
sector reform can help narrow them...”
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highest growth in productivity. Gourinchas and Jeanne (forthcoming),
for instance, examined a large sample of emerging economies and
found that the cross-country correlation between productivity growth
and capital inflows is negative. That is, emerging economies with
high productivity growth tend to export capital, while emerging
economies with low productivity growth tend to import capital. This
surprising empirical regularity cannot be explained easily within
standard theory and led Gourinchas and Jeanne to coin the term,
the “allocation puzzle,” to refer to it. In a related paper, Prasad and
others (2007) examined two samples containing industrial countries
and emerging economies, respectively. In the sample of industrial
countries, they found a positive correlation between economic growth
and capital inflows. As textbook theory suggests, capital flows to
industrial countries are capital scarce (relative to the steady state)
and are close to their steady states.

The theoretical results in this paper suggest that these puzzling
observations could be the result of asymmetric financial development.
The model developed in this paper suggests that, if there is a large
pool of low-productivity firms in emerging economies, asymmetric
reforms among these economies could lead to the allocation puzzle.
Emerging economies that implement successful financial reforms
see that many of these low-productivity firms shut down and this
has two simultaneous effects: (i) increases in productivity and
capital stock; and (ii) capital outflows. Emerging economies that
implement failed financial reforms see that many of these low-
productivity firms expand. This has two simultaneous effects: (i)
reductions in productivity and capital stock; and (ii) capital inflows.
Thus, the allocation puzzle might be nothing but the manifestation
of asymmetric financial development.*

From a modeling perspective, this paper builds on Martin and
Ventura (2011), who developed a model of the macroeconomy with
heterogeneous firms and credit constraints. Given its focus, the paper
is closely related to a body of research that has studied the effects
of contracting frictions on the direction and magnitude of capital
flows. Gertler and Rogoff (1990) and, in dynamic contexts, Boyd and
Smith (1997) and Matsuyama (2004) are some key models within this

4. There are, of course, other plausible explanations for this puzzle. Alfaro and
others (2011), for instance, argue that it is essentially driven by the behavior of public
capital flows.
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literature.? These models have been used to argue that more severe
contracting frictions, by constraining credit, reduce capital inflows
and sometimes even generate capital outflows in capital-scarce or
high-productivity economies.

Martin and Taddei (2013) have recently challenged this view
by arguing that the effects of contracting frictions on capital flows
depend on the specific origin of these frictions. They build a model
with two types of contracting frictions: limited pledgeability and
adverse selection. While limited pledgeability tends to constrain
credit and reduce capital inflows, adverse selection might do just the
opposite, that is, expand credit and increase capital inflows. To some
extent, the present paper also challenges the notion that more severe
contracting frictions reduce capital inflows. We focus exclusively on
limited pledgeability as the source of contracting frictions, but we
find the following: (i) the presence of contracting frictions reduces
capital inflows globally (relative to the frictionless economy), and;
(i1) less severe contracting frictions do not necessarily raise capital
inflows locally (relative to an economy with more severe contracting
frictions).

The study most similar to ours is Matsuyama (2011), which also
develops a model of limited pledgeability to show that a reduction in
the severity of contracting frictions has ambiguous effects on capital
flows. For a given mix of investment projects, it allows entrepreneurs
to borrow more; this first effect raises capital inflows, but it also
changes the equilibrium mix of investment projects. In particular,
low-productivity projects with high pledgeability are replaced by
high-productivity projects with low pledgeability; this second effect
tends to reduce capital inflows. Like us, Matsuyama (2011) finds
that less severe contracting frictions might reduce capital inflows.
But the mechanisms emphasized by both papers are different. In
our model, all projects have the same pledgeability, but financial
reforms cause some of the low-productivity ones to be abandoned
because the expansion of high-productivity ones raises their costs.
Thus, our results rely only on general equilibrium interactions
among investment projects. In Matsuyama’s model these interactions

5. Recent papers that emphasize the role of contracting frictions on different aspects
of capital flows include Aoki and others (2009), who focus on the effects of capital account
liberalization; Antras and Caballero (2009), who focus on the relationship between
commodity trade and capital flows; Ju and Wei (2010), who focus on the composition
of capital flows; and Buera and Shin (2011), who focus on the effects of productivity-
enhancing reforms on capital flows.
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are absent since technologies are linear and the return to a given
investment project is unaffected by the amount of investment in
other projects.

The paper is organized as follows. Section 1 develops a world
equilibrium model of economic growth and capital flows. Section 2
uses this model to derive the main theoretical results of the paper.
Section 3 explores their implications for global imbalances and the
allocation puzzle. Section 4 concludes.

1. A StYL1IZED MODEL OoF EcoNomic GROWTH AND CAPITAL
FLows

This section presents a world equilibrium model of economic
growth and capital flows. There are two productive resources in this
world, labor and savings. The labor market is perfectly competitive
but geographically segmented. The credit market is imperfect because
firms cannot pledge part of their future output to their creditors. We
allow countries to vary in the severity of this friction (i.e., their level
of financial development). We define the world equilibrium assuming
first that the credit market is geographically segmented, and then
that the credit market is integrated. We refer to these opposite cases
as financial autarky and financial globalization, respectively.

1.1 Setup

The world economy contains an infinite sequence of generations
that live for two periods, youth and old age. Each generation is evenly
distributed across C countries or regions, each of them containing a
continuum of individuals of measure one. Each generation contains
individuals with N + 1 different levels of productivity. Therefore,
individuals are characterized or indexed as follows: (i) their
generation (¢ = 0,1, ..., ); (ii) their country (¢ = 1, ..., C); and (ii1)
their productivity type (n = 0,1, ..., N).

All individuals maximize expected old-age consumption (i.e.,
Et { . }) where ¢, , is the old-age consumption of type n generatlon
t in country c. To finance this consumption, individuals supply one
unit of labor when young and receive a wage. This wage is common
for all types within a generation and country. Let w_, be the wage
that all types of generation ¢ in country ¢ receive durlng their youth.
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Since individuals only care about old age consumption, they save
this wage. Since there is no risk, they invest these savings so as to
maximize their return.

All individuals have access to a standard Cobb-Douglas production
technology. In particular, type n of generation ¢ in countI:X c has access
to the production function, F(l”Hl,n kfm) (lfm) kcnm)
where k7, isinvestment during youth and [”, | are the workers hired
in old age. Capital fully depreciates in productlon As mentioned,
productivity varies across types (i.e., n" € {n s, Y. We order
types such that 0=n" <...<n" =1. All generations and countries
have the same distribution of types. In parlf\;/icular let " €[0,1] be
the fraction of individuals of type n. Thus, z ~¢" =1Allindividuals
can participate in the credit market, but there is an agency cost
that limits their ability to obtain credit. In particular, all types in
generation ¢ in country ¢ can commit or pledge to their creditors only
a fraction ¢_,,, €[0,1] of their resources in period ¢+1:

Rc,t+1 (kcnnl c t ) S ¢c,t+1 |: (chH kanl ) c t+1 lcnt+1:| (1)
where R, , is the gross interest rate on credit. To capture time-series

and cross-country differences in the level of financial development,

we allow the friction ¢,,,, to be known in period ¢,i.e. E,¢,,, = 0,,,;.
With these assumptions and notation in hand, we can write the

budget constraint of type n of generation ¢ in country ¢ as follows:

n _ n n n n
Cc,t+1 - F (lc,t+1 TC kc t+1 ) c t+1 Zc t+1 c t+1 (kc t+1 c t ) . (2)

Equation (2) indicates that consumption consists of production
minus labor and financial costs. Of course, if type n is a creditor
(i.e., k!, <w,,), financial costs become negative and, in this case,
we say that type n receives financial income. The problem of type n
of generation ¢ in country c consists of maximizing expected old-age
consumption subject to equations (1) and (2), taking the wage and
the interest rate as given.

All transactions take place in the labor and credit markets. In
the labor market, the young supply labor to the old. All young supply
one unit of labor, while maximization implies the following of labor
demands of tllle old:

lcntﬂz(l_a] n kcnt+1 (3)

c,t+1
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Equation (3) results from equating the wage to the marginal product
of labor. Since the labor market is geographically segmented, we
must match supply and demand within each of the C countries, i.e.
1= Z _olersa -€". This means that:
wc,t+1 - (]‘ (X) kc t+1? (4)
where k,, , is the capital-labor ratio in efficiency units, i.e.
k.= zni n" -k, -&". Equation (4) simply says that the wage in
country ¢ equals the marginal product of labor evaluated at the
aggregate (effective) capital-labor ratio.

In the credit market, the young borrow and lend. Let X, be the
maximum amount of investment that type n can finance as a share
of his/her wage or wealth. This quantity is given as follows:

la
R 1-a ¢
c,t+1 n
1-a LfR g+l >¢c t+1 o .A'TC
o w t+1
l1-a|¢ ©
n
= Rc,t+1 - ¢c,t+1' - A-m . (5)
ot ct+l
1ma
l-a |¢
T LfR S+l <¢c t+1 "o -A'Ttn
c,t+1

Equation (5) spells out the implications of the credit constraint in
equation (1). To understand this equation, note tha‘g the marginal
_QJ -n" and the
c,t+1
fraction of this marginal product that can be pledged to creditors
is ¢,,,,. If the interest rate is high, this fraction is an insufficient
guarantee and type n is credit constrained. That is, the amount this
type can borrow depends on its wealth or net worth, which in this
model equals the wage. If the interest rate is low, the fraction of the
marginal product that can be pledged is enough to pay the interest
rate and type n is not constrained.

Let x!, be the actual investment that type n undertakes as a
share of hls/her wage or wealth. Maximization implies that:

. . 1
product of capital for type n is given by oc[
w
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1ma
. l-a|*
=0 if R, >o- T
wc,t+1
1ma
l-a|*
n =n . _ n
X, 1€ [O,xw]Lf R, =a: A (6)
Z’Uc,t+1
—a
l-a |“
_ =n . n
- xc,t I’f Rc,Hl <a- ‘T
wc,t+1

Equation (6) describes the optimal investment policy. If the interest
rate is above the marginal product of capital, type n prefers to lend.
If the interest rate is equal to the marginal product of capital, type n
is indifferent between investing and lending. If the interest rate is
below to the marginal product of capital, type n invests as much as
possible.

Finally, we can write the law of motion of the capital stock as
follows:

N
kc,z+1 = [Zﬂn 'x:,z 'an] ’ (1 _a)'k:,t- (7)
n=0

Equation (7) simply indicates that the capital stock in efficiency units
in period ¢+1 equals domestic investment in period ¢, weighted by
its productivity. This result follows from the assumption that capital
fully depreciates and net and gross investments coincide.

Equations (4), (5), (6) and (7) describe the dynamics of the
world economy as a function of the interest rates in each country
(ie., R 0 .1)- To complete the model, we must explain how these interest
rates are determined. We consider two alternative arrangements: (i)
financial autarky, in which case the credit market is geographically
segmented into C local credit markets; and (ii) financial globalization,
in which case there is a single global credit market.

Under financial autarky, the credit market is geographically
segmented and equilibrium requires:

N
Z(xzt -1)-¢" =0. (8)
n=0
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Equation (8) states that investment must equal savings within
each country. Within a country, all types save the same, but they
might invest differently. If some types invest in excess of their savings
and obtain credit (i.e., x/, >1); it must be because other types invest
less than their savings and supply credit (i.e., x, <1). Equations (4),
(5), (6), (7) and (8) provide a full description of the dynamics of the
world economy under financial autarky.

Under financial globalization, there is a single integrated credit
market; the interest rate is equalized across countries:

R

ct+1

= Rt+1a (9)

and equilibrium requires:

C N
Z[Z(x;t —1)-8"}13;; =0. (10)

c=1 \n=0

Equation (10) says that world investment must equal world savings.
If some countries invest in excess of their savings and obtain credit
(i.e., ZHN_O (x7, —=1)-€" > 0); it must be because othe}t\; countries invest
less than their savings and supply credit (i.e., ano (x7, —1)-€" <0).
Equations (4), (5), (6), (7), (9) and (10) provide a full description of
the dynamics of the world economy under financial globalization.

2. FINANCIAL REFORMS, PRODUCTIVITY AND CAPITAL FLOWS

This section uses the model developed above to study the effects
of financial reforms on productivity and capital flows. In particular,
we explore the basic mechanism through which financial reforms
affect investment, the interest rate and capital flows. We first build
some intuitions and then develop some concrete examples.

2.1 Building Intuitions

The key question that this paper addresses is how investment
changes after financial reform. Throughout, we think of financial
reform in country c as a reduction in the country-specific agency cost
that limits the ability of entrepreneurs to obtain credit (i.e., as an
increase in ¢, ). The main insight of our model is that such a reform
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has conflicting effects on investment. By relaxing credit constraints,
the reform allows all entrepreneurs to expand investment. But this
expansion has general equilibrium effects that reduce the return to
investment, so that the reform also makes some entrepreneurs reduce
their investment. The relative magnitude of these two effects, as we
shall see, depends on the distribution of productivities.

To formalize the discussion, combine equations (5) and (6) to
obtain the investment of each type as a function of the interest rate
and future wages:

1-a
1- o
= 0 lch t+1>a' O‘ nn
wc,t+1
1—7(1
. 1 . 1- “
i e {o, (1-a) .k:;t} if R, =a { °‘ j (A1)
T Yegn Wein
1-a
R ey )
= . 1- (1_ oL)'kcmz If R, < ( o J U
- ’ ’ wc t+1
l-a |* '
Rc,t+1_ ¢c,t+1 : 0‘[ J ‘T
c,t+1

We can also combine equations (4) and (7) to express future wages
as an increasing function of the current investment:

N o
W,y = (1—a)'[2n” i, ] - (12)
n=0

Jointly considered, equations (11) and (12) allow us to derive, for
each interest rate R il the equilibrium investment of each type.
As usual, we refer to this relationship between investment and the
interest rate as the investment demand of the corresponding type,
and write it as follows:

icn,z =1, (Rc,t+1;kc,t’¢c,t+1)‘ (13)

The individual investment demand functions in equation (13) are

always decreasing in R_, ;. To see this, consider an increase in the
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interest rate. Since this raises financing costs and reduces the return
to investment some entrepreneurs decide to stop investing. Moreover,
those entrepreneurs that still continue investing face tighter
borrowing constraints and are forced to reduce their investments as
well. The demand functions in equation (13) might be increasing or
decreasingin ¢, ,,,. To see this, consider an increasein ¢, ,. Holding
the future wage constant does not affect the return to investment but
it relaxes credit constraints and allows entrepreneurs to expand their
investment. But this additional investment raises the future wage,
and this lowers the return to investment. If a type did not invest
before the increase in ¢, , it will not do so afterwards. Among the
types that did invest before the increase in ¢ es+1> WE Can distinguish
between those that stop investing and those that continue to invest.
The former have relatively low productivity and stop investing
because the return is too low with the higher wage. The latter have
relatively high productivity and the relaxation of credit constraints
allows them to expand their investments.b

We construct the aggregate investment demand of country c as
follows:

N
ic,t = Zlcn (Rc,t+l;kc,t’¢c,t+1) : Sn ° (14)
n=0

The properties of this aggregate demand follow directly from the
individual ones. In particular, this aggregate demand is decreasing
inR_, ;. Interestingly, and this is the main insight on which we build
this paper, whether its aggregate demand is increasing or decreasing
in ¢,,,, depends on the distribution of the types. If there is a sufficient
mass of “marginal” entrepreneurs (i.e., whose return to investment
is close to the interest rate), then the aggregate investment demand
is decreasing in ¢ Otherwise, the aggregate investment demand
is increasing in Oepe1-

With this observation at hand, we can trace the effect of financial
reforms under financial autarky and globalization. Under autarky,
financial reforms that raise the aggregate investment demand lead to an

c,t+1°

6. Whether the individual demand functions in equation (13) are increasing or
decreasing in kC,t also depend on the type. An increase in kc’t provides wealth and relaxes
the credit constraint of all entrepreneurs. But since the additional investment raises
the future wage and lowers the return to investment, some entrepreneurs decide to
stop investing.
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increase in the equilibrium interest rate.” Likewise, financial reforms that
lower the aggregate investment demand lead to a fall in the equilibrium
interest rate. Thus, the effects of financial reforms on the domestic
interest rate depend on the distribution of the types. Under globalization,
financial reforms that raise the aggregate investment demand lead to
capital inflows and, to the extent that the country is “large”, they also
raise the world interest rate. Likewise, financial reforms that lower the
aggregate investment demand lead to capital outflows and they might
also lower the world interest rate. Thus, the effects of financial reforms
on capital flows depend on the distribution of types.

2.2 Examples

We consider next a series of concrete examples in which the forces
described above are at work. To simplify the discussion, we consider
a world economy with many infinitely small countries (i.e., C=+ ).
Our objective is to determine the effects of a financial reform in one
of these countries. We model this financial reform as a one-time
permanent increase in ¢ . That is, we assume that ¢, = ¢, if ¢t <T
and ¢, ,= ¢, if ¢ > T, with ¢,; > ¢,. We refer to T as the reform period.
In order to assess the effects of this reform, we proceed from the
special to the general.

Homogeneous Investments

Consider first a world in which the distribution of productivities is
extreme (i.e., N=1 with n°=0 and n'=1). This world economy contains
“savers” which cannot produce at all (i.e., n1°=0), and a single type of
“entrepreneur” with high productivity (i.e., n1=1). This is quite a popular
model in international economics since it has the virtue of simplicity.

The top two panels of figure 1 show the effects of the reform under
financial autarky. The reform period is 7=010.8 The top left panel

7. Remember that, for a given capital stock, domestic savings are not affected by
financial reforms. The reason is that domestic savings equal current wages and financial
reforms affect only future wages.

8. In the figures, NFA , =3 (x!, —1)-¢" is defined as net capital inflows as a share

of wages and TFP, is defined as the average productivity of investment in country c, given by
N TC“ . xrf/ ) gn
TFRt = n=0 Ct
Z,,:Ox:.z e
Table 1 in the appendix describes all parameter values used in the different
simulations.
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shows the law of motion of the economy before and after the reform
(they are the same!), and the top right panel shows the dynamics of
the capital stock and the interest rate. The reform has no effect on
the law of motion of the economy since it affects neither the quality
nor the quantity of investment. The reason is simple: both before and
after the reform, entrepreneurs invest all the savings of the economy.
The reform only affects the terms at which savers and entrepreneurs
trade in the credit market. By relaxing credit constraints, the reform
raises the demand for credit by entrepreneurs and thus the interest
rate. This raises the consumption and welfare of savers, and reduces
the consumption and welfare of entrepreneurs.

Figure 1. Effects of Financial Reform: One Investment
Technology

Financial Autarky
Closed Economy: Law of Motion Closed Economy: Simulation
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The bottom two panels of figure 1 show the effects of the reform
after financial globalization. Since the country is just one among
infinitely many others of the same size, the reform has no effect on
world interest rate. We see now that the reform shifts the law of
motion of the economy upwards. Almost by assumption, the reform
cannot affect the quality of investment, since there is only one
type of entrepreneur in the country. Thus, the shift in the law of
motion does not reflect an increase in the quality of investment but,
instead, an increase in the quantity of investment. The relaxation
of credit constraints allows domestic entrepreneurs to borrow more
from abroad and invest more. These capital inflows raise the steady
state capital stock and growth during the transition. Savers and
entrepreneurs both enjoy higher consumption and welfare.

The first example shows a striking difference between the
effects of financial reforms under financial autarky and financial
globalization. Under financial autarky, reforms do not raise average
income but only change the way income is shared. In particular, a
higher share of income goes to savers relative to entrepreneurs.
Under financial globalization, however, the reform raises average
income and everybody wins. The key to this success is that the reform
enables the economy to receive capital inflows. This story is simple
and clear-cut. But it leaves out a very important aspect of financial
reform: its effect on the allocation of investment and therefore the
quality of investment. The next example shows this.

Heterogeneous Investments

Consider the possibility that a country also contains low-
productivity entrepreneurs (i.e. N=2 with n°=0, nl=n e (0,1) and
n2=1). Thus, the country now contains “savers” and two types of
“entrepreneurs,” which we refer to as low- and high-productivity.
This simple extension of the previous example opens up a new role
for financial reforms: improving the allocation of investment and
enhancing average productivity.

The top two panels of figure 2 show the effects of the reform under
financial autarky in the extended model. Now the law of motion of
the economy shifts upwards as a result of the reform. Since capital
inflows are not possible, the quantity of investment is unaffected
in the short run. But the reform allows the economy to improve the
quality of this investment. The mechanism is quite natural: as credit
constraints are relaxed, high-productivity firms borrow more and
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increase their investment at the expense of low-productivity firms.
This raises average productivity, the steady state capital stock and
growth during the transition. In the short run, only low-productivity
entrepreneurs lose. In the long run, everybody wins.

It is interesting to study the response of the interest rate to the
financial reform. Since the reform raises the quality of investment,
future wages are high and this reduces the return to both types
of entrepreneur. This reduction in profitability leads some low-
productivity entrepreneurs to stop investing, releasing domestic
savings that can then be used by high-productivity entrepreneurs.
Are these savings large enough to accommodate the increased credit
and investment demand by high-productivity entrepreneurs? The
answer depends on the proportions of low-productivity and high-
productivity entrepreneurs in the economy (i.e., ¢! and &2). If there is
only a small pool of low-productivity entrepreneurs, the reduction in
their investments does not free enough savings and the interest rate
must increase. If, instead, there is a large pool of low-productivity
entrepreneurs, the reduction in their investments frees savings in
excess of those demanded by high-productivity entrepreneurs and
the interest rate must fall. The top right panel of figure 2 shows a
case in which this is indeed the case.

The middle and bottom panels of figure 2 show the effects of the
financial reform under financial globalization in the extended model.
The law of motion has two increasing regions and two flat regions.
When domestic savings are low (that is, the initial capital stock is so
low that we are to the left of the first flat region), investment is low,
the marginal product of capital is high, and both types of investors
are credit constrained. As domestic savings increase, all types of
investment increase and the marginal product of capital declines.
Eventually, this marginal product is such that low-productivity
entrepreneurs are indifferent between producing or not. When this
happens, we have reached the first flat region. At this point, further
increases in domestic savings do not translate into higher domestic
investment. High productivity entrepreneurs, who are constrained,
effectively expand their investment in response to their higher
savings but low-productivity entrepreneurs do not. The reason is that,
if all additional savings were invested at home, the marginal product
of capital would be so low that low-productivity entrepreneurs would
not want to invest. But this would be inconsistent with equilibrium
because high-productivity entrepreneurs are constrained and they
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cannot absorb these additional savings. In this flat region, then,
increases in domestic savings enable high-productivity entrepreneurs
to expand their investment while crowding-out low-productivity
investment. The region comes to an end once all low-productivity
investment has stopped. Any increases in savings beyond this point
simply lead to more investment by high-productivity entrepreneurs,
as their credit constraint is further relaxed. The second flat region
is reached when domestic savings are so high that high-productivity
entrepreneurs are no longer credit constrained.

As figure 2 shows, the financial reform shifts the law of motion
upwards, except for some parts of the flat regions. Thus, the effects
of the reform crucially depend on the location of the steady state.
The middle and bottom panels of the figure display two extreme
possibilities. The middle panel shows a parameterization of the
model in which both steady states of the economy, before and after
the reform, lie above the first flat region of the law of motion. In this
case, low-productivity entrepreneurs do not invest either before or
after the reform. As a result, these entrepreneurs are de facto savers
and the reform has the same effects as in a world with only one type
of investment (i.e., it affects the quantity of investment but not its
quality). It leads to capital inflows that raise the steady state stock
of capital and the growth rate during the transition.

The bottom panel of figure 2 shows a parameterization of the
model in which the steady states before and after the financial
reform both lie in the first flat region of the law of motion. In this
case, the financial reform sets in motion two effects that operate
simultaneously on the capital stock in efficiency units. Increased
investment by high-productivity entrepreneurs raises the capital
stock and wages. Increased wages, however, lower the profitability
of low-productivity entrepreneurs and force some of them out of the
market. How many of these entrepreneurs will stop investing? Just
enough of them to undo the effect of higher investment by high-
productivity entrepreneurs on the capital stock. Only in this way will
wages remain constant and allow the remaining low-productivity
entrepreneurs to continue operating. This leads us to the conclusion
that, in this case, the reform does not affect the capital stock. As
high-productivity entrepreneurs expand and low-productivity ones
contract, the average productivity of the country grows. But since
the capital stock remains constant, this means that the quantity of
investment falls and the reform leads to capital outflows!



Figure 2. Three Investment Technologies
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The two examples in figure 2 are revealing but, with only two
types of entrepreneurs, they might strike the reader as extreme.
The main message of these examples can easily be extended to the
case of many technologies (i.e., n=N). This extension is shown in
figure 3. Under financial autarky, the effects of a financial reform
are similar to those of the previous example. Under financial
globalization, we have plotted two examples. In both of them, a reform
raises average productivity and thus the quality of investment. In
one of the examples, there is a small pool of marginal-productivity
entrepreneurs or low-productivity entrepreneurs and the reform
leads to capital inflows. In the other example, there is a large
pool of marginal-productivity entrepreneurs or low-productivity
entrepreneurs and the reform leads to capital outflows.

Figure 3. N-Investment Technologies
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3. PoTENTIAL REAL-WORLD IMPLICATIONS

The mechanisms discussed above have potentially important
implications for understanding some recent trends in the world
economy. We show this here by focusing on the evolution of global
imbalances and the so-called “allocation puzzle.”

3.1 Global Imbalances

A major recent development in the world economy has been the
emergence of large global imbalances (i.e., large capital flows from
emerging economies—mainly China—to industrial countries—
mainly the United States) that have led to record-low interest rates in
the latter. Many see these global imbalances as worrisome since they
reallocate capital from capital-scarce countries to capital-abundant
ones. The efficiency at which the world economy operates can only
decline as a result. Some also point out that these record-low interest
rates create the conditions for bubbles to exist, leading to boom-bust
cycles in industrial countries. Indeed, this argument has led some
to blame global imbalances for the recent financial crisis of 2007-08.

What drives these global imbalances? A view shared by many
academics and policymakers is that they stem from the existence
of underdeveloped financial markets in China and other emerging
economies. The narrative of this view is as follows: in the early
1990s, many emerging economies undertook a major process of
financial liberalization. In many cases, the effects of this process
were somewhat unexpected. The reason is that weak enforcement
institutions did not allow entrepreneurs in emerging markets to
borrow and raise investment as expected, while savers in emerging
markets decided to send part of their savings abroad in search of
a better risk-return combination. Contrary to the predictions of
standard economic theory, financial underdevelopment thus turned
some emerging market economies into capital exporters instead of
capital importers. A natural corollary of this view, it seems, is that
financial development in China and other emerging economies would
reduce these imbalances and raise interest rates across the world.

We can use our model to evaluate these claims and, in particular,
this last corollary. To do this, consider a world with two countries, i.e.
C=2. Fittingly, we refer to these countries as “East” and “West” (i.e.,
ce{E,W}).West is richer than East and has better financial markets:
ky,>kg,and ¢p, = ¢ if 2T, with ¢5 > ¢;.
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The first observation is that the model is broadly consistent with
the views described above if one has in mind a drastic financial reform
(i.e., 0 = ¢; < ¢5; =1). Before financial globalization, the interest rate
in East is close to minus one. Nobody is able to borrow and average
productivity is extremely low. In West, the interest rate is high
and only the highest-productivity entrepreneurs invest. Financial
liberalization raises the interest rate in East and lowers it in West.
As a result, low-productivity entrepreneurs in East stop investing
and start lending to high-productivity entrepreneurs in West. High-
productivity entrepreneurs in East cannot borrow in order to raise
their investment. As a result, financial globalization leads to global
imbalances (i.e., capital flows that are potentially large and go from
East to West).

In this scenario, a drastic reform would totally redress the picture.
After the reform, high-productivity firms in East would invest the
same as their counterparts in West. Since West is richer and has
higher savings, this would lead to capital flows from West to East.
One generation later, East would have converged to the income levels
of West, just as the textbook model predicts.

Things might look quite different however if the reform is not
drastic (i.e., 0 < ¢, < ¢, <1). What are the effects of the reform in
this case? As figure 4 shows, all of the intuitions that were developed
for the small economy in the previous section carry through to this
case. In the figure, the right panels show the law of motion of the
relative capital stock in East (i.e., kE,t /kW,t), while the left panels
show the evolution of NFAy , and TFPy . If there is a small pool of
marginal-productivity or low-productivity entrepreneurs in East,
the reform reduces global imbalances. Since East is large, this also
leads to an increase in the world interest rate. This case, which is
consistent with the corollary above, is depicted in the top panel of
figure 4. But it is also possible that there is a large pool of marginal
or low-productivity entrepreneurs in East. In this case, the reform
exacerbates global imbalances and leads to a reduction in the world
interest rate. This case, which directly contradicts the corollary above,
is depicted in the bottom panel of figure 4.

Which case is more likely to be relevant empirically? We cannot, of
course, answer this question without a careful analysis of the distribution
of firm productivities in China and other emerging economies. At least
for the case of China, however, there is a strong presumption that there
is a large pool of marginal-productivity or low-productivity companies,
namely, state owned enterprises (SOEs). Song and others (2011)
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provide evidence in this regard. They study the evolution of the Chinese
manufacturing sector and document how, despite losing substantial
ground relative to private enterprises (PEs) over the last two decades,
SOEs still accounted for almost half of all manufacturing employment
in 2007. They also document that SOEs are substantially less productive
than PEs, displaying consistently lower profitability ratios since the early
1990s.° Finally, PEs seem to be more financially constrained than SOEs,
as they exhibit lower capital-labor shares and finance a lower share of
their investment from bank loans and government subsidies.

Figure 4. Two-Country Case: Global Imbalances
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9. Song and others (2011) define the profitability ratio as the share of total profits
to fixed assets net of depreciation and find that the differential in favor of PEs is stable
around 9 percentage points. Hsieh and Klenow (2009) also find that PEs are more
productive than SOESs, with a revenue TFP gap of 1.42.
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Viewed through the lens of our model, the evidence on Chinese
manufacturing suggests that incremental reforms in China might
actually increase capital outflows. The reason, as should be clear by
now, is that financial reform enables PEs to expand at the expense
of SOEs and this raises the productivity of the economy. As long as
the SOEs are still operative, however, the reform does not affect the
capital stock. The combination of an unchanged capital stock with
a higher productivity of investment means that the quantity of
investment must fall, and that capital outflows must increase. The
question is then, how large must the reform be to ensure that wages
grow enough to fully wipe out the low-productivity SOE sector? Any
realistic package of financial reforms would probably fall short of
this threshold and, as a consequence, it would exacerbate global
imbalances and lead to even lower interest rates worldwide.

3.2 The Allocation Puzzle

The direction of capital flows within the developing world has
also attracted a substantial amount of attention in recent years.
Gourinchas and Jeanne (2009) examined a large sample of emerging
economies and found a negative cross-country correlation between
productivity growth and capital inflows. In other words, emerging
economies with high-productivity growth, in recent decades, tended
to export capital, while emerging economies with low-productivity
growth tended to import capital. Since this empirical regularity
seems to contradict standard economic theory, Gourinchas and
Jeanne coined the term the “allocation puzzle” to refer to it. In
a related paper, Prasad and others (2007) found a similar result
when examining two samples containing industrial countries and
emerging economies, respectively. In the industrial-country sample,
they found a positive correlation between economic growth and
capital inflows over the recent past. As textbook theory suggests,
capital among industrial countries seems to have migrated towards
those countries that are capital scarce (relative to the steady state)
and quickly converge towards their steady state. In the emerging-
economy sample, however, Prasad and others (2007) found a negative
correlation between economic growth and capital inflows. Contrary
to the textbook theory, capital among emerging economies seems to
have migrated towards those countries that are less capital scarce
(relative to the steady state) and are close to their steady states.
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To be sure, the robustness and exact implications of these
findings are still being debated.1® It is nonetheless interesting to
note that our model could provide a natural explanation for the
allocation puzzle based on asymmetric financial development among
emerging economies. To illustrate this point, we expand the example
of the previous section to include a third country named “South”
(i.e., ce{E,W,S}). In the example, East and South are meant to
respectively represent a different subset of emerging economies.
We assume that, initially, East and South have the same (low) level
of financial development (i.e., 5, = ¢ <dy; =1). We also assume that,
initially, East and South have the same capital stock (i.e., kW,t>kE,t=
kg ,). Starting from this benchmark, we consider a financial reform
in East. That is, we assume again that o= br, ift <T and bg = by
ift >T, with ¢5; > ¢;.

All previous intuition applies to this case. In particular, the
reform could generate capital inflows or outflows in East. Assume
that it leads to capital outflows. This is the case depicted in figure 5.
East grows faster than the world average, both in terms of average
productivity and capital stock. At the same time, East exports capital.
This lowers the world interest rate and leads West and South to
import capital and expand their investment. Growth in East, however,
is higher than in West and there is convergence between these two
regions. Average productivity grows in East as low-productivity
entrepreneurs stop investing and high-productivity ones expand their
investments. The opposite occurs in South, which grows at the same
rate as West. Its average productivity, however, declines as the low
interest rate induces low-productivity entrepreneurs to raise their
investment. Thus, this world exhibits not only global imbalances,
but also the allocation puzzle.

10. Alfaro and others (2011) break down capital flows into their public and private
components and study their correlation with productivity growth. They claim that the
puzzling pattern of capital flows among emerging economies is due to the behavior of
the public component of capital flows. The private component of capital flows, according
to their findings, behaves according to the predictions of standard economic theory.
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Figure 5. Three-Country Case
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4. CoNcLUDING REMARKS

This paper has developed a simple model to make a simple
point: financial reforms that relax credit constraints and raise the
ability of domestic firms to borrow have ambiguous effects on capital
flows. The reason is that financial reforms lead to opposing effects.
On one hand, they relax credit constraints, enabling productive
firms to expand their investments, thereby fueling capital inflows.
On the other hand, this expansion of productive firms reduces the
profitability of unproductive ones and crowds-out their investment,
reducing capital inflows. Which of these two effects dominates in
practice depends on the distribution of firm productivities within the
economy. If there is only a small pool of marginal-productivity firms
or low-productivity firms, the reduction in their investments is small
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and financial reforms increase capital inflows. If, instead, there is a
large pool of marginal-productivity firms or low-productivity firms,
the reduction in their investments is large and financial reforms are
more likely to increase capital outflows.

In our formal model, the only channel through which an expansion
in the investments of high-productivity firms reduces the profitability
of low-productivity firms is an increase in the wage. Financial reforms
raise the demand for labor and, since labor markets are local, the wage
increases. We have focused only on the labor market for simplicity. But
our results are more general than that. In reality, firms also use many
intermediate inputs that are not tradable. Financial reforms would
also raise the prices of these inputs, leading to a real appreciation
and further reductions in profitability. In this regard, the results of
this paper are related to the well-known Dutch-disease phenomenon.

The theoretical results of this paper are potentially important
for understanding two real-world phenomena that have received
a substantial amount of attention in recent years. The first such
phenomenon is the emergence of global imbalances (i.e., large and
persistent capital flows from emerging economies to the developed
world). These imbalances have been widely interpreted as the result of
low financial development in emerging economies. This interpretation
has, in turn, led many to argue that in order to address global
imbalances, these economies should embark on a process of financial
reform. Our results cast some doubts on this implication: although
large-scale financial reforms would most likely lead to lower capital
outflows from emerging economies and reduce global imbalances,
more gradual reforms might actually increase them. The second
phenomenon is the so-called allocation puzzle (i.e., the apparently
negative correlation between productivity growth and capital inflows
in emerging economies). This correlation is puzzling because it
is contrary to the prediction of standard economic theory—in the
sense that capital should flow to those economies where productivity
growth is high. Our results provide a potential explanation for these
observations, which may arise as the result of asymmetric financial
reforms across the developing world.

Whether or not the mechanism that we have highlighted here
is important in practice, it is ultimately an empirical question, the
answer to which depends on the distributions of productivities
within emerging economies. It thus seems crucial to further study
the properties of these distributions if we are to gain a deeper
understanding of the relationship between financial reforms,
productivity growth and capital flows.
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FiscaL Poricy, DEBT CRISES,
AND Economic GROWTH

William Easterly
New York University
National Bureau of Economic Research

It is very well known that growth rates play a role in debt
dynamics. Despite this widespread knowledge, real world narratives
of public debt crises often focus almost exclusively on budget
deficits and neglect the role of growth. This paper presents the
simplest arithmetic possible to illustrate how growth slowdowns
could contribute to rapid increases in public debt to GDP ratios. It
shows that growth slowdowns have indeed played a role in a wide
variety of well known debt crises. It then considers what would be
good practice for precautionary fiscal policy, focusing in particular
on conservative forecasts of future growth. Unfortunately, political
economy incentives cause policymakers to violate such good forecast
practices, with a systematic tendency to excessive optimism about
future growth. There even appears to be some anecdotal examples
of even worse optimism biases when the debt crises are worse.

There are many things this paper does not do. It does not present or
test a well developed theory of fiscal policy making and policymakers’
expectations formation, relying instead on simple arithmetic and
descriptive analysis of outcomes. The focus is on medium-run to long-
run growth, not on cyclical fluctuations or cyclicality of deficits or debt.
The paper considers only the effects running from growth changes to
public debt ratios. It does not consider any effects running the other
way, from fiscal policy to growth. Obviously, these effects deserve
consideration, but this paper omits them to keep the paper focused
and of manageable length.

Thanks to Steven Pennings for superb research assistance and to the World Bank
for kindly providing data on growth forecasts for many countries. Thanks to participants
in the International Conference on Economic Policy in Emerging Economies in Santiago
for helpful comments and discussion.
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There is already an important literature that tests for biases in
growth and budget forecasts, often confirming an optimistic bias.
Frankel (2011a) examines official growth forecasts across 30 countries
for upward bias, and Frankel (2011b) considers the Chilean case. The
literature on the U.S. includes McNab and others (2005), Auerbach
(1994), Auerbach (1999), and Frendreis and Tatalovich (2000). The
literature considering over-optimistic growth and budget forecasts in
the Eurozone includes Strauch and others (2004), Jonung and Larch
(2004), and Marinheiro (2010). Other papers on biased official growth
forecasts cover Japan (Ashiya 2007), and Canada (Miihleisen and
others 2005). Easterly (2013) provides further extensions of some of
the same results presented in this paper.

1. SoME UNPLEASANT F1scAL AND GROWTH ARITHMETIC
1.1 Debt Dynamics

The simple arithmetic equation for the dynamics of public debt to
GDP is extremely well known. I repeat it here for ease of exposition,
giving the version in continuous time.

D = Public debt in constant prices

Y = GDP in constant prices

F = Primary Fiscal Deficit in constant prices
r = Interest rate on government debt

g = growth of real GDP

D
- 1
d v’ (1)
F
-2 (2)
/ Y
Ad=f+(r-g)d. (3)

Let /" be the primary fiscal deficit that stabilizes the debt ratio at
its current level d (which actually has to be negative, i.e. a primary
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surplus, because r-g in the long run is positive). Substituting f* for
fin equation (3) will by definition make Ad=0, so

f=(r-g)d. (4)
1.2 Effect of Growth Change if Fiscal Policy Unchanged

Now suppose that the growth rate g changes.! Since we are assessing
the possible role of growth rates on debt dynamics, let us go to the
extreme case that fiscal policy f stays at its old value set in (4), which
keeps the debt ratio stable for the OLD growth rate. I don’t consider
what combination of reasons or possible theories could predict such a
lack of response of fiscal policy: unanticipated growth changes, lack of
knowledge that growth has changed, or political economy factors that
keep fiscal policy rigid and unable to adjust to a new long-run situation.

The interest rate also does not change, and the debt ratio of course
does not immediately change either. So the only change in equation (3)
is the growth change. Debt dynamics will now depart from the stable
debt ratio achieved by (4) in the following amount:

Ad = (-Ag)d. (5)

Given the assumptions above, this (admittedly simplistic) unpleasant
arithmetic of growth predicts that debt ratios will start rising for
decreases in growth, and will fall for increases in growth. These
effects are larger, the larger is the initial debt ratio when the change
in growth occurs.

As already mentioned in the introduction, I am considering the
effects of growth on debt crises, and not the reverse. Reverse causality
in which debt crises decrease growth (such as the “lost decade” of
growth often attributed to the Latin American debt crisis) would
simply amplify the negative correlation already predicted in (5).
However, we are assuming away any changes in fiscal policy in the
thought experiment analyzed in this paper.

1. I leave some ambiguity about whether I am talking about the short-run or
long-run growth rate. It is usually the latter because I am thinking of long-run fiscal
policy £, but (3) also holds arithmetically for short-run growth rates ex-post.
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2. PuBLic DEBT PROBLEMS AND (FROWTH SLOWDOWNS

2.1 Previous Results, HIPCS, and Middle Income Debt
Crises of 1980s

I showed in an old paper (Easterly 2001) that indeed growth
slowdowns were strongly associated with rising debt ratios among
all developing countries for 1975-94. I reproduce here figure 3 from
that paper illustrating those results (figure 1).

Figure 1 includes two different sets of debt crises—those of
low income countries and those of middle income countries (both
in 1980s and early 1990s). The low income countries eventually
got debt relief under the Highly Indebted Poor Countries (HIPC)
program of bilateral and multilateral aid agencies. The old paper
ran counterfactual exercises in which the debt ratios would have
remained stable or even declined if growth had continued at the
1960-75 rate for cases as diverse as Costa Rica, Cote d’Ivoire,
Gabon, and Togo, and hence these countries would not have become
HIPCs or middle income debt crises. The point is not that it was
reasonable to expect the old growth to continue, but that debt
crises occurred partly because fiscal policy failed to adjust to the
new growth rate.

Figure 1. Change in Growth and Rise in Public Debt Ratio
to GDP for Developing Countries, 1975-94
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Note: Replicated from Easterly (2001), figure 3.
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Replication of old results with new data is an exercise that
should be performed more often to make sure that results are robust
(especially with the constant fear among audiences that results are
reported selectively to make a strong case, i.e. data mining. Data
mining would be exposed if new data fail to fit the already specified
previous result). In the rest of this section, I consider new debt crises
that have occurred more recently. The most recent public debt problems
are not among the poor countries, but among the rich countries: the
Eurozone countries (especially Portugal, Ireland, Greece, and Spain,
the unfortunately named group PIGS) and the United States.

2.2 Eurozone Debt Crises

Figure 2 below corresponds to figure 1 for the Eurozone countries
over the successive decades 1980s to 1990s to 2000s.

The graph indicates a negative relationship between debt increases
primarily because of 4 extreme observations. The way to think of this
graph is not so much as a test of significance of the correlation in this
one sample alone (which only has 22 observations). Rather the test is
whether the prediction of such a negative relationship in the earlier
paper will fit out of sample with the new data.

Ireland and Portugal are examples of recent debt crises in
which there was a major growth slowdown from 1990-2000 to 2000-
2010. Ireland had earlier benefited from the “Celtic tiger” growth
acceleration from 1980-1990 to 1990-2000 to achieve falling public
debt ratios in 1990-2000 (the idea of sticky fiscal policy could apply to
positive growth changes as well as negative ones). Another example
of a growth slowdown associated with exploding public debt ratios
was Finland in the 1990s.

Figure 3 shows the growth slowdown for the PIGS countries,
where we can see the large growth changes in particular in Ireland
and Portugal. All of the PIGS countries have a slowdown by 2010 of
course, because of the deep crisis in 2007-2010.

This also contributed to increasing debt ratios over that short
period. The debt ratios over 2007-2010 would have increased anyway
because of large deficits in those years, but the growth collapse added
further to the debt ratio increase. This is most important for Greece,
because it already had the highest debt to GDP ratio in 2007 (105
percent), and as shown earlier, high debt countries show the largest
effects of growth slowdowns. The Greek debt ratio would have been 10
percentage points lower in 2010 if the growth collapse had not occurred.



Figure 2. Debt Ratio Change per Annum and Change in
Growth per Decade for Eurozone Countries, 1980-2010
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Source: See appendix. Note: Debt ratio change per annum, 1990-2000 and 2000-2010 (vertical axis), and change in
growth from one decade to next, 1980-1990 to 1990-2000, and 1990-2000 to 2000-2010 (horizontal axis).

Figure 3. 10-Year Moving Average GDP Growth Rate Ending
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Source: See appendix.

2. The figure omits transition countries in the Eurozone because the transition
featured extreme and unreliably measured changes in growth, and transition countries
did not have comparable growth data for the 1980s.
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3. U.S. DEBT CRISIS

Analysts of the recent crisis with U.S. government debt usually
focus on large deficits in the new millennium. Did growth slowdowns
have any role in the U.S., like they did for some Eurozone countries,
the HIPCs, and the 1980s middle income debt crisis?

Figures 4 and 5 shed some light on that question. The acceleration
of growth in the 1960s played some role in the steady decline in the
U.S. federal government debt to GDP ratio from its World War II high
to a low around 1970. Another similar episode (although shorter and
smaller) was the decline in the debt ratio during the Clinton years as
growth accelerated in the second half of the 1990s. Finally, the recent
climb in U.S. debt ratio corresponds to a collapse of the U.S. growth
rate in the new millennium. The 2008-2010 crisis was of course very
important here, but the growth rate was already sharply decelerating
during the George W. Bush years before the crisis.

Figure 4. U.S. Federal Debt to GDP
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Figure 5. U.S. Real GDP Growth, 5 Year Moving Average
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Source: See appendix. Five-year moving average ending in the year shown on horizontal axis.

4. PROBLEMS OF GROWTH PROJECTIONS AND EXPECTATIONS

If debt crises can occur partly because of a growth slowdown
to which fiscal policy fails to adjust, it is particularly important to
have sound growth forecasting practices. This will give as much lead
time as possible to precautionary fiscal policy to avoid debt crisis.
Unfortunately, we will see some suggestive evidence and anecdotes
that the reverse seems to occur. As debt crises start to develop, policy
makers seem to use optimistic and unrealistic growth forecasts as a
way to evade fiscal adjustment.

4.1 Sound Forecasting Practices
Regression to the Mean

A well known property of growth rates both within countries and
across countries is regression to the mean. Regression to the mean
is not necessarily 100 percent, as there could be permanent changes
in growth rates within countries and permanent growth differences
between countries. However, a vast body of evidence suggests these
permanent changes or differences are small relative to the total
variation of growth rates, so mean reversion is quantitatively large.

To see the importance of mean reversion in the examples just
discussed, the following two graphs show it within the Eurozone
countries and within the U.S. alone. Both graphs show the change
in growth has a negative relation to the initial growth rates. Above
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average growth regress partly back towards the mean, while the
below average growth regresses upward towards the mean.

Another way to state regression to the mean is there is low
persistence in growth rates, and growth accelerations are temporary.
This has received abundant confirmation in a wide variety of panel
data sets on GDP growth rates (Easterly, Kremer, Pritchett, and
Summers 1993, Hausmann, Rodrik, and Pritchett 2005).

Figure 6. Change in Decade Average GDP Growth Against

Initial Decade Average Growth in Eurozone Countries,
1980-2010
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Source: See appendix. Note: Decades included are 1980s and 1990s and 2000s. Vertical axis dgdecade is the change
in average growth from one decade to the next. The horizontal axis is growth in the initial decade. So for example,
IRL2000s is the change in growth in Ireland from 1990-2000 to 2000-2010 on the vertical axis and the growth in
Ireland for 1990-2000 on the horizontal axis.

Figure 7. Regression to th