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MONETARY PoLicy UNDER UNCERTAINTY
AND LEARNING: AN OVERVIEW

Klaus Schmidt-Hebbel
Pontificia Universidad Catdlica de Chile

Carl E. Walsh

University of California at Santa Cruz

Uncertainty is not just an important feature of the monetary policy
landscape: it is the defining characteristic of that landscape.

—Alan Greenspan

Central bank economists and academic economists conducting
research on the design of monetary policy have made significant
advances in recent years. This work has led to a clearer understanding
of the desirable properties of interest rate rules, the role of
announcements and communication, and the consequences of inflation
targeting for both inflation and the real economy. Dynamic stochastic
general equilibrium (DSGE) models have been extended from the
small-scale, often calibrated versions initially employed to address
policy issues to much larger models that are estimated using Bayesian
techniques. Many central banks now use these models for policy
evaluation.! Much of this work neglects one of the key issues that
policymaker face, however: the pervasive role of uncertainty. The
recent global financial crisis and recession serve as the latest example
of the policy challenges posed by unexpected and unforeseen events.

At the time of the conference, Klaus Schmidt-Hebbel was affiliated with the
Central Bank of Chile.

1. See Gali (2008) for an excellent treatment of the basic New-Keynesian model
that has become standard in monetary policy analysis. Examples of estimated DSGE
models include Christiano, Eichenbaum, and Evans (2005), Levin and others (2006),
Smets and Wouters (2003), Adolfson and others (2008), and Christiano, Motto, and
Rostagno (2007).

Monetary Policy under Uncertainty and Learning, edited by Klaus Schmidt-Hebbel
and Carl E. Walsh, Santiago, Chile. © 2009 Central Bank of Chile.



2 Klaus Schmidt-Hebbel and Carl E. Walsh

The huge swings in oil, food, and other commodity prices in
recent years and the dramatic global financial crisis have dominated
discussions of monetary policy in the past year. These events provide
vivid reminders of how uncertainty, imperfect knowledge of the economy,
and the need to learn about new developments in world goods and
financial markets affect the macroeconomy and influence the conduct
of monetary policy. In this book, leading international scholars address
many of the key issues relevant for central banks who must by necessity
operate in environments of uncertainty and in which policymakers and
the public are continually learning about the economy.

1. UNCERTAINTY AND LEARNING

In this section, we selectively review the literature on uncertainty
and learning, focusing specifically on the insights that are important
for the conduct of monetary policy. The next section then surveys the
new research contained in this volume.

1.1 Types of Uncertainty and their Implications for
Monetary Policy

Limitations of economic theory and data, structural changes in the
economy, the inherent unobservability of important macroeconomic
variables such as potential output and the neutral interest rate,
and disagreements over the correct model of the economy and the
transmission process of policy are just some of the reasons why central
bankers operate in an environment of uncertainty. Research into the
effects of uncertainty and the design of optimal policy in the face of
uncertainty has broadly focused on three types of uncertainty: additive
uncertainty, model uncertainty, and imperfect information.

To illustrate these different forms of uncertainty, suppose that
the “true” model of the economy takes the form

y( + 1) = Ay() + By(t | ¢) + Ci(t) + Du(t + 1), (1)

where y(f) is a vector of macroeconomic variables at time ¢, y(¢|¢) is
the policymaker’s current estimate of y(¢), i(¢) is the central bank’s
instrument, u(¢) is a vector of random, exogenous disturbances, and
A, B, C, and D are matrices containing the parameters of the model.
Most models used for monetary policy analysis can be represented by
this linear structure.
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Additive uncertainty is represented by the disturbances u(¢ + 1):
when setting its instrument at time ¢, the central bank does not
know what future shocks u(¢ + 1) will hit the economy. Model
uncertainty arises because the central bank does not know the
true parameters that characterize the model (that is, the values
of A, B, C, and D); parameter estimates are subject to error, and
the policymaker may believe some parameters are zero when they
are in fact nonzero. Finally, imperfect information arises because
the actual value of y(f) may be unobserved or only observed
with error as a result of measurement error or data lags; as a
consequence, the policymaker’s best estimate of y(¢), y(¢|¢), may
be wrong. Following Walsh (2003), we discuss each of these sources
of uncertainty in turn.

1.1.1 Additive uncertainty

The most extensively studied form of uncertainty is that arising
from additive errors to the model’s structural equations. In terms of
the notation in equation (1), additive uncertainty is represented by
Du(z + 1). At the time the central bank must make its policy choice, the
value of this term is unknown. Uncertainty about the realized values
that Du(¢ + 1) will take is the only form of uncertainty that typically is
included in most models. Modern DSGE models often include random
disturbances that enter the equilibrium conditions in nonlinear ways,
but these models are then linearized, so that disturbances appear as
additive error terms.

The problem of characterizing optimal policy in the face of
additive uncertainty is well understood when the policymaker’s
objectives can be expressed as a quadratic function of various target
variables. The standard assumption that central banks desire to
minimize the volatility of inflation around its target and real output
around potential output lends itself naturally to a representation
in terms of a quadratic loss function in which squared deviations
of inflation from the target and real output from potential output
are penalized. The combination of linear, additive disturbances and
quadratic objectives satisfies the well-known principle of certainty
equivalence—all that matters for optimal policy are the expected
values of the unknowns. Simply replace unknown disturbances with
one’s best forecast of their values and then treat these forecasts as
if they were known with certainty. Thus, again in terms of equation
(1), the central bank would replace Du(z + 1) with its expected value,
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DEu(t + 1) and then choose policy as if the true model were known
with certainty to be

y(+1)=Ay(@) + By | ¢) + Ci(?) + DEu(t + 1). 2)

In this case, optimal policy does not require knowledge of the
variances of the disturbances or the covariances among the different
disturbances. This does not mean that only the expected value of the
disturbance is relevant. Policymakers will usually need to forecast
future values of these exogenous disturbances, and this will require
some knowledge of, or at least assumptions about, the persistence of
shocks. For example, a forecast that the price of oil will rise is generally
not sufficient; the policymaker will need to forecast whether the rise
is temporary or whether it is likely to be persistent.

To deal with additive uncertainty, Giannoni and Woodford (2002)
propose optimal policies, which they call robustly optimal policies.
Robustly optimal policy rules describe how the policy instrument should be
set solely in terms of the macroeconomic variables that define the central
bank’s objective. If the central bank is concerned about maintaining low
and stable inflation, stabilizing a measure of output relative to potential
(the output gap), and stabilizing interest rate volatility, then the robustly
optimal policy rule would show how the policy interest rate should be
set as a function of inflation, the output gap, and lagged interest rates.
Thus, implementing such a policy does not require information about the
time series properties of the exogenous disturbances. Such a property
1s desirable, as it may be difficult to accurately forecast the degree of
persistence in exogenous economic disturbances.

When the central bank is concerned with inflation and output gap
stability, the optimal rule can be defined solely in terms of inflation
and the output gap. In fact, the optimal policy can be characterized
simply, as follows: keep a specific linear combination of inflation
(relative to target) and the output equal to zero; if inflation is above
target, then the output gap should be negative. The Bank of Norway,
for example, describes the desirable properties of an interest rate path
as one that ensures that the output gap is negative if the inflation gap
(that is, inflation relative to the target) is positive. Adjusting the policy
interest rate to maintain this sort of relationship between inflation
and the output gap is often called a targeting rule, as it only involves
the variables that are directly part of the central bank’s objectives.

Unfortunately, robustly optimal policy rules generally require
the central bank to make forecasts of inflation and the output gap.
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Because monetary policy affects the economy with significant lags,
policy must be forward looking, and this forces the central bank to
rely on forecasts. To form forecasts of future inflation or real economic
activity, however, the policymaker will need to decide whether a shock
such as an oil price increase is temporary and will be reversed or is
permanent. Thus, robustly optimal rules do not actually eliminate
the need to forecast future disturbances.

In contrast to a robustly optimal rule, central bank behavior is often
represented by simple instrument rules such as a Taylor rule. These
rules typically assume that monetary policy is adjusted systematically
in response to current movements in inflation and measures of the
output gap. Other variables, such as the exchange rate, are sometimes
also included. Given a specification of the central bank’s objective, the
coefficients in the rule can be chosen optimally. In contrast to fully
optimal rules such as Giannoni and Woodford’s robustly optimal rules,
the best response coefficients in simple Taylor-type rules will depend
on the relative variances of the basic disturbances that affect the
economy. Designing the optimal “simple” rule thus requires a great
deal of information about the additive shocks that hit the economy.

1.1.2 Model uncertainty

Model uncertainty encompasses a wide range of potential sources of
error. Model misspecification, parameter uncertainty, and estimation
error can all be grouped under this heading. Uncertainty about the
values of the coefficient matrices A, B, C, and D is one reflection of
model uncertainty. This uncertainty may arise because the central
bank does not know the true values of the parameters in the model
and must estimate them, or it could stem from the fact that the central
bank’s model incorporates incorrect assumptions about how the
macroeconomic variables are related. Moreover, the true model may
be evolving over time in unknown ways as a result of technological
changes and innovations.

To illustrate how model uncertain affects the policy problem,
suppose that we can ignore imperfect information, so that y(¢) = y(¢ | ?).
Let A+ B =H, and to keep the example simple, assume only elements
of A and B are not known with certainty. The model then becomes

y(t+1) = Hy(t) + Ci(t) + v(¢ +1), 3)
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where v(¢+1) = Du(t+1) + (H—H)y(¢) and H is the central bank’s
estimate of H. Errors in estimating H now become part of the
equation’s error term, but the key difference from the case of additive
uncertainty is that the errors represented by v(¢ + 1) are now correlated
with the endogenous variables y(¢). The disturbance terms are no
longer exogenous; misspecification is correlated with macroeconomic
outcomes. This has important implications for policy choice, as first
pointed out by Brainard (1967).

The type of uncertainty represented in equation (3) is called
multiplicative uncertainty, since the uncertainty associated with the
parameters in H multiply the endogenous variables. In the example
he considered, Brainard (1967) showed that multiplicative uncertainty
would make optimal policy less activist. Alan Blinder famously
characterized the first step in a preemptive policy for controlling
inflation as requiring the central bank to “estimate how much you need
to tighten or loosen policy to ‘get it right,” then do less” (Blinder, 1998,
p. 17). This statement accurately reflected the caution that Brainard
found to be appropriate in the face of multiplicative uncertainty.

In research subsequent to the work of Brainard, it was found that
caution 1s not necessarily the best response to model uncertainty
(Craine, 1979; Giannoni, 2002; Soderstrom, 2002). In fact, some forms
of multiplicative uncertainty call for a more robust response than
otherwise. For example, this may be the case when the uncertainty
involves the dynamic response of the economy to shocks. If the central
bank is uncertain about the degree to which current inflation may
influence future inflation, it may be best to respond strongly to ensure
that current inflation remains stable. Thus, an aggressive policy rather
than a cautious one may be the best policy. In general, economists
have found that there are no clear guidelines about how best to react
when faced with this type of uncertainty.

Multiplicative uncertainty is certainly not the only, or even the
most important, form of model uncertainty. More commonly, there are
competing models for how the economy operates and how monetary
policy affects macroeconomic activity and inflation. Within current
macroeconomic circles, there are economists who employ models in
which monetary policy can have important short-run real effects
because of sticky prices and wages and other economists who use
models in which monetary policy is impotent in affecting the real
economy because all wages and prices are flexible. Faced with these
competing models in an environment in which no one knows the true
model of the economy, how should policymakers behave?
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Clearly, policy is unlikely to contribute to macroeconomic stability
if policymakers hold beliefs about the economy that are wrong.
Romer and Romer (2002) attribute policy mistakes in the United
States in the late 1960s and the 1970s to the use of a wrong model.
Specifically, they argue that policymakers in the 1960s believed
there was a permanent tradeoff between average unemployment and
average inflation, and this led to the onset of the Great Inflation in the
United States. Romer and Romer then argue that once inflation had
reached high levels, policymakers came to believe that inflation was
insensitive to recessions, implying that the cost of reducing inflation
would be extremely high. Inflation was therefore allowed to rise, and
policymakers delayed reducing it because they based their decisions
on models that we now view as incorrect.

The example of model uncertainty provided by equation (3)
shows how errors in the central bank’s estimate of the parameters
in H would interact with the endogenous variables represented by
y(t). However, if H — H reflects estimation error or purely random
fluctuations in the elements of H, it might not be systematically related
to economic developments. Hansen and Sargent (2003, 2004) study
optimal policy in environments where the model uncertainty faced by
the policymaker is not exogenous, but is designed to be particularly
troublesome. They consider the case in which the policymaker fears
that model misspecification will yield what, from the policymaker’s
perspective, is the worst possible outcome. In this environment, the
policymaker seeks policies that are robust in the sense that they lead
to reasonable outcomes even in the worst-case scenario. In the context
of a simple monetary policy problem, Walsh (2004) shows that the
worst-case scenario for the central bank involves the occurrence of a
positive inflation shock when the economy is already in a recession.
Such a scenario pushes the economy further away from the objectives
of both low inflation and full employment.

Optimal policy in the face of this malicious misspecification turns
out to require the central bank to employ a model of the economy that
is deliberately distorted, in the sense that the central bank should
assume that inflation shocks will be much more persistent than
they are actually expected to be. Thus, in contrast to Gianonni and
Woodford (2002), who designed policy rules that do not require the
central bank to actually know (or even estimate) the true persistence
of inflation shocks, Hansen and Sargent’s approach has the central
bank behave as if inflation shocks were always very persistent, even
if they generally are not.
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Worst-case scenarios are, almost by definition, events that occur
with low probability, and the Hansen-Sargent approach has been
criticized for putting too much weight on the worst-case scenario in
policy decisions. However, the idea that a policymaker might want
to use a distorted model when designing policy is supported by other
lines of research. For example, Levin and Williams (2003) consider
what happens when a policy is designed to be optimal for a particular
model, but that model turns out to be wrong. They find that policy
rules designed to be optimal in models that display high levels of
inertia also perform well if the “true” model of the economy is very
forward looking. Unfortunately, they find the converse not to be true.
Policies designed to do well if forward-looking behavior is important
often perform disastrously if the actual economy displays high degrees
of inertia. Hence, even if the central bank believes that inflation and
real economic activity are heavily influenced by expectations of future
inflation and growth, it might still want to act as if the economy were
much more backward looking.

In practice, central banks often deal with model uncertainty
by employing several models of the economy, using the different
models to cross-check forecasts and to ensure that policies are not
excessively sensitive to assuming that a particular model is correct.
Given competing models of the economy, a sensible approach might
be to evaluate alternative polices in several models and to weight the
different models based on an assessment of their likelihood. However,
Cogley, Colacito, and Sargent (2007) illustrate how model uncertainty
can lead to bad policies even when the policymaker is carefully trying
to account for the uncertainty by using multiple models to evaluate
policies. They consider two simple models. One model, labeled the
Samuelson-Solow model, implies that the central bank faces a
tradeoff between average unemployment and average inflation. The
other incorporates the natural rate hypothesis, implying no tradeoff
between average inflation and unemployment. This second model also
implies that a credible disinflation would reduce inflation costlessly.
The policymaker assigns probabilities to each model, reflecting the
likelihood the data assign to each model being the true model. Cogley,
Colacito, and Sargent show that by the early 1970s, U.S. data implied
that almost all weight should be placed on the natural rate model.
This meant that the optimal policy would be to immediately bring
down inflation. However, the data still assigned a small but positive
probability that the Samuelson-Solow model might be correct, and if
that model turned out to be true, the output costs of an immediate
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disinflation would be enormous. So even though the central bank
1s almost certain the natural rate model is correct, it fails to reduce
inflation out of fear that the Samuelson-Solow model might be correct.
Thus, even a model that the data suggest is unlikely to be true can
affect policy choices when the policymaker employs several models as
a means of seeking robust policies.

1.1.3 Imperfect information

A final type of uncertainty arises from imperfect information.
Just about any form of uncertainty could be labeled as being due
to imperfect information (about the realizations of the additive
disturbances, about the true model, and so on). However, we use
the term to refer to a specific aspect of uncertainty—namely, that
stemming from the inability to perfectly observe the current state
of the economy or macroeconomic variables that are critical for
policy design.

Policy decisions are made based on noisy and imperfect data about
the economy. A number of authors investigate how data uncertainty
affects optimal policy. Intuitively, one would expect that the presence
of noise in macroeconomic data would call for responding less strongly
to new data. Responding too strongly might simply introduce volatility
if the signal-to-noise ratio is small, that is, if much of the variation in
the data is simply noise. Rudebusch (2001) explores how data noise
would reduce the optimal responses to inflation and the output gap
in a standard Taylor rule. Earlier work that ignored data uncertainty
found that the optimal response to the output gap was much larger
than Taylor found for the Federal Reserve under Alan Greenspan.
Rudebusch attributed part of the weaker response found in the data
to the presence of noise in measures of the output gap.

Besides the issue of pure measurement error in real time data on
observable variables, a further difficulty arises from the fact that many
of the variables that play critical roles in theoretical models are not
directly observed. The output gap is the best example of this problem.
New-Keynesian models define the output gap as the percentage
difference between actual output and the output the economy would
produce if all wages and prices were flexible, the so-called flexible-price
output level. While data on actual output is subject to measurement
error and data revisions, it is at least directly measurable. The
same cannot be said of the flexible-price output level. Any estimate
of the latter will be dependent on a particular theoretical model of
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how the economy would behave with flexible prices. Older definitions
of the output gap that measured output relative to potential output
suffered from similar problems. Potential output is not observed but
must be estimated, and standard techniques typically relied on simple
statistical methods to equate potential output with trend output. This
left open the issue of how best to estimate the trend growth rate of
real output.

Measures of trend output are inevitably backward looking. They
use historical data to estimate trends, so they are likely to have
difficulty picking up shifts in underlying growth trends. A case in point
was the 1970s, when many countries experienced a decline in trend
growth. Orphanides (2003) argues that bad macroeconomic policies in
the 1970s in the United States resulted from the failure to recognize
this decline in the trend rate of growth. Because it based its estimate
of trend growth on historical data, the Federal Reserve was slow to
pick up the decline in the growth rate, and it thus overestimated the
path of trend output in the 1970s. As a consequence of overestimating
trend output, the Federal Reserve believed a negative output gap was
opening up. It therefore adopted policies that, in retrospect, were
too expansionary. This data-uncertainty hypothesis represents an
alternative explanation for the Great Inflation of the 1970s to the
interpretation based on the model-uncertainty hypothesis.

Given the difficulties involved in measuring the output gap,
McCallum (2001) argues that central banks should not react to it
strongly. Alternatively, Orphanides and Williams (2002) find that
policy rules that respond to the change in the estimated output gap
often perform well and avoid some of the measurement problems that
make it difficult to estimate the level of potential output.

Problems with estimating the output gap are only one example
of how key variables that modern economic theory suggests should
be central to monetary policy are difficult to estimate and may even
be unobservable. Another example is the neutral real interest rate,
defined as the real interest rate consistent with a zero output gap and
a zero deviation of inflation from target. Some modern models imply
that the actual real interest rate should move in parallel with this
neutral real rate, but the neutral real rate is ultimately unobservable.
Several authors attempt to estimate the neutral real rate and the
output gap (see Kuttner, 1994; Laubach and Williams, 2003; Garnier
and Wilhelmsen, 2005; Benati and Vitale, 2007), but such estimates
generally rely on restrictions implied by a particular model of the
economy. If policymakers are uncertain about the correct model, they
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will also be uncertain about how best to measure the neutral real rate
and the output gap. Imperfect information is thus a major problem
facing policymakers.

1.2 Learning

The uncertainty faced by central banks largely reflects our imperfect
understanding of macroeconomics. Economists and policymakers
are constantly engaged in a process of learning about the economy.
Similarly, members of the public are forming expectations based on
their evolving understanding of the economy and the policymaker’s
behavior. Consequently, learning is pervasive—models are constantly
refined and reestimated, new models are developed to reflect the latest
progress in economic research, and previously ignored factors suddenly
become important and must be incorporated into policy models. At
the same time, the public must assess policy decisions and attempt to
learn about the central banks’ objectives and the way policy is being
carried out. In recent years, a large literature has developed that
investigates the effects of learning on macroeconomic outcomes and
its implications for monetary policy.

Much of the work on learning in macroeconomics is based on the
seminal work of Evans and Honkapohja (2001). Evans and Honkapohja
(in this volume) provide an excellent overview of this research and
its implications for monetary policy. The literature they survey
drops the extreme informational assumptions implicit in the rational
expectations approach. Instead, individuals (and policymakers)
are viewed essentially as econometricians, using the latest data to
reestimate and update their models and then using these models to
make forecasts of future inflation and other macroeconomic variables.
Evans and Honkapohja argue that this view of learning reflects the
principle of cognitive consistency, in that it assumes private “agents
should be about as smart as (good) economists” (in this volume,
page 67). Explicitly incorporating learning allows the authors to study
two general issues of relevance for policy. First, will the economy
under learning converge to the equilibrium consistent with rational
expectations? And second, how are macroeconomic dynamics affected
by learning? If rational expectations equilibria are not stable under
learning—a property called E-stability or learnability—then the
properties of the rational expectations equilibrium becomes irrelevant
for describing the economy’s behavior once the economy’s structure is
understood. The standard practice in policy analysis is to study the
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properties of alternative policies under the assumption that the private
sector fully understands how the central bank is behaving. This may
be an appropriate assumption in terms of the eventual behavior of the
economy, but only if the public eventually learns the true structure of
the economy. If the public gradually learns about the different policies
the central bank might follow, then the economy may not converge to
the rational expectations equilibrium.

As Evans and Honkapohja (in this volume) discuss in their overview
chapter, some policy rules for the central bank that appear to be quite
reasonable rules under rational expectations can lead to instability
under quite reasonable models of learning. However, Bullard and
Mitra (2002) show that when the central bank follows a simple Taylor
rule for setting the nominal interest rate, the same condition that
ensures a unique equilibrium under rational expectations also ensures
that the equilibrium is stable under learning. This condition, called
the Taylor Principle, requires the central bank to adjust the nominal
rate more than one-to-one with inflation.? Bullard and Mitra also show
that if the central bank responds to expected future inflation rather
than current inflation, some policy rules that lead to indeterminacy
(multiple equilibria) under rational expectations have equilibria that
are stable under learning. In general, Evans and Honkapohja argue
that expectations-based policy rules—that is, rules in which the
central bank responds to the private sector’s inflation expectations
and the output gap—have desirable properties. These rules implicitly
incorporate the public’s learning into the policy rule.

The second broad arena in which the learning literature has
contributed to our understanding is macroeconomic dynamics. The
manner in which the economy evolves will depend on the way the
public learns, and the economy’s response to disturbances can differ
significantly under learning versus under rational expectations.
Incorporating the effects of learning can be particularly important
if the central bank is considering changing its policy behavior.
The private sector’s attempts to learn the new policy can affect
the economy’s adjustment if the central bank is not explicit or
transparent about its policy. For example, Erceg and Levin (2003)
study the role of learning in accounting for the steep recessions in
the United States associated with the Volcker disinflation of the
early 1980s. Under rational expectations, an announced reduction

2. This condition is weakened slightly if the central bank also responds to the
output gap.
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in the Fed’s inflation target should have lowered inflation with little
loss in real output. Erceg and Levin show that they can best match
the historical experience of a gradual disinflation accompanied by
recession when they assume that the Fed’s anti-inflation stance
lacked credibility and the public engaged in a process of learning
about the Fed’s target.

The learning literature has also developed new insights that
are relevant for the debate over the optimal degree of central
bank transparency. In general, greater transparency helps speed
learning by providing useful information to the public. In that way,
transparency can reduce the volatility that can occur when the
public is trying to learn the central bank’s objectives. Transparency
can also ensure that the economy converges more quickly to the
rational expectations equilibrium (Rudebusch and Williams, 2008).
Incorporating learning is also relevant for ensuring that policies
are robust when private agents and the policymaker may have
evolving beliefs about the economy, as in Orphanides and Williams
(in this volume).

Perhaps the most important lesson from the learning literature
is that in a world of uncertainty and change, both private economic
agents and the central bank engage in learning, and this process
of learning cannot be ignored when designing policies to ensure
determinacy, stability, and robustness.

1.3 Summary

Central banks must make policy decisions in the face of uncertainty
based on imperfect and evolving knowledge about the economy. While
few general results have emerged from the research on monetary policy
in the face of uncertainty and learning, a key lesson is that neither
uncertainty nor learning can be ignored. Policymakers must recognize
that situations in which the uncertainty associated with forecasts can
be ignored—that is, when certainty equivalence holds—are unlikely
to hold in practice. Accounting for the role of multiple models and
seeking policies that are robust across a range of plausible models
is important. Seeking robustness may require using models that
are distorted in ways that capture if not the worst-case scenarios,
at least the more threatening ones. It is critical to recognize the role
of data uncertainty, measurement error, and unobservability of key
macroeconomic variables in designing and implementing monetary
policy. Finally, policymakers must also account for the way policy
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actions affect the ability of the private sector to learn and the fact
that the process of learning itself will influence the impact policy has
on inflation and the real economy.

2. OVERVIEW OF THE Book

The essays in this volume offer both theoretical insight and
practical guidance to evaluating monetary policy in the presence of
uncertainty and the need to learn. The papers address a number of
general questions. Are there practical means for calculating optimal
policies in the face of very general specifications of model uncertainty?
Does model uncertainty limit the usefulness of optimal control
techniques? What types of monetary policy rules ensure stability
when private agents employ constant-gain learning strategies? How
do alternative notions of learning affect the stability of forward-looking
models? How are the costs of disinflations affected by the credibility
of the central bank’s inflation target and the need for the public to
engage in learning? How might disinflations affect the structure of
the inflation process as private firms update their beliefs about the
behavior of inflation, and do these effects alter the relative costs
and benefits of announcing a gradual reduction in inflation targets?
Are there general rules for formulating models and policy rules that
ensure stability when private agents only have lagged data available?
Can alternative models, useful for policy analysis, be developed if
the effects of monetary policy arise from sticky information rather
than sticky wages and prices? Is it possible to estimate unobservable
variables that are key for monetary policy decisions using a simple
model applied to different countries—and what does it reveal about
international comovement and convergence of the unobservables and
their observable counterparts?

The volume also addresses a number of issues specific to Chile’s
monetary policy. Did Chile’s gradual disinflation experience based on
annual targets in 1991-2000 contribute to lower costs of disinflation?
How empirically important are additive, model, and information
uncertainty? How sensitive is monetary policy to the laws of motion of
exogenous shocks and to model misspecification? Finally, how sensitive
are boom-bust cycles in Chile to alternative monetary policy rules?

The rest of this section briefly summarizes the chapters in the
book, exploring how they answer the above set of questions. The second
chapter in the volume, by George Evans and Seppo Honkapohja,
provides an overview of the lessons for monetary policy derived from
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the growing literature on learning. Evans and Honkapohja have been
the leading figures in developing and applying the notions of adaptive
learning to macroeconomic issues. Their work is partly motivated by
the idea that economic agents have neither the information nor the
information-processing capabilities implicitly assumed by rational
expectations approaches. Instead, economists should recognize that
individuals are boundedly rational. One means of operationalizing
this notion of bounded rationality is to assume that individuals
learn adaptively. As the authors note, adaptive learning reflects the
way economists typically learn about the empirical structure of the
economy—they use new data to update their estimates of the economy’s
structural relationships or their forecasting equations. Applying this
notion of learning to the private sector provides a tractable means of
investigating a number of policy-relevant issues without imposing the
extreme informational assumptions common to rational expectations
models. Using the basic forward-looking New-Keynesian model that
has become standard in the literature on monetary policy, the authors
discuss a number of policy-related issues such as determinacy and
E-stability under alternative policy rules, imperfect information on
current variables, imperfect knowledge of structural parameters,
and alternative models of adaptive learning. They also study the
implications of learning for understanding hyperinflations and
liquidity trap environments.

In their chapter, Lars E.O. Svensson and Noah Williams use a
benchmark New-Keynesian model to show how policy is affected by
the model uncertainty policymakers face. The authors have developed
a new methodology for designing optimal monetary policies in the face
of model uncertainty. This approach models uncertainty as reflected
in shifts in the structural equations that characterize the economy.
They represent the economy as jumping randomly between various
states. Conditional on each state, the structure of the economy can
be described in terms of linear equations and quadratic preferences.
The approach is thus called a Markov jump-linear-quadratic model.
As the authors argue, this approach can be used to model many
types of uncertainty. They also discuss the role of learning, since
they assume that the current state of the economy is not observable.
The fully optimal policy in their framework will involve some
experimentation—that is, deliberate policy actions designed to help
the central bank better understand the behavior of the economy.
Such policies are difficult to calculate, so Svensson and Williams
focus on what they label adaptive optimal policies (AOP). Under these
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policies, the central bank does not consciously experiment. Svensson
and Williams find that the gains from experimentation are typically
small, a finding consistent with the reluctance of central banks to
experiment with the macroeconomy. To illustrate the applicability of
their approach to uncertainty, they employ a small, New-Keynesian
model that was originally estimated using U.S. data by Lindé (2005).
Using this model, the authors compare the AOP policy with optimal
policy without learning, that is, when the central bank does not use
the new data it receives to update its knowledge about the economy.
Besides illustrating the algorithms they have developed to calculate
AOP policies, the paper draws a very important policy conclusion:
while learning is important for improving the design of policy in the
face of uncertainty, the gains from experimentation are small.

Athanasios Orphanides and John Williams study the implications
of alternative policies in the face of uncertainty and learning. They
employ a small model estimated using U.S. data, but in evaluating
monetary policies, they assume that the central bank must
estimate key macroeconomic variables such as the natural rate of
unemployment and the equilibrium real interest rate. Private agents
are also uncertain about the structure of the model and employ least
squares learning to update their beliefs about the economy. The
authors show that ignoring uncertainty and learning can be costly
in this environment: policies that are optimal when uncertainty is
ignored lead to poor macroeconomic outcomes when knowledge is
imperfect. Policies that are more robust to imperfect knowledge can
be obtained if the central bank acts more conservatively, in the sense
of placing greater weight on inflation objectives relative to stabilizing
real economic activity. Interestingly, Orphanides and Williams show
that simple policy rules that respond to expected future inflation and
either lagged unemployment or the change in the unemployment rate
perform well in the face of imperfect knowledge.

George Evans and Seppo Honkapohja examine the behavior of
monetary policy rules when the private sector is engaged in learning.
A huge literature examines the implications of simple policy rules, but
this work generally assumes that private agents are fully aware of the
rule the central bank is following. If, instead, members of the private
sector must learn about the central bank’s behavior, some important
new issues arise. One issue relates to the stability of policy rules
under different assumptions about the way private agents learn. The
standard assumption in the literature on adaptive learning is that as
agents obtain more observations, they place less weight on each one, a
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learning process known as decreasing gain. An alternative assumption
is that agents use constant-gain least-squares learning, in which the
weight on new information does not decrease as more observations
are accumulated. Constant-gain learning may be appropriate when
structural shifts might occur, making observations from the distant
past less informative. Evans and Honkapohja show that some rules
that perform well under decreasing-gain learning lead to expectational
instability under constant-gain learning. Thus, not only is the fact
that the private sector is learning important, but how they learn is
also relevant. Finally, the authors show that what they describe as
expectations-based optimal policy rules, in which the central bank
responds to private sector expectations, have desirable properties.

Roger Guesnerie considers an approach to learning that differs
from the adaptive learning models that have become common in
monetary policy analysis. Under adaptive learning, individuals behave
much like econometricians, using new observations on macroeconomic
conditions to update their estimates of key economic relationships. In
contrast to this approach, Guesnerie develops the concept of eductive
stability. Intuitively, an eductively stable system has the property
that if it is common knowledge that the economy is within some
neighborhood of the equilibrium, then individuals behave in such a
way that the actual equilibrium is within this neighborhood, regardless
of their specific beliefs. Eductive stability can then be thought of as a
property of an equilibrium such that, if the economic agents’ beliefs are
in some region, they will remain within that region under a broad set
of updating rules. Eductive stability can thus be viewed as a necessary
condition for any adaptive learning procedure to be stable. Applying
the notion of eductive stability to a simple, cashless forward-looking
model, Guesnerie finds that Taylor rules that react too strongly to
inflation may not be eductively stable.

Bennett T. McCallum argues that the requirement of stability
under least-squares learning is a “compelling necessary condition for
a rational expectations equilibrium to be considered plausible.” While
previous work by McCallum and others demonstrates that monetary
policy rules that ensure a unique rational expectations equilibrium
(that 1s, that ensure determinacy) are least-squares learnable, this
result is based on the assumption that individuals are able to observe
the current equilibrium for the economy. More realistically, individuals
may only observe lagged data on the economy, and in this case, the
close connection between determinacy and learnability no longer
holds. In fact, learnability is ensured only under additional, special
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assumptions. McCallum also explores the requirement that models
be well formulated, where this is interpreted to mean that certain
discontinuities in the models’ steady state are ruled out. He shows
that even when individuals observe current endogenous variables, a
well-formulated model does not imply learnability (and vice versa).

Most modern models used for monetary policy analysis assume
that nominal prices and wages are sticky, adjusting only slowly over
time. In a series of previous papers, Ricardo Reis develops the idea that
the economy may be characterized not by sticky prices, but by sticky
information. Agents are inattentive to news because they incur costs of
acquiring, absorbing, and processing information. In this volume, Reis
presents a DSGE model of business cycles and monetary policy, where
the only rigidity is pervasive inattention in all markets and where
different agents update their information at different dates. The model
is estimated on data for the post-1986 United States and the post-1993
euro area and then applied to conduct several counterfactual policy
experiments for both regions. Monetary policy shocks have exhibited
little persistence, implying a quick response of most macroeconomic
variables to monetary shocks. Announcing a policy change in advance
increases the response of inflation in comparison with unannounced
changes. A gradual policy change has a stronger impact than an
expected nongradual change, but only if the gradualist policy is
announced and credible. Taylor’s (1993) aggressively anti-inflation
policy rule would yield higher welfare levels than what is attained
by using the actual policy rules estimated for both regions. Finally,
compared with flexible inflation targeting under a conventional Taylor
rule, welfare would be reduced in both regions if their central banks
were to adopt either strict or flexible price-level targeting.

Klaus Schmidt-Hebbel and Carl E. Walsh apply a parsimonious
monetary policy model to estimate three key unobservable variables—
specifically, the neutral real interest rate, the output gap, and the
natural rate of unemployment—for three large non-inflation-targeting
economies (namely, the United States, the euro area, and Japan) and
seven inflation-targeting countries (namely, Australia, Canada, Chile,
New Zealand, Norway, Sweden, and the United Kingdom), using
quarterly data for 1970-2006 (at most). Country-by-country estimation
closely follows the sequential-step procedure developed by Laubach
and Williams (2003) for estimating two unobservables for the United
States. The country results reported in this chapter, while mixed, show
that trend output growth and the neutral real interest rate vary over
time in most countries, and the natural rate of unemployment is found
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to vary over time in Chile and the United States. As discussed above,
policymakers must consider that key unobservables may vary over time
if they are to conduct monetary policy efficiently. Regarding common
time trends, Schmidt-Hebbel and Walsh show that the volatilities of
inflation, output growth, and the real interest rate have declined in
their country sample over the last decades, which is consistent with
the great moderation observed worldwide since the early 1990s. The
three big economies exhibit neither large nor rising comovements of
key variables over time. Most smaller inflation-targeting economies,
however, exhibit rising comovements of key observables and
unobservables with the United States. Finally, on convergence of
variable levels observed across countries in the sample period, the
authors reject convergence of unobservables in inflation-targeting
countries to the levels estimated for the United States and the euro
area, but they report convergence of actual growth and interest rates
in most inflation-targeting countries to the growth and interest rate
levels observed in the United States and the euro area.

In their chapter, Martin Melecky, Diego Rodriquez-Palenzuela,
and Ulf S6derstrom use a model estimated on euro area data to assess
the effects of monetary policy transparency and credibility on inflation
and output volatility. The key uncertainty faced by private agents in
the model arises from shifts in the central bank’s policy rule. These
shifts might reflect transitory interest rate movements, or they might
reflect persistent changes in the central bank’s inflation target. The
authors employ a forward-looking DSGE model that incorporates
sticky prices and sticky wages. They find that the gains from credibly
announcing changes in the target inflation rate are relatively small.
However, they show that this result depends on the assumption
that the private sector fully understands the stochastic process that
governs persistence in the target rate. When this aspect of the target
rate behavior is not known, the inference problem private agents
face is more complicated, and the gains from announcing the target
can be much larger, particularly if private agents overestimate the
volatility of the target.

Volker Wieland develops a model designed to provide an
understanding of the path of gradual disinflation in inflation targeting
countries such as Chile. He introduces two new elements into a
New-Keynesian model to capture disinflationary experiences. First,
private firms engage in adaptive learning; in setting prices, they need
to forecast future inflation and, to do so, they employ least squares
methods to update estimates of a simple forecasting equation. Second,
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Wieland develops a model of price indexation in which the degree of
indexation is endogenously determined. This approach contrasts with
the many models that assume that some prices are partially indexed to
past inflation but which treat the degree of indexation as exogenous.
Specifically, whenever a firm has an opportunity to optimally reset
its price, it also decides whether to index future price changes to past
inflation or to the central bank’s inflation target. As a consequence, an
immediate disinflation via a reduction in the central bank’s inflation
target causes firms to quickly drop backward-looking indexation and
base indexation on the inflation target. The initial impact of this
rapid disinflation, however, is a large output decline. The decline in
real economic activity can be muted if the central bank carries out
a more gradual disinflation. As firms update their assessment of
inflation persistence during a gradual disinflation, the real costs of the
disinflation decline, but firms are less likely to shift their indexation
to the central bank’s target in the gradual disinflation scenario.
Wieland then goes on to analyze the use of temporary inflation targets
that gradually decline toward a low steady-state inflation rate. This
situation captures the gradual disinflation strategy based on annual
inflation targets adopted by Chile in 1990-2000, similar to several
other inflation-targeting countries that adopted annual inflation
targets when actual inflation was still high. Meeting short-term
targets helps increase the rate at which firms alter their indexation
strategies from being based on lagged inflation to being based on the
new inflation targets. This helps achieve low inflation.

Felipe Morandé and Mauricio Tejada assess the empirical
importance of the three classical sources of uncertainty for monetary
policy in Chile. They analyze data uncertainty by comparing real-
time estimates for the output gap with each other and with final-data
measures; they conclude that the correlations between real-time data
and final-data output gap estimates are relatively low. To evaluate
the empirical importance of additive uncertainty (associated with the
variance of shocks) and multiplicative uncertainty (associate with
parameter uncertainty), Morandé and Tejada estimate a small open
economy forward-looking New-Keynesian model for Chile, with time-
varying parameters and state-dependent variances of disturbances.
The results for all model equations show that additive uncertainty
dominates multiplicative uncertainty. The estimations support the
hypothesis of state-dependent variances linked to two states of either
low or high shock volatility. Measures of total uncertainty of both
the output gap and inflation have declined over time, and the period
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of greater stability coincides with full-fledged inflation targeting
adopted since 2001.

In previous work, Marco del Negro and Frank Schorfheide (and
others) develop the DSGE-VAR model, which relaxes cross-equation
restrictions and can be regarded as a structural vector autorgression
(VAR) model that retains many features of the underlying DSGE
specification. In this volume, Del Negro and Schorfheide present
estimation results for a small open economy DSGE-VAR model for
Chile in 1999-2007. The authors find it helpful to tilt their VAR
estimates toward the restriction generated by their DSGE model
because the VAR without tight priors is unlikely to provide good
forecasts or sharp policy advice. Observed inflation variability was
mostly due to domestic shocks. Regarding monetary policy rules, one
finding is that the Central Bank of Chile did not respond significantly
to exchange rate and terms-of-trade shocks. A stronger Central Bank
response to inflation shocks would have had little effect on inflation
volatility, but a weaker response would have led to an inflation
volatility spike. Del Negro and Schorfheide derive two more general
lessons from their exercise. First, the outcomes of policy experiments
are very sensitive to the parameters that reflect the law of motion of
exogenous shocks. Second, the presence of misspecification—when
the DSGE model is rejected relative to a more loosely parameterized
model—does not necessarily imply that the answers to the policy
exercises obtained from the DSGE model are not robust.

In the final chapter, Manuel Marfan, Juan Pablo Medina, and
Claudio Soto specify and calibrate a DSGE model for Chile to analyze
the macroeconomic effects of shocks when private agents suffer from
misperceptions about future productivity levels that generate boom-
bust cycles, such as those recurrently observed in both emerging
market and industrial economies in the 1990s and the 2000s. The
model, based on a three-sector small open economy forward-looking
DSGE specification with several nominal and real rigidities and a
Taylor rule, is used to conduct several simulations. The first simulation
shows that a boom-bust cycle can be simulated by an unexpected
decline and subsequent reversal in the foreign interest rate, which
accounts well for the stylized facts observed in Chile in the 1990s. The
second simulation focuses on the effects of overoptimistic expectations
about future productivity levels and, alternatively, future productivity
trends, which turn out to be wrong ex post.® Only overoptimism

3. Overoptimism based, for instance, on the expected outcome of recent economic
reforms that is ex-ante hard to evaluate.
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about productivity trends (not levels) is able to replicate Chile’s
cycle, similarly to the foreign-interest-rate-induced cycle. Finally,
Marfan, Medina, and Soto contrast the macroeconomic effects of
alternative monetary policy reactions in response to an increase in
trend productivity. If the central bank follows a stricter inflation-
targeting regime, the boom-bust cycle of most macroeconomic variables
would be amplified. If the central bank includes the exchange rate
as an argument in its policy rule, it may prevent the contraction of
the traded sector that occurs under the baseline policy rule, but the
volatility of other variables would be amplified. This suggests that the
trade-offs faced in the conduct of monetary policy (and exchange rate
policy) are not trivial in a boom-bust cycle triggered by misperception
about future productivity.
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The conduct of monetary policy in terms of interest rate or other
rules has been extensively studied in recent research.! This literature
gives a central role to forecasts of future inflation and output, and
the question of whether monetary policy should be forward-looking
has been subject to discussion and debate. The Bank of England
and the European Central Bank include private sector forecasts and
internal macroeconomic projections in their periodic reports (Bank of
England, 2007; European Central Bank, 2007). Empirical evidence
on Germany, Japan, and the United States since 1979 similarly
suggests that central banks are forward-looking in practice (Clarida,
Gali, and Gertler, 1998).

The rational expectations hypothesis, the standard benchmark in
macroeconomics since the seminal work of Lucas (1976) and Sargent
and Wallace (1975), has been employed in most of the research
on monetary policy and interest rate rules. The most common
formulation of the rational expectations hypothesis is based on the
assumption that both private agents and the policymaker know
the true model of the economy, except for unforecastable random
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shocks.? The rational expectations assumption is excessively strong:
neither private agents nor policymakers have perfect knowledge of
the economy. In reality, economists formulate and estimate models
that are used to make macroeconomic forecasts and carry out policy
analysis. These models are reestimated and possibly reformulated
as new data become available. In other words, economists engage
in learning processes about the economy as they attempt to improve
their knowledge of the economy.

Formal study of these learning processes and their implications
for macroeconomic dynamics and policymaking are becoming an
increasingly important line of research in macroeconomics.? This
research 1s based on a principle of cognitive consistency stating that
private agents and policymakers in the economy behave like applied
economists and econometricians. It is thus postulated that expectations
of macroeconomic variables are formed by using statistical or other
formal forecasting models and procedures.

An important policy question is whether the learning processes
create new tasks and constraints for macroeconomic policy. An
affirmative answer to this question has been demonstrated by the
recent work on learning and monetary policy.# This view is also
reflected in recent speeches by two prominent central bank governors
(see Trichet, 2005; Bernanke, 2007). This research shows that interest
rate setting by monetary policymakers faces two fundamental
problems. First, some of the proposed interest rate rules may not
perform well when agents’ expectations are out of equilibrium. The
consequences of errors in forecasting, and the resulting correction
mechanisms, may create instability in the economy. For (usually
suboptimal) instrument rules, Bullard and Mitra (2002) consider
the stability of the rational expectations equilibrium when monetary
policy 1s conducted using variants of the Taylor rule. These rules
work well only under certain parameter restrictions, and Bullard and
Mitra suggest that monetary policymaking should take into account
the learnability constraints on the parameters of policy behavior. For

2. Some papers do extend the standard notion of rational expectations equilibrium
to an equilibrium with limited information. These extensions often assume that economic
agents do not observe some variables but know the structure of the economy.

3. Evans and Honkapohja (2001) provide a treatise on the analysis of adaptive
learning and its implications in macroeconomics. Evans and Honkapohja (1995, 1999),
Marimon (1997), and Sargent (1993, 1999) provide surveys of the field.

4. Evans and Honkapohja (2003a) and Bullard (2006) provide surveys of the recent
research.
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optimal monetary policy, Evans and Honkapohja (2003c, 2006) show
that certain standard forms of optimal interest rate setting by the
central bank can lead to expectational instability, as economic agents
unsuccessfully try to correct their forecast functions over time. Evans
and Honkapohja also propose a new rule for implementing optimal
policy that always leads to stability under learning.

Second, monetary policy rules, including some formulations for
optimal setting of the instrument and some Taylor rules based on
forecasts of inflation and the output gap, can create multiple equilibria,
also called indeterminacy of equilibria.? Under indeterminacy there
are multiple, even continua of rational expectations equilibria and the
economy need not settle on the desired equilibrium. The possible rest
points have been studied using stability under learning as a selection
criterion (see Honkapohja and Mitra, 2004; Carlstrom and Fuerst,
2004; Evans and McGough, 2005a). Indeterminacy is not a critical
problem if the fundamental rational expectations equilibrium is the
only stable equilibrium under learning. Moreover, indeterminacy need
not arise if the forward-looking interest rate rule is carefully designed,
as shown by Bullard and Mitra (2002) and Evans and Honkapohja
(2003c, 2006). The central message from these studies is that monetary
policy has important new tasks when agents’ knowledge is imperfect
and agents try to improve their knowledge through learning. Policy
should be designed to facilitate learning by private agents so that
expectations do not create instability in the economy.

Recently, many further aspects of expectations, learning, and
monetary policy have been analyzed in the rapidly expanding
literature. In this paper, we provide a nontechnical overview of
this research program. The first part of the paper reviews the basic
theoretical results. We then take up some immediate practical
concerns that can arise in connection with rules for interest rate
setting, including issues of observability in connection with private
forecasts and with current output and inflation data. A second concern
is the knowledge of the structure of the economy that is required to
implement optimal interest rate policies. The second part of the paper
provides an overview of the recent and ongoing developments in the
literature. We first summarize research on learnability of rational
expectations equilibria when the basic New-Keynesian model is

5. This was first noted by Bernanke and Woodford (1997), Woodford (1999b), and
Svensson and Woodford (2005). The problem was systematically explored for Taylor
rules by Bullard and Mitra (2002).
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extended to incorporate further features of the economy. We then
discuss four topics of applied interest in more detail: policy design
under perpetual learning, estimated models with learning, recurrent
hyperinflations, and macroeconomic policy to combat liquidity traps
and deflation.

1. THE MoDEL

We conduct our discussion using the New-Keynesian model that
has become the workhorse in the analysis of monetary policy, and
we directly employ its linearized version. The original nonlinear
framework is based on a representative consumer and a continuum of
firms producing differentiated goods under monopolistic competition.
Nominal stickiness of prices arises from firms’ constraints on the
frequency of price changes, as originally suggested by Calvo (1983).

The behavior of the private sector is summarized by two
equations:

X, =~ (i — E'm) + E %, + 8, ¢y

which 1s the IS curve derived from the Euler equation for consumer
optimization, and

w, =X\, +BE, 7, +u, (2)

which is the price setting rule for the monopolistically competitive
firms, often called the New-Keynesian Phillips or aggregate supply
curve.

Here x, and T, denote the output gap and inflation rate for period
t, respectively, and i, is the nominal interest rate, expressed as the
deviation from the steady state real interest rate. The determination of
i,1s discussed below. Private sector expectations of the output gap and
inflation in the next period are denoted E,x,, , and E,"x,, ,, respectively.
Since our focus is on learning behavior, these expectations need not be
rational (E, without * denotes rational expectations). The parameters
¢ and X\ are positive and 3 is the discount factor with 0 <3 < 1.

For brevity, we do not discuss details of the derivation of equations
(1) and (2), which is based on individual Euler equations under
(identical) subjective expectations, together with aggregation and
definitions of the variables. The Euler equations for the current period
give the decisions as functions of the expected state in the next period.
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Rules for forecasting the next period’s values of the state variables
are the other ingredient in the description of individual behavior. We
assume that given forecasts, private agents make decisions according
to the Euler equations.®

The shocks g, and u, are assumed to be observable and to follow

)

u’t utfl ut
where
0
F=|" 7|,
0 p

0<|u/<1,0<|p|<1,and g,~1iid.(0,0%), 7, ~1id. (0, 0} are independent
white noise. In addition, g, represents shocks to government purchases
or potential output (or both), and u, represents any cost push shocks
to marginal costs other than those entering through x,. For simplicity,
we assume throughout the paper that p and p are known (if not, they
could be estimated).

The model is closed by an equation describing the central bank’s
interest rate setting.” One approach examines instrument rules, under
which i, is directly specified in terms of key macroeconomic variables
without explicit policy optimization. A prominent example of this type
is the standard Taylor (1993) rule, that is,

i, =7, +0.5(%, — ™) + 0.5x,,

where T is the target level of inflation and the target level of the
output gap is zero. (Recall that i, is specified net of the real interest
rate, which in the standard Taylor rule is usually set at 2 percent).

6. This kind of behavior is boundedly rational, but in our view reasonable, since
agents attempt to meet the margin of optimality between the current and the next
period. Other models of bounded rationality are possible. Preston (2005, 2006) proposes
a formulation in which long horizons matter in individual behavior.

7. We follow the common practice of leaving hidden the government budget
constraint and the equation for the evolution of government debt. This is acceptable
provided that fiscal policy appropriately accommodates the consequences of monetary
policy for the government budget constraint. The interaction of monetary and fiscal
policy can be important for the stability of equilibria under learning; see Evans and
Honkapohja (2007), McCallum (2003), and Evans, Guse, and Honkapohja (2008). We
discuss some aspects of the interaction below.
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More generally, Taylor rules are of the form 7, = x, + x .7, + X ,. For
convenience (and without loss of generality), we take the inflation
target to be © = 0, so that this class of rules takes the form

L= X, XX 4)

where x_, x, > 0. Variations of the Taylor rule replace «, and x, by
lagged values or by forecasts of current or future values.

Alternatively, interest rate policy can be derived explicitly to
maximize a policy objective function. This is frequently taken to be
of the quadratic loss form, that is,

00

EtZBS [<’Kt+s - TT)2 + O‘xt2+s]’ (6))

s=0

where T is the inflation target. This type of optimal policy is often
called flexible inflation targeting in the current literature (see, for
example, Svensson, 1999, 2003). The policymaker is assumed to have
the same discount factor, 3, as the private sector, while o is the relative
weight placed by the policymaker on the output target. The case of
a = 0 represents strict inflation targeting. The loss function (5) can
alternatively be viewed as a quadratic approximation to the welfare
function of a representative agent.8

The literature on optimal policy under rational expectations
distinguishes between optimal discretionary policy, in which the
policymaker is unable to commit to policies for future periods,
and optimal policy in which such commitment is possible. Under
commitment, the policymaker can do better because of the effect
on private expectations, but commitment policy exhibits time
inconsistency, in the sense that policymakers would have an incentive
to deviate from the policy in the future. Assuming that the policy has
been initiated at some point in the past (the timeless perspective
described by Woodford, 1999a), and setting = = 0, the first-order
condition specifies

AT, +alx,—x, ) =0 (6)
in every period.
8. See Rotemberg and Woodford, 1999; Woodford, 2003. In this formulation, o is

a function of various deep structural parameters in the fully microfounded version of
the model.
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Condition (6) for optimal policy with commitment is not a complete
specification of monetary policy, since one must also provide a reaction
function for i, that implements the policy. A number of interest rate
rules are consistent with the model described in equations (1) and (2),
the optimality condition (6), and rational expectations. However, some
ways of implementing optimal monetary policy can make the economy
vulnerable to either indeterminacy or expectational instability or both,
while other implementations are robust to these difficulties.

We will consider fundamentals-based and expectations-based
rules. The basic fundamentals-based rule depends only on the
observable exogenous shocks g, and u, and on x, :

L=, % T, g U, U, )

where the optimal coefficients are determined by the structural
parameters and the policy objective function. The coefficients 1, are
chosen to neutralize the effects of aggregate demand shocks, g,, and
to strike the optimal balance between output and inflation effects for
inflation shocks, u,. The dependence of 7, on x, , is optimally chosen
to take advantage of the effects on expectations of commitment to a
rule.?

Expectations-based optimal rules are advocated in Evans and
Honkapohja (2003c, 2006) because, as further discussed below,
fundamentals-based optimal rules are often unstable under learning.
If private expectations are observable, they can be incorporated into
the interest rate rule. When this is done appropriately, the rational
expectations equilibrium will be stable under learning and optimal
policy can thus be successfully implemented. The essence of these
rules is that they do not assume rational expectations on the part of
private agents, but are designed to feed back on private expectations
in such a way that they generate convergence to the optimal rational
expectations equilibrium under learning. (If expectations are rational,
these rules deliver the optimal equilibrium.)

The optimal expectations-based rule under commitment is

=0, %, 40 B 0, Ex, +0,8+0, u,. ®)

9. The coefﬁclents of the interest rate rule (7) are U, =b [¢ (b, —1)+b. ], =L,
and ¥, = [b, +¢ (b, +p—DIe, +¢,p. Here b, = (28) " [g—(g 4B)“Z]w1thC 1+§+>\2/0<
and b, = (a/N\)(1-b,), ¢, = 7[>\+3b +1- ip)(a/x)] , ¢, =—(a/N)e,.
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The coefficients of equation (8) are

b= b =1
ol +2%) ol +2\%)
9
§,=¢p 1,8, =¢p ' and b, = A
i e ‘O pla+ )

This rule is obtained by combining the IS curve equation (1), the
price-setting equation (2), and the first order optimality condition (6),
treating private expectations as given.!?

Interest rate rules based on observations of x, and =, that (outside
the rational expectations equilibrium) only approximate the first-order
optimality condition (6) are considered by Svensson and Woodford
(2005). They suggest a set of hybrid rules, the simplest of which
would be

L =0.%, + ﬂ)ggt +P,u, +96 ’ (10)

Q
T, + :(xt —-%,,)

where 0 > 0. This rule combines the fundamentals-based rule of
equation (7) with the correction for the first-order condition.!! Rule
(10) delivers the optimal equilibrium under rational expectations.
McCallum and Nelson (2004) suggest another hybrid rule, which
takes the form

i, =m,+0 , 11)

o
Ly + X(xt - xt—l)
where 0 > 0.

2. DETERMINACY AND STABILITY UNDER LEARNING

Given an interest rate rule, we can obtain the reduced form of the
model and study its properties under rational expectations. Two basic
properties of interest are determinacy of the rational expectations

10. Under optimal discretionary policy the first-order condition is \«, + ax, = 0,
and the coefficients are identical except that §; = 0. The discretionary case is analyzed
in Evans and Honkapohja (2003c).

11. The model and the interest rate rule analyzed in Svensson and Woodford (2005)
incorporate additional information lags.
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solution and stability under learning of the rational expectations
equilibrium.

Consider the system given by equations (1), (2), and (3) and one of
the i, policy rules (4), (7), (8), (10), or (11). Defining the vectors

and v, = [gt],

t

xt
y: =
™

t

the reduced form can be written as
Y= MEt*ytH +Ny, ;+Pv, (12)

for appropriate matrices M, N, and P. In the case of policy rule (4),
we have N = 0 and thus the simpler system

y,=MEy,,, +Pv, (13)

We now briefly describe the concepts of determinacy/indeterminacy
and stability under adaptive (least squares) learning using the general
frameworks of equations (12) and (13).

The first issue of concern is whether under rational expectations
the system possesses a unique stationary equilibrium, in which
case the model is said to be determinate. The model is said to be
indeterminate if it has multiple stationary solutions. These multiple
solutions include sunspot solutions, in which the rational expectations
equilibrium depends on extraneous random variables that influence
the economy solely through agents’ expectations.!2

The second issue concerns stability under adaptive learning. In
the introduction, we stressed the principle of cognitive consistency
according to which agents in the model are assumed to behave like
econometricians or statisticians when they form their expectations.
In the next section, this approach is formalized in terms of the
perceived law of motion (PLM) describing the agents’ beliefs. These
beliefs concern the stochastic process followed by the endogenous
(and exogenous) variables that need to be forecasted. The parameters

12. If the model is indeterminate, one can ask whether the sunspot solutions are
stable under learning. For a general discussion see Evans and Honkapohja (2001). In
general, different forms of sunspot solutions exist, and stability under learning can
depend on the particular representation; see Evans and Honkapohja (2003b) and Evans
and McGough (2005b).
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of the PLM are updated using an appropriate statistical technique,
called an adaptive learning rule, and forecasts are made using the
estimated PLM at each moment of time. If private agents follow an
adaptive learning rule like recursive least squares to update the
parameters of their forecasting model, will the rational expectations
solution of interest be stable—that is, will it be reached asymptotically
by the learning process? If not, the rational expectations equilibrium
is unlikely to be attained. This is the focus of the papers by Bullard
and Mitra (2002, 2007), Evans and Honkapohja (2003c, 2006), and
many others.

2.1 Digression on Methodology

Consider first the simpler reduced-form equation (13) under
rational expectations. For determinacy to hold, both eigenvalues of
the 2 x 2 matrix M must lie inside the unit circle. In the determinate

case, the unique stationary solution will be of the minimal state
variable (MSV) form:

y, =Cv,,

where € is a 2 x 2 matrix that is easily computed. If, instead, one or
both roots lie inside the unit circle, then the model is indeterminate.
There will still be a solution of the MSV form, but there will also be
other stationary solutions.

Next, we consider the system under learning. Suppose that agents
believe that the solution is of the form

y,=a+tcv, (14)

while the the 2 x 1 vector a and the the 2 x 2 matrix ¢ are not known
but instead are estimated by the private agents. Equation (14) is the
PLM of the agents. We include an intercept vector because, although
we have translated all variables to have zero means for theoretical
simplicity, in practice agents will need to estimate intercepts as well
as slope parameters.13

13. Private agents and the policymaker are here assumed to observe the shocks
v,. If v, is not observable then the PLM would be adjusted to reflect relevant available
information.
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With this PLM and parameter estimates (a, ¢), agents would form
expectations as

*
E'y,,=a+cFv,

where F is either known or also estimated. Inserting these expectations
into eqauation (13) and solving for y,, we get the implied actual law
of motion (ALM), that is, the law that y, would follow for a fixed PLM
(a, ¢).1* This is given by

y,=Ma+ (P + McF)v,.

We have thus obtained an associated mapping from PLM to ALM,
given by

T(a, ¢c) = Ma, P + McF)v,,

and the rational expectations solution (0, €) is a fixed point of this map.

Under real-time learning, the sequence of events is as
follows.!> Private agents begin period ¢ with estimates (a,, ¢,) of
the PLM parameters computed on the basis of data through ¢ — 1.
Next, exogenous shocks v, are realized, and private agents form
expectations Et*ym = a, + ¢,Fv, (assuming for convenience that F
is known). Following, for example, policy rule (4), the central bank
sets the interest rate i,, and y, is generated according to equations
(1) and (2) together with the interest rate rule. This temporary
equilibrium is summarized by equation (13). At the beginning of
t +1 agents add the new data point to their information set to
update their parameter estimates to (a,,,, ¢,,,) using least squares,
for example, and the process continues. The question of interest is
whether (a,, ¢) — (0, ©) over time.

It turns out that the answer to this question is given by the
E-stability principle, which advises us to look at the differential
equation

di(a,c) =T(a,c)—(a,c),

14. The ALM describes the temporary equilibrium for given expectations, as
specified by the forecasts from the given PLM.

15. Formal analysis of learning and E-stability for multivariate linear models is
provided in Evans and Honkapohja (2001, chap. 10).
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where T denotes notional time. If the rational expectations
equilibrium (0, ©) is locally asymptotically stable under this
differential equation, then the equilibrium is stable under least
squares and closely related learning rules. Conditions for local
stability of this differential equation are known as expectational
stability or E-stability conditions. We also refer to these stability
conditions as the conditions for stability under adaptive learning,
the conditions for stability under learning, or the conditions for
learnability of the equilibrium.

For the reduced-form equation (13), it can be shown that the
two E-stability conditions are that the eigenvalues of M have real
parts less than one and that all products of eigenvalues of M times
eigenvalues of F have real parts less than one. It follows that for
this reduced form, the conditions for stability under adaptive
learning are implied by determinacy, but not vice versa.l® This is
not, however, a general result: sometimes E-stability is a stricter
requirement than determinacy, and in other cases neither condition
implies the other.

Consider next the reduced-form equation (12). Standard
techniques are available to determine whether the model is
determinate.!” In the determinate case, the unique stationary
solution takes the MSV form

y,=a+by,  +cv (15)

I

for appropriate values (a, b, ¢) = (0, b, €). In the indeterminate case,
there are multiple solutions of this form, as well as non-MSV rational
expectations equilibrium.

To examine stability under learning, we treat equation (15) as
the agents’ PLM. Under real-time learning, agents estimate the
coefficients a, b, ¢ of equation (15). This is a vector autoregression
(VAR) with exogenous variables v,. The estimates (a,, b,, ¢,) are
updated at each point in time by recursive least squares. Once again
it can be shown that the E-stability principle gives the conditions for
local convergence of real-time learning.

16. See McCallum (2007) for conditions when determinacy implies E-stability.

17. The procedure is to rewrite the model in first-order form and compare the
number of nonpredetermined variables with the number of roots of the forward-looking
matrix that lie inside the unit circle.
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For E-stability, we compute the mapping from the PLM to the
ALM as follows. The expectations corresponding to equation (15) are
given by

E'y,.,=a+b(a+by,  +cv)+cFv, (16)

where we are treating the information set available to the agents, when
forming expectations, as including v, and y, ; but not y,. (Alternative
information assumptions would be straightforward to consider.) This
leads to the mapping from PLM to ALM given by

T(a,b,c) = [MI + b)a, Mb? + N, M(bc + cF) + P], amn

E-stability is again determined by the differential equation
d
d—(a,b,c) = T(a,b,c) —(a,b,c), (18)
-

and the E-stability conditions govern stability under least squares
learning.

2.2 Results for Monetary Policy

We now describe the determinacy and stability results for the
interest rate rules described in section 1.

2.2.1 Taylor rules

Bullard and Mitra (2002) consider Taylor-type rules and find that
the results are sensitive to whether the i, rule conditions on current,
lagged or expected future output and inflation. In addition to assuming
that %, x, > 0, they assume that the serial correlation parameters in
F are nonnegative. The results are particularly straightforward and
natural for policy rule (4).1® Bullard and Mitra (2002) show that the
rational expectations equilibrium is determinate and stable under
learning if and only if (using our notation)

18. Throughout we assume that we are not exactly on the border of the regions of
determinacy or stability.
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Ax,— 1D+ 1 -PB)x,>0.

In particular, determinacy and stability are guaranteed if policy obeys
the Taylor principle that x_> 1, so that nominal interest rates respond
at least one for one with inflation.

The situation is more complicated if lagged or forward-looking
Taylor rules are used, and full analytical results are not available. For
the lagged variable case, they find that for x> 1 and a sufficiently
small x> 0, the policy leads to a rational expectations equilibrium
that is determinate and stable under learning. For x_ > 1 but ¥ too
large, the system is explosive.

Bullard and Mitra (2002) also look at forward-looking versions of
the Taylor rule, taking the form

= XwEt*“tH + XxEt*le’ (19)

where x_, x, > 0 and where we can interpret E, 't ,, and E,x,,, as
identical one-step-ahead forecasts, based on least-squares updating,
used by both private agents and policymakers. They find that for
X, > 1 and a sufficiently small x> 0, the policy leads to a rational
expectations equilibrium that is determinate and stable under
learning. Now for x> 1 and a large ¥, the system is indeterminate,
yet the MSV solution is stable under learning. E-stable sunspot
equilibria are also possible, however, as shown by Honkapohja and
Mitra (2004) and discussed further by Carlstrom and Fuerst (2004)
and Evans and McGough (2005a).

The Bullard and Mitra (2002) results emphasize the importance
of the Taylor principle in obtaining stable and determinate interest
rate rules.’® At the same time, their results show that stability
under learning must not be taken for granted, even when the system
is determinate so that a unique stationary solution exists. The
policymaker must appropriately select the parameters of the policy
rule, X, X,» Wwhen an instrument rule describes policy. Stability under
learning provides a constraint for this choice.

19. Bullard and Mitra (2007) extend their analysis to include interest rate inertia,
while Kurozumi (2006) considers modifications to the determinacy and E-stability
results when the model structure is varied. Mitra (2003) examines performance of the
related case of nominal income targeting.
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2.2.2 Optimal monetary policy

Evans and Honkapohja (2006) focus on optimal monetary policy
under commitment. It turns out that under the fundamentals-based
policy rule (7), the economy is invariably unstable under learning.
This is the case even though this rule yields regions in which
the optimal rational expectations equilibrium is determinate.2°
The basic intuition for this result can be seen from the following
reduced-form equation:

Xy _ 1 P E:xz+1 —pb,  0)fx,, -, u (20)
w) I BN Em ) e, 0flm )T L=, )
Since typically 8 + ¢ > 1, upward mistakes in E t*ﬁ ++1 lead to higher =,

both directly and indirectly through lower ex ante real interest rates,
which under learning sets off a cumulative movement away from the
rational expectations equilibrium. The feedback from x, ; under the
fundamentals-based i, rule with commitment (7) does not stabilize the
economy. Figure 1 shows how divergence from the optimal rational
expectations equilibrium occurs under rule (7).2! The instability of
the fundamentals-based rules, which are designed to obtain optimal
policy, serves as a strong warning to policymakers not to automatically
assume that rational expectations will be attained. It is necessary
to examine explicitly the robustness of contemplated policy rules to
private agent learning.

In Evans and Honkapohja (2003c, 2006), we show how the
problems of instability and indeterminacy can be overcome if private
agents’ expectations are observable, so that interest rate rules can be
partly conditioned on these expectations. In Evans and Honkapohja
(2006), we show that under rule (8), the economy is determinate and
the optimal rational expectations equilibrium is stable under private
agent learning for all possible structural parameter values. The key
to the stability results can be seen from the reduced form,

20. The learning stability results are sensitive to the detailed information
assumptions. With the PLM equation (15), if agents can make forecasts conditional also
on y, then there are regions of both stability and instability under the fundamentals-
based rule, depending on the structural parameters.

21. Figures 1 and 2 are based on the calibration by McCallum and Nelson (1999).
Using other calibrations would yield similar results.
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Figure 1. Instability with a Fundamentals-Based Rule
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In equation (21), the feedback from inflation expectations to actual
inflation is stabilizing since the coefficient o/ (o + \2) is less than
one and the influence of x, , is also weak. Deviations from rational
expectations are thus offset by policy in such a way that under
learning private agents are guided over time to form expectations
consistent with the optimal equilibrium. Our expectations-based rule
obeys a form of the Taylor principle, since §_> 1. Figure 2 illustrates
convergence of learning under rule (8).

Our optimal policy rule is conditioned on both private expectations
and observable exogenous shocks, as well as lagged output. Moreover,
when computing the optimal expectations-based rule, the central
bank must use the correct structural model of the IS and price setting
relationships, which in turn depend on the specific form of boundedly
rational individual behavior. For example, the form of the optimal
expectations-based rule would be different if agents followed the long-
horizon decision rules considered by Preston (2005, 2006).

Variations of fundamentals-based rules can perform well in some
cases, at least for a relevant region of structural parameter values.
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Figure 2. Stability with an Expectations-Based Rule
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For the hybrid rule suggested by Svensson and Woodford (2005),
numerical analysis shows that, in calibrated models, rule (10) yields
both determinacy and stability under learning for sufficiently high
values of 0. Similarly, the hybrid rule suggested by McCallum and
Nelson (2004) appears to deliver E-stability of the rational expectations
equilibrium. Another favorable case emerges if policy objective (5) is
extended to include a motive for interest rate stabilization. Duffy and
Xiao (2007b) show that in this case an optimal Taylor-type rule can
deliver determinacy and E-stability for a region of parameter values
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that includes the usual calibrations used in the literature. We comment
further below on stability with constant-gain learning for operational
versions of these rules.

Finally, some researchers have proposed monetary policy
formulations other than interest rate rules. For example, policy could
be formulated as a money supply rule, such as the Friedman proposal
for k& percent money growth. Evans and Honkapohja (2003d) show that
Friedman’s rule always delivers determinacy and E-stability in the
standard New-Keynesian model, but it does not perform well in terms
of the policy objective function. Dennis and Ravenna (2008) examine
stability of the economy under optimal discretionary policy, formulated
as a targeting rule, for different forms of private agent learning.

2.3 Some Practical Concerns

Many of the i, rules discussed above may not be operational, as
discussed in McCallum (1999). For example, McCallum and Nelson
(2004) note that it may be unrealistic to assume that policymakers
can condition policy on current x, and =,. Similarly, policymakers may
not have access to accurate observations on private expectations. We
consider these points in reverse order. In the subsequent discussion,
we focus on the expectations-based rule (8), the Taylor rule (4), and
the hybrid rules (10) and (11).

2.3.1 Observability of private expectations

The expectations-based rule (8) requires observations of current
private expectations of future variables. While survey data on private
forecasts of future inflation and various measures of future output
exist, there are concerns about the accuracy of this data. If observations
of expectations are subject to a white noise measurement error, then
our stability and determinacy results are unaffected. Furthermore,
if measurement errors are small, then the policy will be close to
optimal. If measurement errors are large, however, then this will
lead to a substantial deterioration in performance. In this case, one
might consider substituting a proxy for such observations. Since we
are assuming that private agents forecast by running VARs, the most
natural proxy is for the central bank to estimate corresponding VARs
and use these in equation (8).

Suppose now that agents and the central bank begin with different
initial estimates, possibly have different learning rules, and use data



Expectations, Learning, and Monetary Policy: An Ouverview 45

sets with different initial dates. When the private agents and the
central bank are separately estimating and forecasting VARs, we must
distinguish between their expectations. An extended E-stability analysis
for economies with heterogenous expectations gives the conditions for
convergence of heterogeneous learning, as shown in Honkapohja and
Mitra (2006). Honkapohja and Mitra (2005b) analyze this issue for the
case of optimal discretionary policy and expectations-based interest
rate rules. Evans and Honkapohja (2003a) show that using VAR proxies
can also achieve convergence to the optimal rational expectations
equilibrium with commitment. Finally, Muto (2008) considers the
consequences of learning from the published central bank’s forecast.

The form of the extended E-stability conditions for heterogeneous
learning depends on the nature of heterogeneity among agents. If the
heterogeneities are transient (in the sense described in Honkapohja
and Mitra, 2006), then the standard E-stability conditions directly
apply. In cases of persistent heterogeneity, the learning stability
conditions are somewhat sensitive to the detailed assumptions.
Additional restrictions are required for stability in some cases, such
as when private agents estimate parameters using stochastic gradient
techniques while the central bank uses least squares.

2.3.2 Unavailability of current data

A difficulty with the standard Taylor rule (equation 4), as well
as the hybrid rules of Svensson and Woodford (2005) and McCallum
and Nelson (2004), is that they presuppose that the policymaker can
observe both the current output gap and inflation when setting the
interest rate. McCallum (1999) has criticized such policy rules as not
being operational. In the case of the Taylor rule, Bullard and Mitra
(2002) show that this problem of unobservability can be avoided by
the use of “nowcasts” Et*yt in place of the actual data y,. Determinacy
and E-stability conditions are not affected by this modification.

For the hybrid rules, performance depends on the rule. Numerical
analysis suggests that E-stability can still be achieved for the
Svensson-Woodford rule under standard values of the parameters.
The situation is more complex for the McCallum-Nelson rule.
McCallum and Nelson (2004) suggest using forward expectations in
place of actual data. Doing so, however, means that determinacy and
stability under learning are no longer guaranteed, and sufficiently
large values of the policy parameter 6 induce both instability under
learning and indeterminacy. This is unfortunate since large values
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of 6 are needed to achieve a close approximation to optimal policy.
Evans and Honkapohja (2003a) argue that the loss in welfare relative
to the optimum is significant if 0 is required to satisfy the constraints
of E-stability and determinacy.

An additional issue with stability under learning arises when
current data are unobservable to the policymaker. If private agents
are using constant-gain learning (see section 4.2 for details), the
stability conditions are more demanding. As discussed in Evans and
Honkapohja (2008), the hybrid rules suggested by Svensson and
Woodford (2005) and McCallum and Nelson (2004), as well as the
Taylor-type optimal rule of Duffy and Xiao (2007b), are subject to the
problem of instability under constant-gain learning for many realistic
gain parameter values.

2.3.3 Imperfect knowledge of structural parameters

A third practical concern is that the use of optimal rules requires
knowledge of the true values of the structural parameters on the
part of the central bank. Evans and Honkapohja (2003a, 2003c)
extend the basic analysis to a situation in which the central bank
estimates the structural parameters ¢ and X in equations (1) and (2)
and in each period uses the current estimates in its optimal interest
rate rule.??2 The basic results concerning optimal interest rate rules
extend naturally to this situation. The fundamental-based rules under
commitment and discretion are not learnable, while the corresponding
expectations-based rules deliver convergence of simultaneous learning
by the private agents and the central bank.

Since optimal monetary policy depends on structural parameters,
uncertainty about their values is an issue, even if the central bank can
learn their values asymptotically. Evans and McGough (2007) examine
optimal Taylor-type rules based on Bayesian model averaging, where
determinacy and stability under learning are imposed across all
plausible structural parameter values.

Orphanides and Williams (2007) also stressed the importance
of structural uncertainty. Their model incorporates both imperfect
knowledge about the natural rates of interest and unemployment and
constant-gain learning by private agents. They emphasize monetary
policy rules that are robust along all of these dimensions.

22. It is natural to assume that the central bank knows the discount factor, 3, and
the policy weight, a.
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3. FURTHER DEVELOPMENTS

A great deal of recent work extends the results on monetary policy
and learning. One of the more significant issues, from an applied
point of view, is the incorporation of constant-gain or perpetual
learning, in which private agents update estimates using least
squares, but discount past data. Consequently, agents’ expectations
never fully converge to the rational expectations equilibrium, but
they are (asymptotically) in a neighborhood of the equilibrium,
provided the equilibrium is stable. Several papers discuss the issue
of optimal policy when the learning process itself is incorporated into
the optimal policy problem, either during the learning transition
or under perpetual learning (Orphanides and Williams, 2005a,
2007; Molnar and Santoro, 2006; Gaspar, Smets, and Vestin, 2005,
2006). A related issue studied by Ferrero (2007) concerns speed of
convergence of learning for alternative policy rules. Arifovic, Bullard,
and Kostyshyna (2007) consider the implications of social learning
for monetary policy rules.

Extensions of the learning stability results to open economy
and multi-country settings have been made by Llosa and Tuesta
(2008), Bullard and Schaling (2006), Bullard and Singh (2006),
Zanna (2006), and Wang (2006), among others. These papers
examine both Taylor-type rules and interest rate rules that target
real exchange rates. Another extension of the basic model considers
determinacy and E-stability of rational expectations equilibrium
when long-term interest rates are introduced to the model (see
McGough, Rudebusch, and Williams, 2005; Tesfaselassie, Schaling,
and Eijffinger, 2008).

In the standard New-Keynesian model, monetary policy works
entirely via the demand side. Kurozumi (2006) and Llosa and Tuesta
(2007) consider how determinacy and learning conditions are altered
when monetary policy has direct effects on inflation. Kurozumi
and van Zandweghe (2008b) extend the analysis to the model with
search in labor markets, while Wieland (2008) analyzes the role of
endogenous indexation for inflation targeting. Kurozumi and van
Zandweghe (2008a), Duffy and Xiao (2007a), and Pfajfar and Santoro
(2007a) examine in detail how the learning stability conditions for
Taylor rules are modified when capital is incorporated into the
New-Keynesian model. The results for models with capital depend
on precisely how capital is modeled, that is, on whether adjustment
costs are included and whether there is firm-specific capital or a



48 George W. Evans and Seppo Honkapohja

rental market for capital. One result that emerges in some of these
settings is that determinacy and E-stability require the interest rate
rule to have a positive response to the output gap.

Learning plays a key role in a number of detailed policy issues.
Some central banks often set monetary policy based on the constant
interest rate that is expected to deliver a target inflation rate over
a specified horizon. Honkapohja and Mitra (2005a) explore how this
affects stability under learning. Transparency and communication of
targets and rules are further considered by Berardi and Duffy (2007)
and Eusepi and Preston (2007).

While the New-Keynesian model is based on a linearized set-up
under Calvo-type pricing, nonlinear settings based on quadratic costs
of price adjustments suggested by Rotemberg (1982) have been useful
for studying the possibility of liquidity trap equilibria.2® Benhabib,
Schmitt-Grohé, and Uribe (2001) investigate this issue under perfect
foresight. Evans and Honkapohja (2005) analyze this set-up under
learning for the case of flexible prices, while Evans, Guse, and
Honkapohja (2008) focus on a sticky-price version. The latter paper is
discussed further below. Sticky-information models that incorporate
learning have also been developed (Branch and others, 2007, 2008).

A number of theoretical learning topics have recently been pursued
that have a bearing on monetary policy issues. Forward-looking Taylor
rules can generate indeterminacy for some choices of parameters.
In these cases, can stationary sunspot equilibria be stable under
learning? Honkapohja and Mitra (2004), Carlstrom and Fuerst (2004),
and Evans and McGough (2005a) examine this issue in the New-
Keynesian setting, where conditions for stable sunspots are obtained
in linearized models, while Eusepi (2007) looks at the question in a
nonlinear setting. Evans, Honkapohja, and Marimon (2007) show that
stable sunspot equilibria can arise in a cash-in-advance framework in
which part of the government deficit is financed by seigniorage.

Constant-gain learning raises the issue of the appropriate choice
of gain parameter (see Evans and Honkapohja, 1993, 2001, chap. 14;
Marcet and Nicolini, 2003). Evans and Ramey (2006) consider this
problem in a simple monetary set-up in which private agents face an
unknown regime-switching process. This paper shows how the Lucas
critique, based on rational expectations, can carry over to learning
dynamics in which agents have misspecified models.

23. Bullard and Cho (2005) study the possibility of liquidity traps under learning
using a linearized New-Keynesian model.
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A number of papers model monetary policy with near-rational
expectations. Woodford (2005) develops a min-max concept of policy
robustness in which policymakers protect against agents’ expectations
being distorted away from rational expectations within some class of
near rational expectations. Bullard, Evans, and Honkapohja (2008)
consider the possibility that expert judgement based on extraneous
factors believed to be present can become almost self-fulfilling.
They show how to alter monetary policy to protect against these
near-rational exuberance equilibria. Heterogeneous expectations is
another area that is increasingly receiving attention. Theoretical
work on monetary policy that allows for learning heterogeneity across
private agents, or between policymakers and private agents, includes
Evans, Honkapohja, and Marimon (2001), Giannitsarou (2003), and
Honkapohja and Mitra (2005b, 2006). Guse (2008) and Berardi (2008)
introduce misspecified expectations to the New-Keynesian model,
while Tetlow and von zur Muehlen (2008) introduce robustness
considerations to the analysis of stability. A related approach
emphasizes that private agents may have different types of predictors,
with the proportions of agents using the different forecast methods
changing over time according to relative forecast performance
(see Brock and Hommes, 1997; Branch and Evans, 2006b). For an
application to monetary inflation models and monetary policy, see
Branch and Evans (2007) and Brazier and others (2008).

Empirical applications of learning to macroeconomics and
monetary policy include Bullard and Eusepi (2005) and Orphanides
and Williams (2005b), who look at estimated models that focus on the
explanation of the large increase in inflation rates in the 1970s. Milani
(2005, 2007) incorporates learning as a way to explain persistence
in New-Keynesian models, using U.S. data. The first attempts to
incorporate learning to applied dynamic stochastic general equilibrium
(DSGE) models have recently been undertaken by Slobodyan and
Wouters (2007) and Murray (2007). Several papers use least-squares
learning models or dynamic predictors to explain expectations data,
including Branch (2004), Branch and Evans (2006a), Orphanides and
Williams (2005c¢), Basdevant (2005), Pfajfar (2007), and Pfajfar and
Santoro (2007b).

Other important empirical learning papers include Marcet and
Nicolini (2003), which studies hyperinflation in South American
countries (we discuss this paper in detail below). In addition, Cogley
and Sargent (2005), Sargent, Williams, and Zha (2006), Primiceri
(2006), Ellison and Yates (2007), and Carboni and Ellison (2007, 2008)
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emphasize the importance of policymaker model uncertainty and the
role of central bank learning in explaining the historical evolution of
inflation and unemployment in the post-1950 period.

In the next sections we discuss four recent topics that address
important applied questions. Learning plays a crucial role in these
analyses, but the main focus in each case goes well beyond the stability
of rational expectations equilibrium under learning.

4. PERPETUAL LEARNING AND PERSISTENCE

The preceding sections were concerned with the stability of the
rational expectations equilibrium under least squares (LS) learning.
That is, we used LS learning to assess whether a rational expectations
equilibrium is attainable if we model agents as econometricians.
Orphanides and Williams (2005a) show that taking the further step of
replacing (“decreasing gain”) LS learning with constant-gain learning
has important implications for monetary policy, even if the equilibrium
is stable under learning.

Orphanides and Williams work with a simple two-equation
macroeconomic model. The first equation is a new classical
expectations-augmented Phillips curve with inertia:

T = 0m, + A=), + oy, +e, (22)

where 7, is the rate of inflation between period ¢ and period ¢ + 1,
., is the rate of inflation over this period expected at time ¢, y,,, is
the level of the output gapin ¢+ 1, e, is a white noise inflation shock,
and (1 — ¢)w, represents intrinsic inflation persistence. We assume
0<od<l.

The second equation is an aggregate demand relation that
embodies a lagged policy effect:

Vo1 =% T Uy

Here, x, is set by monetary policy at ¢, and u,_, is white noise. Through
monetary policy it is assumed that one period ahead, policymakers
are able to control aggregate output up to the unpredictable random
disturbance u,,,. This equation basically replaces the IS and LM
curves. It is convenient for the task at hand, but suppresses issues of
monetary control.
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4.1 Optimal Policy under Rational Expectations

At time ¢ the only state variable is w,. Policymakers have a target
inflation rate, ©°, and care about the deviation of w, from 7*. Their
instrument is x,, and they are assumed to follow a rule of the form,

x, = —0(w, — ™). (23)

Policymakers also care about the output gap, y,,,. Since stable inflation
requires Ey, = 0, policymakers are assumed to choose 0 to minimize

L=(1—-wEy?+wE(r, — )2,

This is a standard quadratic loss function. We can think of w as
reflecting policymakers preferences, which may (or may not) be derived
from the preferences of the representative agent.

Under rational expectations, ©;,; = E, 7, ;, and it follows that

e . Q
T = T Tt

1—¢

Substituting into equation (22) yields

Q
Ty = T + 1 Xt o, te .

Substituting in policy rule (23) yields
N 1-¢0—ab|_
T = ? T, +au, te,,
where %, =7, — 7 .
Computing Ex? and Ey?, it is straightforward to minimize L

over 0 to get 6, the optimal choice of § under rational expectations.
Orphanides and Williams (2005a) show that

o =of [w,ﬂ],

Q
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and that 6 is increasing in both w and in the degree of inertia, 1 — o.
Varying wleads to an efficiency frontier, described by a familiar trade-
off between o_and o,, which is sometimes called the Taylor curve.

For this choice of feedback parameter, in the rational expectations
equilibrium inflation follows the process

_ PP .
T, =¢, +¢ T, , + noise,
and
_ PP
Er,, =c o,

where ¢/ = ab” /(1 —0) and ¢] =1—[a®” /(1 —&)]. Here noise, is white
noise. The superscript P refers to perfect knowledge, which Orphanides
and Williams use as a synonym for rational expectations.

The problem is thus quite straightforward under rational
expectations. How “aggressive”’policy should be with respect
to deviations of inflation from target depends naturally on the
structural parameters ¢ and o and on the policymaker preferences
as described by w.

4.2 Least-Squares Learning

We now make the crucial step of backing away from rational
expectations. Instead of assuming that agents are endowed a priori with
rational expectations, we model the agents as forecasting in the same
way that an econometrician might: by assuming a simple time series
model for the variable of interest, estimating its parameters, and using
the estimated model to forecast. Specifically, suppose private agents
believe that inflation follows a first-order autoregressive, or AR(1),
process, as it does in a rational expectations equilibrium, but that they
do not know ¢, ¢ . Instead they estimate the parameters of
™

(=Gt em Ty,

by a least-squares-type regression, and at time ¢ they forecast
Tra1 = Cop + €T

The estimates c ,, ¢, are updated as new data become available.
We consider two cases for this updating. First, suppose that agents
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literally do least squares using all the data. We assume that
policymakers do not explicitly take account of private agent learning
and follow the feedback rule with 6 = 6”. Then, with infinite memory
(that is, no discounting of observations), one can show that

p P
CoisCiy — Co G

with probability 1. Asymptotically, we get the optimal rational
expectations equilibrium.

Orphanides and Williams (2005a) make a small but significant
change to the standard least squares updating formula. With regular
LS, each data point counts equally. When expressed in terms of a
recursive algorithm (that is, recursive least squares, or RLS), the
coefficient estimates Cop €1, are updated in response to the most
recent data point with a weight proportlon to the sample size 1/t. We
often say that RLS has a decreasing gain since the gain, or weight,
on each data point is k, = 1/¢, which declines towards 0 as ¢ — oo.
Orphanides and Williams instead consider constant-gain RLS, in
which past data is discounted. In terms of the RLS algorithm, this is
accomplished technically by setting the gain—the weight on the most
recent observation used to update estimates—to a small constant, that
is, by setting k, = k (for example, 0.05). This is equivalent to using
weighted least squares with weights declining geometrically in time
as we move backward from the current date.

Why would it be natural for agents to use a constant rather than
decreasing gain? The main rationale for this procedure is that it
allows estimates to remain alert to structural shifts. As economists,
and as econometricians, we tend to believe that structural changes
occasionally occur, and we might therefore assume that private
agents also recognize and allow for this. Although in principle one
might attempt to model the process of structural change, this tends to
unduly strain the amount of knowledge we have about the economic
structure. A reasonable alternative is to adjust parameter estimators
to reflect the fact that recent observations convey more accurate
information on the economy’s law of motion than do data further in
the past, and constant-gain estimators are one very natural way of
accomplishing this down-weighting of past data. Another approach
that is sometimes used in practice is to implement a rolling data-
window of finite length.2*

24. Honkapohja and Mitra (2003) discuss the implications of bounded memory as
a model of learning.
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4.3 Implications of Constant-Gain Least Squares

With constant-gain procedures, estimates no longer fully converge
to the rational expectations equilibrium. The estimators Cor Ciy
converge instead to a stochastic process. Orphanides and Williams
(2005a) therefore use the term perpetual learning to refer to the
constant-gain case.

If the gain parameter k is very small, then estimators will be close
to the equilibrium values most of the time with a high probability, and
output and inflation will be near their equilibrium paths. Nonetheless,
small plausible values like k = 0.05 can lead to very different outcomes
in the calibrations Orphanides and Williams consider. They analyze
the results using simulations, with ¢ =0.75 and a=0.25. They consider
0 € {0.1, 0.6, 1.0}, which corresponds to weights w = 0.01, 0.50, and
1.00, respectively, under rational expectations.

Their main findings are threefold. First, the standard deviations
of Co.t and ¢, are large even though forecast performance remains
good. Second, the persistence of inflation increases substantially,
compared with the rational expectations equilibrium, as measured by
the AR(1) coefficient for «,. Finally, the policy frontier shifts out very
substantially and sometimes in a nonmonotonic way.

4.4 Policy Implications

Under perpetual learning by private agents, if policymakers keep
to the same class of rules,

x, = —GS(TYt — 1,

then they should choose a different 6 than under rational expectations.
Here the notation 6 indicates that we restrict policymakers to choosing
from the same “simple” class of policy rules. There are four main
implications for policy in the context of constant-gain (perpetual)
learning by private agents. First, the “naive” policy choice, that is,
the policy that assumes rational expectations (perfect knowledge)
on the part of agents, can be strictly inefficient when the agents are,
in fact, following perpetual learning with k > 0: there are cases in
which increasing 65 above 6 would decrease the standard deviations
of both inflation and output. Second, policy should generally be more
hawkish—that is, under perpetual learning the monetary authorities
should pick a larger 65 than if agents had rational expectations.
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Third, following a sequence of unanticipated inflation shocks,
inflation doves (that is, policymakers with a low 6, reflecting a low
w) can do very poorly, as these shocks can lead expectations to
temporarily but persistently deviate substantially from rational
expectations. Finally, if the inflation target, «*, is known to private
agents, so that they need estimate only the slope parameter c,
using the PLM,

T — T =¢y(m,— ) +v

t+1 t+1°

then the policy frontier is more favorable than when the intercept c, is
not known. One way to interpret this is that central bank transparency
is useful.

Figure 3 indicates how the performance of policy depends on
expectations formation and what the policymaker assumes about it.
The middle curve is the efficient policy under learning, while “naive”
refers to the case in which policy presumes rational expectations while
agents are in fact learning with gain k = 0.05.

Figure 3. The Policymaker’s Loss

________________________ i b=0.750=0.25

Rational expectations

0 w 1

Source: Authors’ drawing, adapted from Orphanides and Wiliams (2005a), figure 7.

Perpetual learning thus turns out to have major implications
for policy, even when the deviation from the rational expectations
equilibrium might not be thought to be too large. The main policy
implication is that with perpetual learning, there should be a policy
bias toward hawkishness. The intuition for this result that a more
hawkish policy (high 6) helps to keep inflation expectations, 7.,



56 George W. Evans and Seppo Honkapohja

in line, or closer to rational expectations values. This qualitative
result also emerges in the more general setting in Orphanides and
Williams (2007).

5. ESTIMATED MODELS WITH LEARNING

The Orphanides and Williams (2005a) results suggest another
implication of learning that goes beyond policy, namely, that learning
itself can be a source of persistence in macroeconomic dynamics. The
starting point for this line of thought, as pursued by Milani (2005,
2007), 1s that inflation persistence in the data is much higher than
arises from the basic New-Keynesian model. For a good empirical fit
to the data, a backward-looking component is needed in the New-
Keynesian Phillips curve under the rational expectations assumption.
The source of the backward-looking component used in these hybrid
models, however, is controversial. Milani (2005) considers the question
of whether learning dynamics can provide some or all of the persistence
needed to fit the data.

To investigate this, consider the most frequently used modification
to the basic New-Keynesian model, namely, adding indexation to a
Calvo price setting; that is, firms that do not optimize in any given
period set prices that are indexed to past inflation. This yields

F\‘ B * 6
T, = T, , + Ex , +—=x +u,
t 1+B’\{ t—1 1+B’\{ t 1 1—"—6'\{ t t

where x, is the output gap and  measures the degree of indexation.
Earlier work under rational expectations empirically finds values of
~ that are close to one.

For expectations, we assume a PLM of the form

T, = 0gt oy te,

and agents at ¢ are assumed to use data {1,,}; " to estimate Dy Oy
using constant-gain least squares. For time ¢ estimates ¢, ,, ¢, ,, the
agents’ forecasts are given by

* _ *
E w, = Cbo,t + cbl,t E/w,

= (bO,t + cbl,t((bo,t + Cbl,t“tfl)’
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where we assume that the aggregate inflation rate, «,, is not included
in the agents information set at the time of their forecasts.
The implied ALM 1is

1 2
_ B‘bo,t( + d)l,t) + N Bd)l,t T, 5 X, + u,.
1+By 1+8y 1468y

Alternatively, Milani (2005) also considers using real marginal cost
as the driving variable in place of the output gap, x,. To estimate the
model for the United States, Milani computes inflation from the GDP
deflator and the output gap as detrended GDP, while real marginal
costs are proxied by the deviation of the labor income share from 1960:1
to 2003:4. Agents’ initial parameter estimates are obtained by using
presample data from 1951-59.

A two-step procedure is used. First, the PLM is estimated from
constant-gain learning using an assumed constant gain of Kk = 0.015.
This is in line with earlier empirical estimates. Milani then estimates
the ALM using nonlinear least squares. This procedure allows
us to estimate the structural source of persistence, ~, taking into
account the learning effects. The PLM parameter estimates show
the following pattern: b, , was initially low in the 1950s and 1960s,
before rising (up to 0.958) and then declining somewhat to values
above 0.8; by, Was also initially low before rising sharply and then
gradually declining after 1980.

The ALM structural estimates, in particular, generate a degree
of indexation of v = 0.139 (with the output gap). The results are fairly
robust to other choices of gain k that appear appropriate based on
Schwartz’s Bayesian information criterion. The estimate of ~ is not
significantly different from zero, and it constrasts sharply with the
high levels of ~ found under the rational expectations assumption.
It thus appears that the data are consistent with the learning
interpretation of the sources of persistence for inflation.

Milani (2007) estimates the full New-Keynesian model under
learning. He finds that the degree of habit persistence is also low in
the IS curve. This contrasts with the usual extension of the New-
Keynesian model under rational expectations that is often employed
to improve the empirical fit of the model. Milani’s work can be seen
as a starting point for the very recent attempts by Slobodyan and
Wouters (2007) and Murray (2007) to incorporate learning into
DSGE models.
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6. RECURRENT HYPERINFLATIONS

Marcet and Nicolini (2003) start from the standard hyperinflation
model with learning and extend it to an open economy setting.
Their aim is to provide a unified theory to explain the recurrent
hyperinflations experienced by many countries in the 1980s.

6.1 The Basic Hyperinflation Model

The starting point is the theoretical model sometimes known as
the seigniorage model of inflation (see Evans and Honkapohja, 2001,
chap. 11). The Cagan model is based on the linear money demand
equation, which can be obtained from an overlapping generations
(OG) endowment economy with log utility. Specifically,

My B

t t

if 1—~(P5,/P,) >0 and 0 otherwise. This equation is combined with
exogenous government purchases, d, > 0, that are entirely financed
by seigniorage:

M,=M, ,+d.P,

Rewriting this as M/P,= (M, ,/P, )( P, ,/P) + d, setting M =M,
and assuming d, = d, we get

P, 1-~F /P
P 1-~(PF/R)-d/o

Under perfect foresight (thatis, P, / P, = P,,, / P) there are two steady
states, 3; <3, provided d > 0 is not too large. If d is above a critical
value, then there are no perfect foresight steady states. There is also
a continuum of perfect foresight paths converging to 3,. Some early
theorists suggested that these paths might provide an explanation
for actual hyperinflation episodes.

Consider now the situation under adaptive learning. Suppose the
PLM s that the inflation process is a steady state, thatis, P, / P, = + ,,
where v, is perceived white noise. Then PLM expectations are
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and the corresponding ALM is

b _ 1=
b, 1-p-d/¢

=T(@G;d).

Under steady-state learning, agents estimate 3 based on past average
inflation, that is, (P,,,/P)¢ = 3,, where

+1

P
-1 Bt71 ]

Bt = Bt—l +t Pt,g

This is simply a recursive algorithm for the average inflation rate,
which is equivalent to a least-squares regression on a constant.2> The
stability of this learning rule is governed by the E-stability differential
equation

d
L @5,

-
where d is a fixed parameter. Since 0 < 7'(3;) <1and T'(3,) > 1, 8,
is E-stable, and therefore locally stable under learning, while 3, is
not. This is illustrated in figure 4.

Figure 4. Steady-State Learning in the Hyperinflation Model

@)
b

Source: Authors’ drawing.

25. One can consider more general classes of PLM. Adam, Evans, and Honkapohja
(2006) study the circumstances in which autoregressive PLMs can converge to
hyperinflation paths.
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An increase in d shifts 7' (3) up, so the comparative statics of 3,
are natural while those of 3, are counterintuitive. This, together with
the fact that the steady state 3,,is not stable under learning, suggests
problems with the rational expectations version of this model as a
theoretical explanation for hyperinflations.

6.2 Empirical Background

Marcet and Nicolini (2003) list four stylized facts about
hyperinflation episodes in the 1980s in a number of South American
countries (as well as some episodes in other places and at other
times): (1) hyperinflation episodes are recurrent; (2) exchange rate
rules stop hyperinflations, although new hyperinflations eventually
occur; (3) during a hyperinflation, seigniorage and inflation are
not highly correlated; and (4) average inflation and seigniorage are
strongly positively correlated across countries, with hyperinflations
only occurring in countries where seigniorage is high, on average.
Stabilization plans to deal with hyperinflation have been based either on
heterodox policy (exchange rate rules) or orthodox policy (permanently
reducing the deficit). Policies that combine both elements appear to
have been successful in stopping hyperinflations permanently.

6.3 The Marcet-Nicolini Model

Marcet and Nicolini (2003) use an open economy version of the
overlapping-generations hyperinflation model. This is a flexible price
model with purchasing power parity (PPP), so that

f, _
Ple, =P,

where P/ is the foreign price of goods, which is assumed to be
exogenous. There is a cash-in-advance constraint for local currency on
net purchases of consumption. This generates the demand by young
agents for the local currency. Hence, we continue to have the money
demand equation as in the basic model. Government expenditure, d,,
is assumed to be 1.1.d.

There are two exchange rate regimes. In the floating regime the
government does not buy or sell foreign exchange, and its budget
constraint is as in the basic model. There is no foreign trade, and
the economy behaves just like the closed economy model, with PPP
determining the price of foreign currency by e, = P,/ P/,
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In the exchange rate rule regime, the government buys or sells
foreign exchange, R,, as needed to meet a target exchange rate, e,.
Sales of foreign exchange generate revenue in addition to seigniorage
that the government can use to finance government purchases,
that is, (M,— M, ,)/P,=d,+ [(R,— R,_,)e, ]/P,. In equilibrium, any
increase in reserves must be matched by a trade surplus, that is,
(R,— R, ,)e, = TB,-P,, where TB, is total endowment minus total private
consumption minus d,.

The key question is the form of the exchange rate rule. When
an exchange rate rule is adopted, it is assumed that the object 1s
to stabilize inflation at a targeted rate, 3. This is accomplished by
setting e, to satisfy

f
B e
f
Ple,

=B,

which by PPP guarantees

b
b

—3.

Under the exchange rate rule, this last equation determines P,. Given
expectations, money demand determines M,. Reserves, R, must then
adjust to satisfy the flow government budget constraint.

The remaining question is how the government chooses its
exchange rate regime. We assume there is a maximum inflation rate
tolerated, 3;. The exchange rate regime is imposed only in periods
when inflation would otherwise exceed this bound (or if no positive
P, would otherwise clear the market).

6.4 Learning

Marcet and Nicolini (2003) argue that under rational expectations,
the model cannot properly explain the stylized facts of hyperinflation
outlined above. An adaptive learning formulation will be more
successful. They use a variation of the simple (decreasing gain)
steady-state learning rule, given above, in which the gain is made
state contingent:

P,
P, B]

Bz = Bt—l +L

t
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with a given (3. Here 1/a, =k, is what we have called the gain,
o, = o, ; + 1 corresponds to decreasing gain learning, and o, =a >1
is a constant-gain algorithm (o, can also be thought of as the effective
sample size). Marcet and Nicolini consider a version in which agents
switch between decreasing and constant gain according to recent
performance. Specifically,

P,
LIS

falls below some bound v, and otherwise o, = @.
The qualitative features of the model are approximated by the
system

o, =0y, +1 if

P
Pt =h(B,1,d)),

t—1

(24)

where h(3,d) = ?(B’d) if 0<.T(B,d)<BU
8 otherwise

Figure 5 describes the dynamics of system (24).

Figure 5. Inflation as a Function of Expected Inflation

h(3,d)

Source: Authors’ drawing, adapted from Marcet and Nicolini (2003), figure 3.
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There is a stable region consisting of values of 3 below the
unstable high inflation steady state, 3,, and an unstable region that
lies above it. Here we set 3 = (3;, the low inflation steady state. 3,
is set at a value above (3. This gives rise to very natural recurring
hyperinflation dynamics: starting from (3;, a sequence of random
shocks may push §, into the unstable region, at which point the gain
is revised upward to 1/a and inflation follows an explosive path until
it is stabilized by the exchange rate rule. Then the process begins
again. The model with learning has the following three features.
First, there may be eventual convergence to rational expectations.
This can occur if the random shocks/learning dynamics do not push
8, into the unstable regionfor a long time. Decreasing gain may
then lead to asymptotic convergence to 3;. Second, a higher E(d,)
raises both average inflation and the frequency of hyperinflations.
A combination of orthodox and heterodox policies make sense as
a way to end hyperinflations. Third, all four stylized facts listed
above can be matched using this model, and simulations of a
calibrated model look very plausible. Overall this appears to be
a very successful application of boundedly rational learning to a
major empirical issue.

7. LiQuipiTy TRAPS AND DEFLATIONARY SPIRALS

Deflation and liquidity traps have been a concern in recent times.
Evans, Guse, and Honkapohja (2008) consider issues of liquidity traps
and deflationary spirals under learning in a New-Keynesian model.
As we have seen, contemporaneous Taylor-type interest rate rules
should respond to the inflation rate more than one for one to ensure
determinacy and stability under learning. As emphasized by Benhabib,
Schmitt-Grohé, and Uribe (2001), however, if one considers the
interest rate rule globally, rather than in a neighborhood of the target
inflation rate, the requirement that net nominal interest rates must be
nonnegative implies that the rule must be nonlinear and that, for any
continuous rule, there exists a second steady state at a lower (possibly
negative) inflation rate. This is illustrated in figure 6, which shows the
interest rate policy R =1+ f(r) as a function of =.26 The straight line in
the figure is the Fisher equation, R = 7/3, which is obtained from the
usual Euler equation for consumption in a steady state.

26. Taylor rules usually also include a dependence on aggregate output, which
we omit for simplicity.
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Figure 6. Multiple Steady States with a Global Taylor Rule

1+f () /8

Source: Authors’ drawing.

Here we are now using R to stand for the interest rate factor (so
that the net interest rate is R — 1), and «, = P/P, | is the inflation
factor, so that @ — 1 is the net inflation rate. In the figure, =" denotes
the intended steady state, at which the Taylor principle of a more than
one-for-one response is satisfied, and , is the unintended steady state.
In addition, 7, may correspond to either a very low positive inflation
rate or to a negative net inflation rate, that is, deflation. The zero
lower bound corresponds to R = 1. Benhabib, Schmitt-Grohé, and Uribe
(2001) show that under rational expectations, there is a continuum of
liquidity trap paths that converge on =, . The pure rational expectations
analysis thus suggests a serious risk of the economy following these
liquidity trap paths.

What happens under learning? In Evans and Honkapohja (2005),
we analyzed a flexible-price perfect competition model. We show that
deflationary paths are possible, but that the real risk, under learning,
involves paths in which inflation slips below 7, and then continue to
fall further. For this flexible-price model, we show that this can be
avoided by a change in monetary policy at low inflation rates. The
required policy is to switch to an aggressive money supply rule at
some inflation rate between «; and 7", Such a policy would successfully
avoid liquidity traps and deflationary paths.

Evans, Guse, and Honkapohja (2008) reconsider the issues
in a model that allows for sticky prices and deviations of output
from flexible-price levels. They consider a representative-agent
infinite-horizon dynamic stochastic general equilibrium model with
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monopolistic competition and price-adjustment costs. Monetary
policy follows a global Taylor-rule as above. Fiscal policy is standard:
exogenous government purchases, g,, and Ricardian tax policy that
depends on real debt level. The model is essentially a New-Keynesian
model, except that, in line with Benhabib, Schmitt-Grohé, and Uribe
(2001), it has Rotemberg (1982) costs of price adjustment as the friction
rather than Calvo pricing. The model equations are nonlinear, and
the nonlinearity in its analysis under learning is retained.
The key equations are

« « e e €)l o
5 Dm =B D (6 )

—Q

1 -
1-— —](ct +8,)c "
1%

and

e %
e [’KH—I

C, = e
t t+1 BRt

The first equation is the New-Keynesian Phillips curve, relating T,
positively to 77, and to measures of aggregate activity. The second
equation is the New-Keynesian IS curve, obtained from the usual
household Euler equation. When linearized around a steady state, both
of these equations are identical in form to the standard New-Keynesian
equations. There are also money and debt evolution equations.

There are two stochastic steady states at n; and w,. If the random
shocks are 1.1.d., then steady-state learning is appropriate for both c®
and w¢, that is,

T =T, + 0, (T, — )

and

Clq =6 +o,(c —¢),

where ¢, is the gain sequence. The main findings are that while

the intended steady state at «" is locally stable under learning, the
unintended steady state at w; is unstable under learning. The key
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observation is that =, is a saddlepoint, which implies the existence of
deflationary spirals under learning. In particular, an expectational
shock can lead to sufficiently pessimistic expectations, and ¢® and «*
will follow paths leading to deflation and stagnation. This is illustrated
in figure 7, based on E-stability dynamics.

Figure 7. The Dynamics of ©¢ and ¢ under Normal Policy
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Source: Based on Evans, Guse, and Honkapohja (2008), figure 4.

The intuition for the result can be seen by supposing that we are
initially near the =, steady state and considering a small drop in «°.
With a fixed R this would lead through the IS curve to a lower ¢ and
thus through the Phillips curve, to a lower w. A sufficient reduction
in R would prevent the reductions in ¢ and «, but this is not possible
since we are close to the zero lower bound, and the global Taylor rule
here dictates only small reductions in R. The falls in realized ¢ and «
then leads under learning to reductions in ¢ and ©%, and this sets the
deflationary spiral in motion.

Thus, under normal policy the intended steady state is not
globally stable under learning. Large adverse shocks to expectations
or structural changes can set in motion unstable downward paths.
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Evans, Guse, and Honkapohja (2008) show that policy can be altered
to avoid the deflationary spiral. The recommended policy is to set a
minimum inflation threshold %, where n;, < & < n*. For example, if
the global Taylor rule is chosen so that «; corresponds to deflation,
then a convenient choice for the threshold would be zero net inflation,
% = 1. The authorities would follow normal monetary and fiscal policy
provided this delivers w, > . However, if «, threatens to fall below %
under normal policy, then aggressive policies would be implemented
to ensure that =, = %: interest rates would be reduced, if necessary
to near the zero lower bound R = 1, and if this is not sufficient, then
government purchases, g,, would be increased as required.

Evans, Guse, and Honkapohja (2008) show that these policies can
indeed ensure «, > % always under learning, and that incorporating
aggressive monetary and fiscal policies triggered by an inflation
threshold 7 leads to global stability of the intended steady state at
7".27 Perhaps surprisingly, they also show that it is essential to use
an inflation threshold, since using an output threshold to trigger
aggressive polices will not always avoid deflationary spirals.

8. CONCLUSIONS

Expectations play a large role in modern macroeconomics. While
the rational expectations assumption is the natural benchmark, it is
implausibly demanding. Realistically, it should be assumed that people
are smart, but boundedly rational. To model bounded rationality, we
recommend the principle of cognitive consistency: economic agents
should be about as smart as (good) economists. When economists
need to make forecasts, they do so using econometric models, so a
particularly natural choice is to model agents as econometricians.

Convergence to rational expectations is possible in many economic
models, with an appropriate econometric perceived law of motion.
However, the stability of rational expectations equilibrium under
private agent learning is not automatic. Our central message is
that monetary policy must be designed to ensure both determinacy
and stability under learning. This observation leads to particular
choices of interest rate rules, whether we are considering standard
classes of instrument rules or designing optimal monetary policy.
Instrument rules that respond appropriately to “nowcasts” perform

217. For non-Ricardian economies, Bénassy (2007) develops an alternative interest
rate rule that leads to global uniqueness.
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well in this respect, but implementing optimal policy appears to
require an appropriate response to private sector expectations about
the future.

More generally, policymakers need to use policy to guide
expectations, and the recent literature provides several important
illustrations. If under learning there are persistent deviations from
fully rational expectations, then monetary policy may need to respond
more aggressively to inflation in order to stabilize expectations.
The learning literature also shows how to guide the economy under
extreme threats of either hyperinflation or deflationary spirals. As
we have illustrated, appropriate monetary and fiscal policy design
can minimize these risks.
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Our previous work develops methods to study optimal policy in
Markov jump-linear-quadratic (MJLQ) models with forward-looking
variables: models with conditionally linear dynamics and conditionally
quadratic preferences, where the matrices in both preferences and
dynamics are random (Svensson and Williams, 2007a, 2007b). In
particular, each model has multiple “modes”—a finite collection of
different possible values for the matrices, whose evolution is governed
by a finite-state Markov chain. In our previous work, we discuss how
these modes could be structured to capture many different types of
uncertainty relevant for policymakers. Here we put those suggestions
into practice. We start by briefly discussing how an MJLQ model can
be derived as a mode-dependent linear-quadratic approximation of
an underlying nonlinear model, and we then apply our methods to a
simple empirical mode-dependent New-Keynesian model of the U.S.
economy, using a variant of a model by Lindé (2005).

In Svensson and Williams (2007b), we study optimal policy design
in MJLQ models when policymakers can or cannot observe the current
mode, but we abstract from any learning and inference about the
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current mode. Although in many cases the optimal policy under no
learning (NL) is not a normatively desirable policy, it serves as a useful
benchmark for our later policy analyses. In Svensson and Williams
(2007a), we focus on learning and inference in the more relevant
situation, particularly for model-uncertainty applications in which
the modes are not directly observable. Thus, decisionmakers must
filter their observations to make inferences about the current mode.
As in most Bayesian learning problems, the optimal policy typically
includes an experimentation component reflecting the endogeneity of
information. This class of problems has a long history in economics,
and solutions are notoriously difficult to obtain. We developed
algorithms to solve numerically for the optimal policy.! Given the
curse of dimensionality, the Bayesian optimal policy (BOP) is only
feasible in relatively small models. Confronted with these difficulties,
we also considered adaptive optimal policy (AOP).? In this case, the
policymaker in each period updates the probability distribution of the
current mode in a Bayesian way, but the optimal policy is computed
each period under the assumption that the policymaker will not learn
from observations in the future. In our setting, the AOP is significantly
easier to compute, and in many cases it provides a good approximation
to the BOP. Moreover, the AOP analysis is of some interest in its own
right, as it is closely related to specifications of adaptive learning that
have been widely studied in macroeconomics.? The AOP specification
also rules out the experimentation that some may view as objectionable
in a policy context.*

In this paper, we apply our methodology to study optimal
monetary policy design under uncertainty in dynamic stochastic

1. In addition to the classic literature (on such problems as a monopolist learning
its demand curve), Wieland (2000, 2006) and Beck and Wieland (2002) examine
Bayesian optimal policy and optimal experimentation in a context similar to ours
but without forward-looking variables. Tesfaselassie, Schaling, and Eijffinger (2006)
examine passive and active learning in a simple model with a forward-looking element
in the form of a long interest rate in the aggregate demand equation. Ellison and Valla
(2001) and Cogley, Colacito, and Sargent (2007) study situations like ours, but their
expectational component is as in the Lucas supply curve (E,_;, for example) rather
than our forward-looking case (E,x,,,, for example). More closely related to our present
paper, Ellison (2006) analyzes active and passive learning in a New-Keynesian model
with uncertainty about the slope of the Phillips curve.

2. The literature also refers to optimal policy under no learning, adaptive optimal
policy, and Bayesian optimal policy as myopia, passive learning, and active learning,
respectively.

3. See Evans and Honkapohja (2001) for an overview.

4. AOP is also useful for technical reasons, as it gives us a good starting point for
our more intensive numerical calculations in the BOP case.
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general equilibrium (DSGE) models. We begin by summarizing the
main findings from our previous work, leading to implementable
algorithms for analyzing policy in MJLQ models. We then turn to
analyzing optimal policy in DSGE models. To quantify the gains
from experimentation, we focus on a small empirical benchmark
New-Keynesian model. In this model, we compare and contrast
optimal policies under no learning, AOP, and BOP. We analyze
whether learning is beneficial—it is not always so, a fact that at least
partially reflects our assumption of symmetric information between
the policymakers and the public—and then quantify the additional
gains from experimentation.?

Since we typically find that the gains from experimentation are
small, the rest of the paper focuses on our adaptive optimal policy,
which shuts down the experimentation channel. As the AOP i1s much
easier to compute, this allows us to work with much larger and more
empirically relevant policy models. In the latter part of the paper, we
analyze one such model, an estimated forward-looking model that is
a mode-dependent variant of Lindé (2005). There, we focus on how
optimal policy should respond to uncertainty about the degree to which
agents are forward-looking, and we show that there are substantial
gains from learning in this framework.

The paper is organized as follows. Section 1 presents the MJLQ
framework and summarizes our earlier work. Section 2 presents our
analysis of learning and experimentation in a simple benchmark New-

5. In addition to our own previous work, MJL.Q models have been widely studied
in the control-theory literature for the special case in which the model modes are
observable and there are no forward-looking variables (see Costa, Fragoso, and Marques,
2005, and the references therein). Do Val and Basar (1999) provide an application of
an adaptive-control MJLQ problem in economics. Zampolli (2006) uses such an MJLQ
model to examine monetary policy under shifts between regimes with and without an
asset-market bubble. Blake and Zampolli (2006) extend the MJL.Q model with observable
modes to include forward-looking variables and present an algorithm for the solution
of an equilibrium resulting from optimization under discretion. Svensson and Williams
(2007b) provide a more general extension of the MJL.Q framework with forward-looking
variables and present algorithms for the solution of an equilibrium resulting from
optimization under commitment in a timeless perspective, as well as arbitrary time-
varying or time-invariant policy rules, using the recursive saddlepoint method of Marcet
and Marimon (1998). That paper also provides two concrete examples: an estimated
backward-looking model (a three-mode variant of Rudebusch and Svensson, 1999) and
an estimated forward-looking model (a three-mode variant of Lindé, 2005). Svensson
and Williams (2007b) also extend the MJLQ framework to the more realistic case of
unobservable modes, although without introducing learning and inference about the
probability distribution of modes. Svensson and Williams (2007a) focus on learning
and experimentation in the MJLQ framework.
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Keynesian model, and section 3 presents our analysis in an estimated
empirical New-Keynesian model. Section 4 presents some conclusions
and suggestions for further work.

1. MJLQ Anavrysis oF OpTiMAL PoLicy

This section summarizes our earlier work (Svensson and Williams,
2007a, 2007b). We start by describing our MJLQ model and then
briefly discuss approximate MJLQ models. Finally, we explore the
three types of optimal policies considered: optimal policy with no
learning, adaptive optimal policy, and Bayesian optimal policy.

1.1 An MJLQ Model

We consider an MJLQ model of an economy with forward-looking
variables. The economy has a private sector and a policymaker. We let
X, denote an ny vector of predetermined variables in period ¢, x, an n
vector of forward-looking variables, and i, an n; vector of policymaker
instruments (control variables).® We let model uncertainty be
represented by n; possible modes and let j, € NJ ={L2,..., nj} denote
the mode in period ¢. The model of the economy can then be written

Xu=A X, + A12jt+lxz + Blel i, + Clel €1 1)

Wiy

EtHthX = A21tht + A22jtxt JFsztiz + C2jt€t’ (2)

t+1

where €, is a multivariate normally distributed random i.i.d. n_vector
of shocks with mean zero and contemporaneous covariance matrix I, .
The matrices Allj, A12j’ ..., G, have the appropriate dimensions and
depend on the mode j. Given tilat a structural model here is simply a
collection of matrices, each mode can represent a different model of
the economy. Thus, uncertainty about the prevailing mode is model
uncertainty.”

The matrices on the right-hand side of equation (1) depend on the

mode j,,, in period ¢ + 1, whereas the matrices on the right-hand side

6. The first component of X, may be unity, to allow for mode-dependent intercepts
in the model equations.

7. See also Svensson and Williams (2007b), where we show how many different
types of uncertainty can be mapped into our MJLQ framework.
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of equation (2) depend on the mode j, in period ¢. Equation (1) then
determines the predetermined variables in period ¢ + 1 as a function of
the mode and shocks in period ¢ + 1 and the predetermined variables,
forward-looking variables, and instruments in period ¢. Equation (2)
determines the forward-looking variables in period ¢ as a function of
the mode and shocks in period ¢, the expectations in period ¢ of the next
period’s mode and forward-looking variables, and the predetermined
variables and instruments in period £. The matrix A22j is nonsingular
for eachj € N]

The mode j, follows a Markov process with the transition
matrix P = [ij].8 The shocks €, have mean zero and are i.i.d. with
probability density ¢, and we assume, without loss of generality,
that e, is independent of j,.? We also assume that C, €, and C,,¢, are
independent for all j, k € N] These shocks, along with the modes,
are the driving forces in the model. They are not directly observed.
For technical reasons, it is convenient but not necessary that they
are independent. We let p, = (py,.. ,pnt) denote the true probability
distribution of j, in period ¢. We let p, e denote the policymaker’s
and private sector’s estimate in the beginning of period ¢ of the
probability distribution in period ¢ + 7. The prediction equation for
the probability distribution is

P = PPy, 3)

We let the operator E,[-] in the expression E, H; x,., on the left-
+1

hand side of equation (2) denote expectations in perlod t, conditional
on the policymaker’s and the private sector’s information in the
beginning of period ¢, including X,, i,, and Py but excluding j, and ¢,.
The maintained assumption is thus symmetrlc information between
the policymaker and the (aggregate) private sector. Since forward-
looking variables will be allowed to depend on j,, parts of the private
sector—but not the aggregate private sector—may be able to observe
J, and parts of €,. While we focus on the determination of the optimal
policy instrument i,, our results also show how private sector choices
as embodied in x, are affected by uncertainty and learning. The
precise 1nformat10nal assumptions and the determination of py, are
specified below.

8. ObVlous special cases are P = I, when the modes are completely persistent, and
P, = p,GeN, ) when the modes are s]enally 1.1.d. with probablhty distribution p.

9. We can still incorporate additive mode-dependent shocks since the models allow
mode-dependent intercepts (as well as mode-dependent standard deviations).
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We let the policymaker’s intertemporal loss function in period ¢ be

EtZESTL (Xt+-raxt+r’it+r’jt+7 )’ (4)
=0

where § is a discount factor satisfying 0 < 6§ < 1, and the period loss,
LX, x, i, j,), satisfies

Xt , Xt
L(X,,x,,i,,J,)=|x%, th X | )

1, L,

where the matrix Wj g e Nj) is positive semidefinite. We assume
that the policymaker optimizes under commitment in a timeless
perspective. As explained below, we then add the term

1
E‘t—l E ElH P X (6)

i

to the intertemporal loss function in period ¢. As we show below, the n,
vector B, , is the vector of Lagrange multipliers for equation (2) from
the optimization problem in period ¢ — 1. For the special case in which
there are no forward-looking variables (n, = 0), the model consists of
equation (1) only, without the term A;,; x, the period loss function
; X 1

depends on X,, i, and j, only; and there is no role for the Lagrange
multipliers &, ; or the term in equation (6).

1.2 Approximate MJLQ Models

While in this paper we start with an MJLQ model, the usual
formulations of economic models are not of this type. However, the
same type of approximation methods that are widely used to convert
nonlinear models into their linear counterparts can also convert
nonlinear models into MJLQ models. We analyze this issue in
Svensson and Williams (2007b) and present an illustration, as well.
Here we briefly discuss the main ideas. Rather than analyzing local
deviations from a single steady state as in conventional linearizations,
for an MJLQ approximation we analyze the local deviations from
(potentially) separate, mode-dependent steady states. Standard
linearizations are justified as asymptotically valid for small shocks,
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since an increasing time is spent in the vicinity of the steady state.
Our MJLQ approximations are asymptotically valid for small shocks
and persistent modes, since an increasing time is spent in the vicinity
of each mode-dependent steady state. Thus, for slowly varying
Markov chains, our MJLQ models provide accurate approximations
of nonlinear models with Markov switching.

1.3 Types of Optimal Policies

We distinguish three cases: optimal policy when there is no
learning (NL), adaptive optimal policy (AOP), and Bayesian optimal
policy (BOP). By NL, we refer to a situation in which the policymaker
and the aggregate private sector have a probability distribution Py
over the modes in period ¢ and update the probability distribution
in future periods using the transition matrix only, so the updating
equation is

P = PPy, (7

That is, the policymaker and the private sector do not use observations
of the variables in the economy to update the probability distribution.
The policymaker then determines optimal policy in period ¢ conditional
on p,, and equation (7). This 1s a variant of a case examined in
Svensson and Williams (2007b).

By AOP, we refer to a situation in which the policymaker in
period ¢ determines optimal policy as in the NL case, but then uses
observations of the realization of the variables in the economy to
update its probability distribution according to Bayes’ theorem. In this
case, the instruments will generally have an effect on the updating
of future probability distributions, and through this channel they
separately affect the intertemporal loss. However, the policymaker
does not exploit that channel in determining optimal policy. That is,
the policymaker does not do any conscious experimentation. By BOP,
we refer to a situation in which the policymaker acknowledges that
the current instruments will affect future inference and updating
of the probability distribution and takes this separate channel into
account when calculating optimal policy. BOP thus includes optimal
experimentation, whereby the policymaker may, for instance,
pursue policy that increases losses in the short run but improves
the inference of the probability distribution and therefore lowers
losses in the longer run.
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1.3.1 Optimal policy with no learning

We first consider the NL case. Svensson and Williams (2007b)
derive the equilibrium under commitment in a timeless perspective
for the case in which X, x,, and i, are observable in period ¢, j, is
unobservable, and the updating equation for Py, is given by equation
(7). Observations of X,, x,, and i, are then not used to update Py

It is useful to replace equation (2) by the two equivalent

equations,

E, Hjt+lxt+1 =z ®
and
0:A21tht +A22jtxt —Z +sztiz +C2jt€t’ (€))

where we introduce the n_ vector of additional forward-looking
variables, z,. Introducing this vector is a practical way of keeping
track of the expectations term on the left-hand side of equation (2).
Furthermore, it is practical to use equation (9) to solve x, as a function
of X, z,1i,j,ande;

x, =%X(X,,z,,i,,j,,&,)= Agzljt Z, _A21tht _Bthit _C2jt€t . (10)

For a given j,, this function is linear in X,, z,, i,, and ¢,.

To solve for the optimal decisions, we use the recursive saddlepoint
method.'® We thus introduce Lagrange multipliers for each forward-
looking equation, the lagged values of which become state variables
and reflect costs of commitment, while the current values become
control variables. The dual period loss function can be written

EtI: Xt’zt?it’ﬂfz’jt’et]z § :pjttfi[xt’zt’it”\{t’j’et]@(Et)det’
Jj

where X, = (X] ,E/ )" isthe (ny+ n ) vector of extended predetermined

variables (that is, including the n_vector, E, ), ~, is an n_vector of

10. See Marcet and Marimon (1998), Svensson and Williams (2007b), and Svensson
(2007) for details of the recursive saddlepoint method.
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Lagrange multipliers, and ¢(-) denotes a generic probability density
function (for €,, the standard normal density function), and where

E X[’Z[’i["\{[’jt’et]EL X[’ﬁ[xt7zt9i[’jl7€[]7i[’jl
1D
/ =/ 1 > . .
-z, +="‘1EH12X X,.,z,,i,,j,,&, |

As discussed in Svensson and Williams (2007b), the failure of
the law of iterated expectations leads us to introduce a collection of
value functions, V(st, J), which condition on the mode, while the value
function V(st) averages over these and represents the solution of the
dual optimization problem. The somewhat unusual Bellman equation
for the dual problem can be written

V(St)E EzV(Stvjz)E ijjtltv(st’j)

= maxmin & [ L (X,208,%,071:8 )+ OV (€ (81520510 Yoo Jis€0sJians€i i)

o (24, (12)
LX,20,i,,7,0d08,)
=maxmin) , Dj N . ) ©(&,)¢ (g1 )de,de, ;.
N (W)E, ’”f 03 PV (@820, o6 kg, ) ) -

where s, = (X] ,p;,) denotes the perceived state of the economy (it
includes the perceived probability distribution, Py but not the true
mode) and (s, j) denotes the true state of the economy (it includes
the true mode of the economy). As we discuss in more detail below,
it is necessary to include the mode j, in the state vector because the
beliefs do not satisfy the law of iterated expectations. In the BOP case,
beliefs do satisfy this property, so the state vector is simply s,. Also, in
the Bellman equation we require that all the choice variables respect
the information constraints, and they thus depend on the perceived
state s, but not directly on the mode ;.
The optimization is subject to the transition equation for X,

X = AllelXt +Alszli(Xt’zt’it’jwet)+Bljt+1it +Cljt+1€t+1’ (13)

where we have substituted %(X,,z,i,j,¢,) for x,; the new dual
transition equation for =,

B, =Yy (14)
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and the transition equation (7) for Py Combining equations, we have
the transition for s,,

Xt+1
Sip = Et :g(st’Zt’it”Yt’jt’Et’jHl’Etﬂ)
pt+1lt+1 (15>
11jt+1Xt + AlszIX (Xt ’Zt’it’j’et )+ Blelit + Cleletﬂ
= N
P'p,

It is straightforward to see that the solution of the dual optimization
problem (equation 12) is linear in X, for given Py Jp

z, z(s,) F, ®u)
i, |=]i(s,)|=F @)X, =|E @)X, (16)
e RICH) F (0y)

X, = X(Sijet)z X(Xt,z(st),i(st),jt,st)

o ) (e¥))
=Fg 0y J )X, + Fe 0Py Ji )&

This solution is also the solution to the original primal optimization
problem. We note that x, is linear in ¢, for given Py, and j,. The
equilibrium transition equation is then given by

St+1 = g\-(St’-jt’et’jt-%—l’E'H—l)E g(st’z(sl )’i(St )71(575 )’jt’et’jt+l’et+1 ) (18)

As can be easily verified, the (unconditional) dual value function
V (s, is quadratic in X, for given Py taking the form

‘7 (St ) = Xt/ VXX (ptlt )Xt tw (pt\t )

The conditional dual value function V(s »J,) gives the dual intertemporal
loss conditional on the true state of the economy, (s,, j,). It follows that
this function satisfies
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L(X,,2(s,),i(5):(5:)d-8,)

V(s ,j)E ) )
‘ f 637 PV @ Sprdienkie k)

©(g,)¢ (€ )dede,,,, (JEN,)

The function V(St, J,) 1s also quadratic in X, for given p it and j,,
V(81,0 = X Vi @0 J) X, +0 @y dy)-
It follows that we have

Vi ®y)= ijjtltvf(f( 0 J)s

WPy )= ijjtltw ®u>J)

Although we find the optimal policies from the dual problem,
we use the value function for the primal problem (with the original,
unmodified loss function) to measure true expected losses. This value
fun~ction, with the period loss function E,L(X,, x,, i,, j,) rather than
E L (X, 2z,i,~,J,¢,), satisfies

~ — 1 .
V)=V (s,)-E, Ezpﬂltﬂj X (S,,),€ )¢ (€, )de,
! (19)
~ —_ 1 .
=V(s,)— &, 5 § :pjtltHjX (s;,J,0).

J

where the second equality follows since x(s,, j,, €,) is linear in ¢, for
given s, and j,. It is quadratic in X, for given Py

14 (St ) = X:VXX (pt\t )Xt tw (ptlt )’

where the scalar w(pt‘t) in the primal value function is identical to that
in the dual value function. This is the value function conditional on
X, and p,, after X, has been observed but before x, has been observed,
taking into account that j, and €, are not observed. Hence, the second
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term on the right-hand side of equation (19) contains the expectation
of H; x, conditional on that information.'!

In Svensson and Williams (2007a, 2007b), we present algorithms
to compute the solution and the primal and dual value functions for
the no-learning case. For future reference, we note that the value
function for the primal problem also satisfies

Vi(s,)= ijjtltv (8¢:J)>
where the conditional value function, V(st, J)), satisfies

L(Xux(swj’et)’i(sz)’j)

V(s,.j)= ’ .
t f +5Z/€ijV(§ (Sz,],E,,k,EZH ),k)

©(&)9 (& )dede,,, (JEN;). (20)

1.3.2 Adaptive optimal policy

Consider now the case of adaptive optimal policy, in which the
policymaker uses the same policy function as in the no-learning
case, but each period updates the probabilities on which this policy is
conditioned. This case is thus simple to implement recursively, as we
have already discussed how to solve for the optimal decisions and below
we show how to update probabilities. However, the ex ante evaluation
of expected loss is more complex, as we show below. In particular,
we assume thatC, J =0and that both €, and j, are unobservable. The
estimate Py is the result of Bayesian updating, using all information
available, but the optimal policy in period ¢ is computed under the
perceived updating equation (7). That is, we disregard the fact that
the policy choice will affect future p,, |, and that future expected
loss will change when p, | 4 changes. Under the assumption that
the expectations on the left-hand side of equation (2) are conditional
on equation (7), the variables z,, i, ~,, and x, in period ¢ are still
determined by equations (16) and (17).

To determine the updating equation for p i We specify an explicit
sequence of information revelation as follows, in nine steps. The timing
assumptions are necessary to spell out the appropriate conditioning
for decisions and updating of beliefs.

11. To be precise, the observation of X,, which depends on Cljte,, allows some
inference of ¢, Sy The variable x, will depend on j, and on €, but on €, only through
Csjg,. By assumption, C, g, and C,,g, are independent. Hence, any observation of X,

j X -
and C,je, does not convey any information about Cyg,, so E;Cy;g;= 0.
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First, the policymaker and the private sector enter period ¢ with
the prior Py They know X, |, x, , =x(s, ;, j,_ L& )5 Z,q = Z(8, ),
i, , =i(s,), and E,_ | =~(s, ;) from the previous perlod

Second, the mode j, and the vector of shocks €, are realized in the
beginning of period ¢. The vector of predetermined variables X, is then
realized according to equation (1).

Third, the policymaker and the private sector observe X,. They
then know that X, = (X/,E/ ,). They do not observe j J, Or €,

Fourth, the policymaker and the private sector update the prior
Py to the posterior Py according to Bayes’ theorem and the updating
equation

D kP(thft X, 15X, tl’pt\tl)
jtlt
! v (X, |Xt Xl 1 Py)

D> (] S Nj ), (21)

where again ¢(-) denotes a generic density function.'? Then the
policymaker and the private sector know that s, = (X] ,p;,)’.

Fifth, the policymaker solves the dual optimization problem,
determines i, = i(s,), and implements or announces the instrument
setting i,.

Sixth, the private sector and policymaker form their
expectations,

z =FEH. x,.,=EH. x _.ls,|.
t t I t+1 Jev1 t+1|t

In equilibrium, these expectations will be determined by equation
(16). These expectations are by assumption formed before x, is
observed. The private sector and the policymaker know that x, will,
in equilibrium, be determined in the next step according to equation
(17). Hence, they can form expectations of the soon-to-be determined
x, conditional on j, = j,13

X, = x(s;,J,0). (22)

12. The policymaker and private sector can also estimate the shocks &y, as
é‘ =D&y Where g, =X, A X, —A,x, 1 i, , (G € N). However, because
of the assumed 1ndependence of C I and Cyenis k Z(] we do not need to keep track
of e,
[t . ..
” 13. Note that 0 instead of €, o), enters above. The inference €, . above is inference
about C, €, whereas x, depends one, through C,e,. Since we assume that C, e, and Czﬁ;
are independent, there is no 1nference of C,e, from observing X,. Hence, E Czjtﬁz 0.
Because of the linearity of x, in ¢, the 1ntegrat10n of x, over e, results in x(s,, j, 0,).
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The private sector and the policymaker can also infer =, from
E, =~(s,) (23)

This allows the private sector and the policymaker to form the
expectations

z,=2(s,)= Et[ X,.4ls, } Z Pypiy Xy 005 (24)
where

A X+ Ax (S, ).8,)+ Byi(s,)

Xpprup = | X E, ki [P(&) P (41 )dEdE,
Pp,,
A X, + Apx (8,,7,0)+ Byi(s,)
=x =, ,R,01,
Pp,

and where we have exploited the linearity of x, = x(s,, j,, €) and
X, = X(S,1,J;41, €47 In €, and g, ;. Under AOP, z, is formed conditional
on the belief that the probability distribution in period ¢ + 1 will be
given by Pratjee1 = P’ Py not by the true updating equation that we
are about to specify.

Seventh, after the expectations z, have been formed, x, is
determined as a function of X, z,, i,, j,, and e, by equation (10).

Eighth, the policymaker and the prlvate sector then use the
observed x, to update p it to the new posterior p,, according to Bayes’
theorem, via the updating equation

ot = e, 1 =7, X,,2,,1,,py,)
jtlt s
J P (X, |Xt7zt’lt’pt|t)

DPiys» (] € Nj ) (25)

Ninth, the policymaker and the private sector then leave period
t and enter period ¢ + 1 with the prior p, Al given by the prediction
equation
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Py = P'pjy- (26)

In the beginning of period ¢ + 1, the mode j,,, and the vector of shocks
g, are realized, and X, , is determined by equation (1) and observed
by the policymaker and the private sector. The sequence of the nine
steps above then repeats itself. For more detail on the explicit densities
in the updating equations (21) and (25), see Svensson and Williams
(2007a).

The transition equation for p,,,,,; can be written

pt+1|t+1 = Q(St’zt’it’jt’et’jt+1’€t+1 )’ (27)

where Q(s,, z,, 1, j,, €,,J,41> €4) 18 defined by the combination of equation
(21) for period ¢ + 1 with equations (13) and (26). The equilibrium
transition equation for the full state vector is then given by

X,
Si = Et = g(str.jzret’jHl’EHl)
P

oA B iesc (28)
t+ 12jt+lx(st’]“€t)+ 1jt+11(st)+ 1jt+1€t+1

'\f(st) ’
Q(St’z(st)’i(st)’jt7€t7jt+1’€t+l)

1

where the third row is given by the true updating equation (27)
together with the policy function (16). Thus, in this AOP case, there
is a distinction between the “perceived” transition equation (15) and
the equilibrium transition equation (18), both of which include the
perceived updating equation (7) in the bottom block, and the “true”
equilibrium transition equation (28), which replaces the perceived
updating equation (7) with the true updating equation (27).

Note that V(s,) in equation (19), which is subject to the perceived
transition equation (15), does not give the true (unconditional) value
function for the AOP case. This is instead given by

V(St)E ijjtltv(st’j)’
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where the true conditional value function, V(st, j,), satisfies

L(XHX(Swjaet )7i(st)7j)

V(s ))= _ .
! f +BZkijV(§(S“],enk,et+l )’k)

PE)e € )detdet+l’ (] € N/' )- (29)

That is, the true value function V(st) takes into account the true
updating equation for p,,, equation (27), whereas the optimal policy,
equation (16), and the perceived value function, V(s,) in equation
(19), are conditional on the perceived updating equation (7) and
thereby the perceived transition equation (15). Also, V(st) is the
value function after X, has been observed but before x, is observed,
so it is conditional on p,, rather than on P, Since the full transition
equation (28) is no longer linear given the belief updating in equation
(27), the true value function V(st) is no longer quadratic in X, for
given Py Thus, more complex numerical methods are required to
evaluate losses in the AOP case, although policy is still determined
simply as in the NL case.

As we discuss in Svensson and Williams (2007a), the difference
between the true updating equation for p, A (27), and the perceived
updating equation (7) is that in the true updating equation, ooy
becomes a random variable from the point of view of period ¢, with
mean equal to e This is because P depends on the realization
of j,,, and g, ;. Bayesian updating thus induces a mean-preserving
spread over beliefs, which in turn sheds light on the gains from
learning. If the conditiogal value function V(st, J)) under NL is
concave in p,, for given X, and j,, then by Jensen’s inequality the
true expecte(i future loss under AOP will be lower than the true
expected future loss under NL. That is, the concavity of the value
function in beliefs means that learning leads to lower losses. While
it is likely that V is indeed concave, as we show in applications, it
need not be globally so, and thus learning need not always reduce
losses. In some cases, the losses incurred by increased variability of
beliefs may offset the expected precision gains. Furthermore, under
BOP, it may be possible to adjust policy so as to further increase the
variance of Py that is, to achieve a mean-preserving spread that
might further reduce the expected future loss.!* This amounts to
optimal experimentation.

14. Kiefer (1989) examines the properties of a value function, including concavity,
under Bayesian learning for a simpler model without forward-looking variables.
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1.3.3 Bayesian optimal policy

Finally, we consider the BOP case, in which optimal policy is
determined while taking the updating equation (27) into account. That
is, we now allow the policymaker to choose i, taking into account that
his actions will affect p,,, ,,;, which in turn will affect future expected
losses. In particular, experimentation is allowed and is optimally
chosen. Hence, for the BOP case, there is no distinction between the
“perceived” and “true” transition equations.

The transition equation for the BOP case is

X

—
=
—

t+1
; :g(St’Zt’lt"Yt’]t’et’]Hl’etH)

P

t+1 —

- . . 30
Xt+A12jt+1x(St’zt’lt’-]t9€t)+Bljt+1lt+Cljt+1€t+l (30)

Wjpq

af
Q(Snznit ’jt’Et ’jt+17€t+1)

Then the dual optimization problem can be written as equation
(12) subject to the above transition equation (30). Matters simplify
somewhat in the Bayesian case, however, as we do not need to
compute the conditional value functions V(st, Jp)» which were
required in the AOP case given the failure of the law of iterated
expectations. The second term on the right-hand side of equation
(12) can be written as

EtV (S121Je1 )= E[V (CHTY )|St}'

Since, in the Bayesian case, the beliefs do satisfy the law of iterated
expectations, this is then the same as

E[V (SH.l?jH—l )|St} = E[V(S“'l )|St}.

See Svensson and Williams (2007a) for a proof.
Thus, the dual Bellman equation for the Bayesian optimal
policy is
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V(s;)=maxmin E, L Rsi005100)+ OV (€ (8157050 €1 00)|
t tt
i(xt’zt’it’ﬂft’j7€t) (31)

= maxminy P f . . ) ()P (e )dede,,,
! +6E,£ijv(g(stvzwlwﬁfz’]’Et’k’etﬂ))

RARCEN

where the transition equation is given by equation (30).
The solution to the optimization problem can be written

z, z(s,) F,(X..py)
i =i, Zi(st)z i(s,) :F(Xt’ptlt)E E(Xt’ptlt)’ (32)
¢ ~N(s.) F,Y (X“pm)

X, = X(8,,J,,&) = % (X,,2(8,),i(8,),J,,€) = F (X,,PyrJi€1)- (33)

Because of the nonlinearity of equations (27) and (30), the solution
is no longer linear in X, for given P, The dual value function, %
(s,), is no longer quadratic in X, for given Py The value function of
the primal problem, V(s,), is given by, equivalently, equation (19);
equation (29) with the equilibrium transition equation (28) and with
the solution (32); or

L(X,,x(s;,),€,),i(8,),J)

— . @(Ez )@ (€t+1 )de,deHl_ (34)
+6ZkPJkV (g (St »J-& ,k,EHl ))

Vi(s)= mezf

It it is also no longer quadratic in X, for given Py More complex and
detailed numerical methods are thus necessary in this case to find the
optimal policy and the value function. Therefore, little can be said in
general about the solution of the problem. Nonetheless, in numerical
analysis it is very useful to have a good starting guess at a solution,
which here comes from the AOP case. In our examples below, we
explain in more detail how the BOP and AOP cases differ and what
drives the differences.



Optimal Monetary Policy under Uncertainty in DSGE Models 95

2. LEARNING AND EXPERIMENTATION IN A SIMPLE NEW-
KryNESIAN MODEL

We consider the benchmark standard New-Keynesian model,
consisting of a New-Keynesian Phillips curve and a consumption
Euler equation:!?

= 6Et7‘t+1 + '\fjt Yy FCEys (35)
Y =Ey., —9 (G — B )tee, +¢,85 (36)
811 P8 TEg - (37)

Here T, is the inflation rate, y, is the output gap, 6 is the subjective
discount factor (as above), ~; . 1s a composite parameter reflecting the
elasticity of demand and frequency of price adjustment, and o; . is the
intertemporal elasticity of substitution. There are three shocks in the
model: two unobservable shocks, ¢ _, and ¢, which are independent
standard normal random varlables an(i the observable serially
correlated shock, g,. This last shock is interpretable as a demand
shock coming from variation in preferences, government spending,
or the underlying efficient level of output. Woodford (2003) combines
and renormalizes these shocks into a composite shock representing
variation in the natural rate of interest.

In the standard formulations of this model, the shocks are
observable and policy responds directly to the shocks. However, some
components of the shocks need to be unobservable in order for there to
be a nontrivial inference problem for agents. We have assumed that
both the slope of the Phillips curve, Nip and the interest sensitivity,
0j, vary with the mode, j,. For the former, this could reflect changes
in the degree of monopolistic competition (which also lead to varying
markups) or changes in the degree of price stickiness. The interest
sensitivity shift is purely a change in the preferences of the agents
in the economy, although it could also result from nonhomothetic
preferences coupled with shifts in output (in which case the preferences
themselves would not shift, but the intertemporal elasticity would vary
with the level of output). Unlike our illustration above, there are no
switches in the steady-state levels of the variables of interest here,

15. See Woodford (2003) for an exposition.
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as we consider the usual approximations around a zero inflation rate
and an efficient level of output.

2.1 Optimal Policy: No Learning, Adaptive Optimal
Policy, and Bayesian Optimal Policy

Here we examine value functions and optimal policies for this
simple New-Keynesian model under no learning (NL), adaptive
optimal policy (AOP), and Bayesian optimal policy (BOP). We use the
following loss function:

L, == +X\,57 +pi}. (38)

We set the following parameters, mostly following Woodford’s
(2003) calibration, as follows: ~, = 0.024, ~, = 0.075, 0, = 1.000/0.157
=6.370,0,=1.0,c_= C,=C,= 0.5, and p = 0.5. We set the loss function
parameters as: 6 = 0.99, >\j = 2~,, and . = 0.236. Most of the structural
parameters are taken from Wloodford (2003), while the two modes
represent reasonable alternatives. Mode 1 is Woodford’s benchmark
case; mode 2 has a substantially smaller interest rate sensitivity (one
consistent with logarithmic preferences) and a larger response, ~, of
inflation to output. We set the transition matrix to

_10.98 0.02
0.02 0.98]
We have two forward-looking variables, x, = (w,, y,)’, and
consequently two Lagrange multipliers, E, | = (Eﬂ,H, Ey,H)’ . We

have one predetermined variable (X, = g,) and the estimated mode
probabilities, Py = (p1t|t’ pmt)’ (of which we only need keep track of
one, plt\t)‘ Thus, the value and policy functions, V(s,) and i(s), are
all four dimensional: s, = (g, &', ;, pw)’ . We are therefore forced for
computational reasons to restrict attention to relatively sparse grids
with few points. The following plots show two-dimensional slices of
the value and policy functions, focusing on the dependence on g, and
Py (which we for simplicity denote by p,, in the figures). In particular,
all of the plots are for E, ; = (0, 0)". Figure 1 shows losses under NL
and BOP as functions of p,, and g,. Figure 2 shows the difference
between losses under NL, AOP, and BOP. Figures 3 and 4 show the
corresponding policy functions and their differences.



Figure 1. Losses from No Learning and Bayesian Optimal
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Figure 2. Differences in Losses from No Learning, Adaptive
Optimal Policy, and Bayesian Optimal Policy
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Figure 3. Optimal Policies under No Learning and Bayesian
Optimal Policy
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Figure 4. Differences in Policies under No Learning and

Bayesian Optimal Policy

A. Loss difference: BOP — AOP

0.03 4

0.02

0.01

~ 0.00+

-0.01 4

-0.02 A

-0.03 1

0.03

0.02

0.01 A

=~ 0.00 A

-0.01 A

-0.02

-0.03

Source: Authors’ calculations.




Optimal Monetary Policy under Uncertainty in DSGE Models 101

In Svensson and Williams (2007a) we show that learning implies
a mean-preserving spread of the random variable p,,, ,,, (wWhich under
learning is a random variable from the vantage point of period ¢). Hence,
concavity of the value function under NL in p,, implies that learning is
beneficial, since then a mean-preserving spread reduces the expected
future loss. However, figure 1 illustrates that the value function is
actually slightly convex in p,,, so learning is not beneficial here. In
contrast, the value function is concave and learning is beneficial in a
backward-looking example in Svensson and Williams (2007a).

Consequently, AOP gives higher losses than NL, as shown in
figure 2. Furthermore, somewhat surprisingly, BOP gives higher
losses than AOP (although the difference is very small). This is all
counter to an example with a backward-looking model in Svensson
and Williams (2007a).

Why is this different in a model with forward-looking variables?
It may at least partially be a remnant of our assumption of symmetric
beliefs and information between the private sector and the policymaker.
Backward-looking models generally find that learning is beneficial.
Moreover, with backward-looking models, the BOP is always weakly
better than the AOP, as acknowledging the endogeneity of information
in the BOP case need not mean that policy must change. (That is, the
AOP policy is always feasible in the BOP problem.) Neither of these
conclusions holds with forward-looking models. Under our assumption
of symmetric information and beliefs between the private sector and
the policymaker, both the private sector and the policymaker learn.
The difference then comes from the way that private sector beliefs also
respond to learning and to the experimentation motive. Having more
reactive private sector beliefs may add volatility and make it more
difficult for the policymaker to stabilize the economy. Acknowledging the
endogeneity of information in the BOP case then need not be beneficial
either, as it may induce further volatility in agents’ beliefs.16

3. LEARNING IN AN ESTIMATED EMPIRICAL NEW-KEYNESIAN
MobpEL

The previous section focused on a simple small model to explore
the impacts of learning and experimentation. Since computing

16. In the forward-looking case, we solve saddlepoint problems, and moving
from AOP to BOP expands the feasible set for both the minimizing and maximizing
choices.
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BOP is computationally intensive, there are limits to the degree of
empirical realism of the models we can address in that framework.
In this section, we focus on a more empirically plausible model, using
a version of Lindé’s (2005) model that we estimated in Svensson and
Williams (2007b). This model includes richer dynamics for inflation
and the output gap, which both have backward- and forward-looking
components. However, these additional dynamics increase the
dimension of the state space, which implies that it is not very feasible
to consider the BOP. We therefore focus on the impact of learning on
policy and compare NL and AOP. In Svensson and Williams (2007b),
we computed the optimal policy under no learning, and here we see
how inference on the mode affects the dynamics of output, inflation,
and interest rates.

3.1 The Model

The structural model is a mode-dependent simplification of Lindé’s
(2005) model of the U.S. economy and is given by

= wijtTrtJrl + (l_wfj )T‘t—l + '\{jyt +c i€t

™

(39)
e = BﬁEtyt+l + @ —B )[BLV/'y‘*1 + A8, )yt*Z}
B, @ — Em, )+ Cyi€at-
Here j €{1, 2} indexes the mode, and the shocks, ¢ , € , and ¢, are

independent standard normal random variables. In particular, we
consider a two-mode MJLQ model in which one mode has forward- and
backward-looking elements and the other is backward-looking only.
Thus we specify that mode 1 is unrestricted, while in mode 2 we restrict
w,= Bf= 0, so that the mode is backward-looking. For estimation, we
also impose a particular instrument rule for i,, but we do not include
that here since our focus is on optimal policy.

In Svensson and Williams (2007b), we estimate the model on U.S.
data using Bayesian methods. The maximum posterior estimates are
given in table 1, with the unconditional expectation of the coefficients
for comparison. Apart from the forward-looking terms (which are
restricted), the variation in the other parameters across the modes is
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relatively minor. There are some differences in the estimated policy
functions (not reported here), but relatively little change across modes
in the other structural coefficients. The estimated transition matrix
P and its implied stationary distribution p are given by

_0.9579 0.0421 __[0.2869
0.0169 0.9831| 0.7131}

Table 1. Estimates of the Constant-Coefficient Model and a
Restricted Two-Mode Lindé Model

Parameter Mean Mode 1 Mode 2
of 0.0938 0.3272 0.0000
Y 0.0474 0.0580 0.0432
Bf 0.1375 0.4801 0.0000
B, 0.0304 0.0114 0.0380
B, 1.3331 1.5308 1.2538
c; 0.8966 1.0621 0.8301
c 0.5572 0.5080 0.5769

Y

Source: Authors’ calculations.

Mode 2 is thus the most persistent and has the largest mass in the
invariant distribution. This is consistent with our estimation of the
modes, as shown in figure 5. Again, the plots show both the smoothed
and filtered estimates. Mode 2, the backward-looking model mode,
was experienced the most throughout much of the sample, holding for
1961-68 and then, with near certainty, continually since 1985. The
forward-looking model held in periods of rapid changes in inflation,
holding for both the run-ups in inflation in the early and late 1970s
and the disinflationary period of the early 1980s. During periods of
relative tranquility, such as the Greenspan era, the backward-looking
model fits the data the best.



Figure 5. Estimated Probabilities of Being the Different
Modes?

A. Probabiliy in mode 1

1.0

o
: ’I :u
doph u
0.8 : ;E, il
b ol
4o i
0.6 o i
! W "
" U
L[ ;
0.4 ! .: '
! ] 1
| '
0.2 | '
\ ' [ .
i : N »
00 . /I : T T T T II‘ T

1960 1965 1970 1975 1980 1985 1990 1995 2000 2005

B. Probabiliy in mode 2

. e =
i\ " "
i 1 !
! !

1.0

0.8

0.6

0.4 4

0.2 4

0.0 . . . '|‘ e

",

T T T T
1960 1965 1970 1975 1980 1985 1990 1995 2000 2005

Source: Authors’ calculations.
a. In the figure, solid lines graph the smoothed (full-sample) inference, while dashed lines represent the filtered
(one-sided) inference.
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3.2 Optimal Policy: No Learning and Adaptive Optimal
Policy

Using the methods described above, we solve for the optimal policy
functions

it = E (pt\t )Xt’

where now X, = (%, 1, 1,¥ 24 1,5, 1,5,,1) In Svensson and
Williams (2007b), we focus on the observable and no-learning cases,
and we assume that the shocks ¢ , and ¢ , are observable. We thus set
C, = 0 and treat the shocks as additional predetermined variables.
To focus on the role of learning, we now assume that those shocks
are unobservable. If they were observable, then agents would be
able to infer the mode from their observations of the forward-looking
variables. We use the following loss function:

. . 2
L=m +N;+v(@, —1,) (40)

which is a common central bank loss function. We set the weights to
X=1and v =0.2, and fix the discount factor in the intertemporal loss
function to & = 1.

For ease of interpretation, we plot the distribution of the impulse
responses of inflation, the output gap, and the instrument rate to the
two structural shocks in figure 6. We consider 10,000 simulations of
fifty periods, and we plot the median responses for the optimal policy
under NL and AOP and the corresponding optimal responses for the
constant-coefficient model.1”

Compared with the constant-coefficient case, the mean impulse
responses are consistent with larger effects of the shocks that are
also longer lasting. In terms of the optimal policy responses, the AOP
and NL cases are quite similar, and in both cases the peak response
to shocks is nearly the same as in the constant-coefficient case, but
it comes with a delay. Again compared with the constant-coefficient
case, the responses of inflation and the output gap are larger and more
sustained when there is model uncertainty.

17. The shocks are € ;=1 and ¢, = 1, respectively, so the shocks to the inflation
and output-gap equations in period 0 are mode dependent and equal to c_; and o G=
1, 2, 3), respectively. The distribution of modes in period 0 (and thereby aIII perio'ds) is
again the stationary distribution.



Figure 6. Unconditional Impulse Responses to Shocks
under the Optimal Policy for the Two-Mode Version of the
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Learning can be beneficial, however, as the optimal policy under
AOP dampens the responses to shocks, particularly for shocks to
inflation. Since the optimal policy responses are nearly identical, this
seems to be largely due to more accurate forecasts by the public, which
lead to more rapid stabilization.

While these impulse responses are revealing, they do not capture
the full benefits of learning, as by definition they simply provide the
responses to a single shock. To gain a better understanding of the role
of learning, we simulated our model under the NL and AOP policies
to compare the realized economic performance. Table 2 summarizes
various statistics resulting from a thousand simulations of a thousand
periods each. Thus, for example, the entry for the average =, is the
average across the thousand simulations of the sample average (over
the thousand periods) of inflation, while the standard deviation of T,
is the average across simulations of the standard deviation (in each
time series) of inflation. In the table, the average period loss (L,) under
AOP is less than half that under NL. Figure 7 plots the distribution
across samples of the key components of the loss function. There we
plot a kernel smoothed estimate of the distribution from the thousand
simulations. The figure shows that the distribution of sample losses
is much more favorable under AOP than under NL.

In figure 8 we show one representative simulation to illustrate
the differences. The figure reveals that the stabilization of inflation
and the output gap are more effective under AOP than NL for very
similar instrument rate settings.



"(dOV) £or1od [ewrydo sarpdepe a3 zopun pue (TN) SUUIES] OU Y} Iopun
[epowW pejeWIISe INO JO Yoee spoltad pUuBSNOY} SUO JO SUOIB[NWIS PUBSNOY} SUO WOIJ S[BLIBA (OB JO UOIJBIASD pIBpUR]S 93BI0AR PUR anfeA 93eioAr o) sjuesed a[qe) aY], ®
‘SUOIR[NITRD SIOYINY :90IN0F

0TL8'8¢ 68666 110070 869L°C 6650°0 9691°¢ 00€0°0— d0V

L987°88 6€20°01T €L00°0 €009°¢ €0€T°0 LS08'¢ g911°0~ N

a8niaay ‘aap "p1s agnaaay ‘aap "p1s a8niaay ‘aap "p1s agnaaay £o1704
N‘N ﬂ.N QA. QF

e£o110q rewadQ aanpdepy 93 pue SUIULIBST ON JI9pun SOI1)S1Ie]S JUISJJI(] JO 9SRIDAY ' d[qe],



Figure 7. Distribution across Samples of Various Statistics
under the Optimal Policy for the Two-Mode Version of the

Lindé Model
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Figure 8. Simulated Time Series under the Optimal Policy
for the Two-Mode Version of the Lindé Model?
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Figure 8. (continued)
C. Interest rate
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a. In panels A, B, and C, solid lines denote AOP, while dashed lines graph NL. In panel D, the solid line represents
the probability of mode 1, the dotted line represents the true mode, and the dashed gray line represents the
unconditional probability of mode 1.
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4. CONCLUSIONS

In this paper, we have presented a relatively general framework
for analyzing model uncertainty and the interactions between
learning and optimization. While this is a classic issue, very little
has been done to date for systems with forward-looking variables,
which are essential elements of modern models for policy analysis.
Our specification is general enough to cover many practical cases
of interest, yet remains relatively tractable in implementation.
This 1s definitely true when decisionmakers do not learn from
the data they observe (our case of no learning, NL) or when they
do learn but do not account for learning in optimization (our case
of adaptive optimal policy, AOP). In both of these cases, we have
developed efficient algorithms for solving for the optimal policy,
which can handle relatively large models with multiple modes and
many state variables. However, in the case of the Bayesian optimal
policy (BOP), which takes the experimentation motive into account,
we must solve more complex numerical dynamic programming
problems. Thus to fully examine optimal experimentation, we
are haunted by the curse of dimensionality, forcing us to study
relatively small and simple models.

An issue of much practical importance is the size of the
experimentation component of policy and the losses entailed in
abstracting from it. While our results in this paper are far from
comprehensive, they suggest that the experimentation motive
may not be a concern in practical settings. The above and similar
examples that we have considered indicate that the benefits of
learning (moving from NL to AOP) may be substantial, whereas
the benefits from experimentation (moving from AOP to BOP) are
modest or even insignificant. If this preliminary finding stands up to
scrutiny, experimentation in economic policy in general and monetary
policy in particular may not be very beneficial, in which case there
is little need to face the difficult ethical and other issues involved
in conscious experimentation in economic policy. Furthermore, the
AOP is much easier to compute and implement than the BOP. More
simulations and cases need to be examined for this to truly be a
robust implication.
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IMPERFECT KNOWLEDGE AND THE PITFALLS
oF OrTIMAL CoNTROL MONETARY PoLicy

Athanasios Orphanides
Central Bank of Cyprus

John C. Williams

Federal Reserve Bank of San Francisco

Sixty years ago, Milton Friedman questioned the usefulness of the
optimal control approach because of policymakers’ imperfect knowledge
of the economy and favored instead a simple rule approach to monetary
policy (1947, 1948). These are still live issues, despite the development of
powerful techniques to derive and analyze optimal control policies, which
central banks use in their large-scale models (see Svensson and Woodford,
2003; Woodford, 2003; Giannoni and Woodford, 2005; Svensson and
Tetlow, 2005). Although the optimal control approach provides valuable
insights, it also presents problems. In particular, because it assumes a
single correctly specified reference model, it ignores important sources of
uncertainty about the economy that monetary policymakers face. Robust
control methods of the type analyzed by Hansen and Sargent (2007)
extend the standard optimal control approach to allow for unspecified
model uncertainty; however, these methods are designed for relatively
modest deviations from the reference model.! In practice, policymakers
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1. Svensson and Williams (2007) propose a method to compute optimal policy under
model uncertainty using a Markov-switching framework. Computing optimal policies
under model uncertainty with this method is extremely computationally intensive, and
its application to real-world problems remains infeasible.
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are concerned with more fundamental sources of model uncertainty,
and the robustness of monetary policy strategies to uncertainty is
generally viewed as important (McCallum, 1988; Taylor, 1993). Thus,
a key question is whether our understanding of the macroeconomic
environment has improved enough to make the optimal control approach
to monetary policy preferable to well-designed simple rules.
Relatively little research to date explores the robustness properties
of optimal control policies to moderate or large degrees of model
misspecification.? Gianonni and Woodford (2005) show that optimal
control policies are robust to misspecification of the shock processes as
long as the central bank forecasts are optimal. In contrast, Levin and
Williams (2003) show that optimal control policies can perform very
poorly if the structural equations of the central bank’s reference model
are badly misspecified. Orphanides and Williams (2008) examine
the robustness of optimal control policies if the reference model
misspecifies the way private agents form expectations. That paper
finds that if private agents are uncertain of the true model and form
expectations based on an estimated forecasting model, then optimal
control policies designed under the assumption of rational expectations
can perform poorly. The paper also shows that optimal control policies
can be made more robust to this type of model uncertainty by placing
less weight on stabilizing economic activity and interest rates in the
central bank objective used in deriving the optimal control policy.
This paper extends the analysis in Orphanides and Williams
(2008) to include uncertainty about the natural rates of interest and
unemployment. We allow for exogenous time variation in the natural
rates of interest and unemployment that the central bank may measure
with error. There is considerable evidence of significant time variation
in these natural rates and the difficulties of their real-time estimation
(see, for example, Staiger, Stock, and Watson, 1997; Laubach, 2001;
Orphanides and Williams, 2002; Laubach and Williams, 2003).3 We
assume that the central bank has a good understanding of the process
describing the evolution of these natural rates, but may not observe

2. In contrast, there has been considerable research on the robustness of simple
monetary policy rules to model uncertainty, including Taylor (1999), Levin, Wieland,
and Williams (1999, 2003), Orphanides and Williams (2002, 2007), and Brock, Durlauf,
and West (2007).

3. The natural rate of output is prone to considerable real-time mismeasurement,
causing problems for monetary policy similar to the mismeasurement of the natural
rate of unemployment, as discussed in Orphanides and others (2000), Orphanides and
van Norden (2002), and Cukierman and Lippi (2005).
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them directly, in which case it must estimate the natural rates using
available data. We consider both the case in which the central bank
uses the optimal statistical filter—the Kalman filter in the model
of this paper—to estimate the natural rates, and the case in which
the central bank’s estimate of the key gain parameter of the filter is
misspecified. Laubach and Williams (2003) and Clark and Kozicki
(2005) document the imprecision in estimates of the gain parameter
in the Kalman filter, making uncertainty about this key parameter a
real-world problem for central bank estimates of natural rates.

We find that the optimal control policy derived assuming rational
expectations and known natural rates performs relatively poorly in
our estimated model of the U.S. economy when agents have imperfect
knowledge of the structure of the economy, but instead must learn and
the central bank must estimate movements in natural rates. The key
shortcoming of the optimal control policy derived under the assumption
of perfect knowledge is that it is overly fine-tuned to the assumptions
in the benchmark model. As a result, the optimal control policy works
extremely well when private and central bank knowledge are perfect.
When agents learn, however, and the central bank may make mistakes
due to misperceptions of natural rates, expectations can deviate from
those implied under perfect knowledge, and the finely-tuned optimal
control policy can go awry. In particular, by implicitly assuming that
inflation expectations are always well anchored, the optimal control
policy responds insufficiently strongly to movements in inflation,
which results in excessive variability of inflation.

We then seek to construct policies that take advantage of the
optimal control approach, but are robust to the forms of imperfect
knowledge that we study.* Specifically, following the approach in
Orphanides and Williams (2008), we look for weights in the central
bank objective function such that an optimal control policy derived
using these “biased” weights performs well under imperfect knowledge
about the structure of the economy. We find that optimal policies
derived assuming much lower weights on stabilizing economic activity
and interest rates than in the true central bank objective perform
well in the presence of both private agent learning and natural rate
uncertainty. Relative to our earlier results, the incorporation of natural

4. An alternative approach, followed by Gaspar, Smets, and Vestin (2006), is to derive
optimal monetary policy under learning. Because the model with learning is nonlinear,
they apply dynamic programming techniques that are infeasible for the type of models
studied in this paper and used in central banks for monetary policy analysis.
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rate uncertainty further reduces the optimal weights on economic
activity and interest rates in the objective function used in deriving
optimal policies that are robust to imperfect knowledge.

Finally, we compare the performance of optimal control policies to
two types of simple monetary policy rules that have been found to be
robust to various types of model uncertainty in the literature. The first
is a forward-looking version of a Taylor-type policy rule, similar to the
rule that Levin, Wieland, and Williams (2003) found to perform very
well in a number of estimated rational expectations models of the U.S.
economy. The second is the rule proposed by Orphanides and Williams
(2007), which differs from the first rule in that policy responds to the
change in the measure of economic activity, rather than the level. This
type of rule has been shown to be robust to mismeasurement of natural
rates in the economy (Orphanides and Williams, 2002, 2007) and to
perform very well in a counterfactual analysis of monetary policy in
1996-2003 (Tetlow, 2006). Under rational expectations, these rules
perform somewhat worse than the optimal control policy.

The two simple monetary policy rules perform very well under
learning and with natural rate mismeasurement. These rules clearly
outperform the optimal control policy when knowledge is imperfect
and generally perform about as well as the optimal control policies
derived to be robust to imperfect knowledge by using a biased objective
function. The relatively small advantage that the optimal control
policy has over these robust rules when the model is correctly specified
implies that the “insurance” payment required to gain the sizable
robustness benefits found here is quite small.

The remainder of the paper is organized as follows. Section 1
describes the model and its estimation. Section 2 describes the central
bank objective and the optimal control policy. Section 3 describes the
models of expectation formation and the simulation methods. Section 4
examines the performance of the optimal control policy under imperfect
knowledge. Section 5 analyzes the optimal weights in the central bank
objective that yield robust optimal control policies that perform well
under imperfect knowledge. Section 6 compares the performance of
the simple rules to optimal control policies. Section 7 concludes.

1. AN EsTiMATED MoDEL oF THE U.S. EcoNomYy

Our analysis is conducted using an estimated quarterly model
of the U.S. economy. The basic structure of the model is the same as
in Orphanides and Williams (2008), but it is extended to incorporate
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time variation in the natural rates of interest and unemployment. The
model consists of equations that describe the dynamic behavior of the
unemployment rate and the inflation rate and equations describing
the natural rates of interest and unemployment and the shocks. To
close the model, the short-term interest rate is set by the central bank,
as described in the next section.

1.1 The Model

The IS curve equation is motivated by the Euler equation for
consumption with adjustment costs or habit:

U = d)uufﬂ + (1 - d)u )ut—l +aQ, (Lte - 7‘;4-1 - r:) U, (1)

v,=p, v, te e, ~N|0,0 |. 2)

u,t,

We specify the IS equation in terms of the unemployment rate
rather than output to facilitate the estimation of the equation
using real-time data. This equation relates the unemployment
rate, u,, to the unemployment rate expected in the next period,
one lag of the unemployment rate, and the difference between
the expected ex ante real interest rate (equal to the difference
between the nominal short-term interest rate, i,, and the expected
inflation rate in the following period, =,,,) and the natural rate of
interest, rt*. The unemployment rate is subject to a shock, v,, that
is assumed to follow a first-order autoregressive, or AR(1), process
with innovation variance o:. The AR(1) specification for the shocks
is based on the evidence of serial correlation in the residuals of the
estimated unemployment equation, as discussed below.

The Phillips curve equation is motivated by the New-Keynesian
Phillips curve with indexation:

‘nt = d)'wﬂ‘ta#rl + (1 - d)ﬂ)“l*l + (X‘K [ul - u:} + e'w,t ’ eﬂ ~ N[O’O-:( ] (3)

It relates inflation, 7, (measured as the annualized percent change in
the GNP or GDP price index, depending on the period) during quarter
t to lagged inflation, expected future inflation, denoted by T,;, and
the difference between the unemployment rate, u,, and the natural
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rate of unemployment, ut*, in the current quarter. The parameter ¢_
measures the importance of expected inflation on the determination
of inflation, while (1 — ¢_) captures the effects of inflation indexation.
The mark-up shock, e_,, is assumed to be a white noise disturbance
with variance O'i. ’

We model the low-frequency behavior of the natural rates of
unemployment and interest as exogenous AR(1) processes independent
of all other variables:

w, =(L—p, )& +p.u +e,,, e.~N [0,03 ]; 4)

r: =(1—p, ¥+ D, rtil +e., e. ~ N[O,Gf: ] )

We assume these processes are stationary based on the finding using
the standard augmented Dickey-Fuller (ADF) test that one can
reject the null of nonstationarity of both the unemployment rate and
real federal funds rate over 1950-2003 at the 5 percent level. The
unconditional mean values of the natural rates are irrelevant to the
policy analysis, so we set them both to zero.?

1.2 Model Estimation and Calibration

The details of the estimation method for the inflation and
unemployment rate equations are described in Orphanides and
Williams (2008). The estimation results are reported below, with
standard errors indicated in parentheses.

Unrestricted estimation of the IS curve equation yields a point
estimate for ¢, of 0.39, with a standard error of 0.15. This estimate
is below the lower bound of 0.5 implied by theory; however, the
null hypothesis of a value of 0.5 is not rejected by the data.® We
therefore impose ¢, = 0.5 in estimating the remaining parameters of

5. Because we ignore the zero lower bound on nominal interest rates, as well as any
other potential source of nonlinear behavior in the structural model, the unconditional
means of variables are irrelevant. Inclusion of the zero bound would severely complicate
the analysis and is left for future work.

6. This finding is consistent with the results reported by Giannoni and Woodford
(2005), who find, in a similar model, that the corresponding coefficient is constrained
to be at its theoretical lower bound.
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the equation. The estimated equation also includes a constant term
(not shown) that provides an estimate of the natural real interest
rate, which is assumed to be constant for the purpose of estimating
this equation.

u, = 0.5u;,, +0.5u, ; + 96%252§<fte —Y+u, (6)

v, =0.513v, , +e,,, 6, =0.30, (7)
(0.085) ’ v

m, = 0.5, +0.5m, ., —0.294(, — u)+e.,, 6, =1.35. (8

Unrestricted estimation of the Phillips curve equation yields a point
estimate for ¢_ of 0.51, just barely above the lower bound implied by
theory.” For symmetry with our treatment of the IS curve, we impose
¢_=0.5 and estimate the remaining parameters using ordinary least
squares (OLS). The estimated residuals for this equation show no signs
of serial correlation in the price equation (Durbin-Watson = 2.09),
consistent with the assumption of the model.

There is considerable uncertainty regarding the magnitude
and persistence of low-frequency fluctuations in the natural rates
of unemployment and interest (see Staiger, Stock, and Watson,
1997; Laubach, 2001; Orphanides and Williams, 2002; Laubach and
Williams, 2003; Clark and Kozicki, 2005.) We do not estimate a model
of natural rates; instead, we calibrate the parameters of the AR(1)
processes based on estimates found elsewhere in the literature. To
capture the highly persistent movements in natural rates, we set the
autocorrelation parameters, p . and p ., to 0.99. In our benchmark
calibration, we set the innovation standard deviation of the natural
rate of unemployment to 0.07 and that of the natural rate of interest
to 0.085. These values imply an unconditional standard deviation
of the natural rate of unemployment (interest) of 0.50 (0.60), in the
low end of the range of standard deviations of smoothed estimates of
these natural rates suggested by various estimation methods. We also
consider an alternative calibration in which the standard deviations
of the natural rate innovations are twice as large, consistent with the
upper end of the range of estimates of natural rate variation.

7. For comparison, Giannoni and Woodford (2005) find that the corresponding
coefficient is constrained to be at its theoretical lower bound of 0.5.
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2. OprriMAL CONTROL MONETARY PoLICY

In this section, we describe the optimal control monetary policy.
The policy instrument is the nominal short-term interest rate. We
assume that the central bank observes all variables from previous
periods when making the current-period policy decision. We further
assume that the central bank has access to a commitment technology;
that is, we study policy under commitment.

The central bank’s objective is to minimize a loss equal to the
weighted sum of the unconditional variances of the inflation rate, the
difference between the unemployment rate and the natural rate of
unemployment, and the first-difference of the nominal federal funds
rate:

L =var(t — ") + X\ var(u — ©") + v var(A(®)), 9)

where var(x) denotes the unconditional variance of variable x. We
assume an inflation target of zero percent. As a benchmark for
our analysis, we assume X\ = 4 and v = 1. Based on an Okun’s Law
relationship, the variance of the unemployment gap is about one-
quarter that of the output gap, so this choice of \ corresponds to equal
weights on inflation and output gap variability.

The optimal control monetary policy is that which minimizes
the loss subject to the equations describing the economy. We
construct the optimal control policy, as is typical in the literature,
assuming that the policymaker knows the true parameters of the
structural model and assumes all agents use rational expectations
and the central bank knows the natural rates of unemployment
and interest.® For the optimal control policy, as well as the simple
monetary policy rules described below, we use lagged information
in the determination of the interest rate, reflecting the lag in data
releases. The optimal control policy is described by a set of equations
representing the first-order optimality condition for policy and the
behavior of the Lagrange multipliers associated with the constraints
on the optimization problem implied by the structural equations of
the model economy.

Because we are interested in describing the setting of interest
rates in a potentially misspecified model, it is useful to represent the

8. See, for example, Sargent’s (2007) description of the optimal policy approach.
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optimal control policy in an equation that relates the policy instrument
to macroeconomic variables, rather than in terms of Lagrange
multipliers that depend on the model. There are infinitely many such
representations. In the following, we focus on one representation of
the optimal control (OC) policy. In the OC policy, the current interest
rate depends on three lags of the following variables: the inflation rate,
the difference between the unemployment rate and the central bank’s
estimate of the natural rate of unemployment, and the difference
between the nominal interest rate and the estimate of the natural
rate of interest. The OC representation yields a determinate rational
expectations equilibrium. We find that including three lags of these
variables is sufficient to very closely mimic the optimal control outcome
assuming the central bank observes natural rates.

2.1 Central Bank Estimation of Natural Rates

As noted above, we compute the OC policy assuming the central
bank observes the true values of the natural rates of interest and
unemployment. In our policy evaluation exercises, we consider the
possibility that the central bank must estimate natural rates in real
time. In such cases, we assume that the central bank knows the true
structure of the model, including the model parameters (and the
unconditional means of the natural rates), and observes all other
variables including private forecasts, but does not observe the shocks
directly. Given our model, the Kalman filter is the optimal method for
estimating the natural rates, and we assume that the central bank
uses the appropriate specification of the Kalman filters to estimate
natural rates. These assumptions represent a best case for the central
bank with respect to its ability to estimate natural rates. In other
work, we examine the implications of model uncertainty regarding
the data-generating processes for natural rates (Orphanides and
Williams, 2005, 2007).

The central bank’s real-time estimate of the natural rate of
unemployment, #,, is given by

A* A*
U, = aqU; 4 +a,

. e
-2 ] (10)

ks

where a, and a, are the Kalman gain parameters and the term
within the parentheses is the current-period shock to inflation,
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which incorporates the effects of the transitory inflation disturbance
and the deviation of the natural rate of unemployment from its
unconditional mean, scaled in units of the unemployment rate. The
central bank only observes this surprise and not the decomposition
into its two components.

The central bank estimate of the natural rate of interest, f:, 1s
given by

A

. s U
— ' t
F, =bf, +by|r, T a +by

r - ‘;—] (11)

u

u

where the first term in parentheses is the current-period unemployment
rate shock and the final term is the lagged shock. The final term
appears in the equation due to the assumption of an AR(1) process
for the shocks to the unemployment rate equation.

The optimal values of the gain parameters depend on the variances
of the four shocks. In our policy evaluation exercises, we consider
alternative assumptions regarding the parameter values that the
central bank uses in implementing the Kalman filters. In one case, we
assume that the central bank uses the optimal values implied by the
variances in our baseline calibration of the model. These values are as
follows: a, = 0.982, a,, = 0.008, b, = 0.987, b, = 0.006, and b, = —0.003.
As noted above, there is a great deal of uncertainty regarding the
values of the gain parameters, and real-world estimates tend to be
very imprecise. We therefore examine two cases in which the central
bank uses incorrect gain parameters. In one, the central bank assumes
that the natural rates are constant, so the gain parameters are zero.
In the other, we assume that the central bank uses the appropriate
gain parameters for our baseline model calibration, but in fact the
standard deviations of the natural rate shocks are twice as large as
in the baseline calibration.

3. EXPECTATIONS AND SIMULATION METHODS

As noted above, we are interested in studying the performance
of the optimal control monetary policy derived under a misspecified
model of expectations formation. We assume that private agents and,
in some cases, the central bank, form expectations using an estimated
reduced-form forecasting model. Specifically, following Orphanides
and Williams (2005), we posit that private agents engage in perpetual
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learning, that is, they reestimate their forecasting model using a
constant-gain least squares algorithm that weights recent data more
heavily than past data.? This approach to modeling learning allows
for the possible presence of time variation in the economy, including
the natural rates of interest and unemployment. It also implies that
agents’ estimates are always subject to sampling variation, in that
the estimates do not eventually converge to fixed values.

We assume that private agents forecast inflation, the unemployment
rate, and the short-term interest rate using an unrestricted vector
autoregression model (VAR) containing three lags of these three
variables and a constant. We further assume that private agents
do not observe or estimate the natural rates of unemployment and
interest directly in forming expectations. The effects of time variation
in natural rates on forecasts are reflected in the forecasting VAR by the
lags of the interest rate, inflation rate, and unemployment rate. First,
variants of VARs are commonly used in real-world macroeconomic
forecasting, making this a reasonable choice on realism grounds.
Second, the rational expectations equilibrium of our model with known
natural rates is very well approximated by a VAR of this form. As
discussed in Orphanides and Williams (2008), this VAR forecasting
model provides accurate forecasts in model simulations.

At the end of each period, agents update their estimates of their
forecasting model using data through the current period. To fix
notation, let Y, denote the 1 x 3 vector consisting of the inflation
rate, the unemployment rate, and the interest rate, each measured
at time #: Y, = (%,, u,, 1,). Let X, be the 10 x 1 vector of regressors in
the forecast model: X, = (1, 7, ;, &, 1, I, 1, --o, T, 5, U, 5, I, 5). Let ¢, be
the 10 x 3 vector of coefficients of the forecasting model. Using data
through period ¢, the coefficients of the forecasting model can be
written in recursive form:

c,=c,, +xR'X (Y, -X/c, ,), (12)
Rt = Rt—l + H(XtXt/ - Rt—l)’ (13)

where k 1s the gain. Agents construct the multi-period forecasts that
appear in the inflation and unemployment equations in the model
using the estimated VAR.

9. See Sargent (1999), Cogley and Sargent (2002), and Evans and Honkapohja
(2001) for related treatments of learning.
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For some specifications of the VAR, the matrix R, may not be
full rank. To circumvent this problem, in each period of the model
simulations, we check the rank of R,. If it is less than full rank, we
assume that agents apply a standard Ridge regression (Hoerl and
Kennard, 1970), where R, is replaced by R, + 0.00001* I(10), where
I(10) is a 10 x 10 identity matrix.

3.1 Calibrating the Learning Rate

A key parameter in the learning model is the private agent
updating parameter, k. Estimates of this parameter tend to be
imprecise and sensitive to model specification, but they generally lie
between 0.00 and 0.04.1° We take 0.02 to be a reasonable benchmark
value for k, a value that implies that the mean age of the weighted
sample is about the same as for standard least squares with a sample
of twenty-five years. Given the uncertainty about this parameter,
we report results for values of k between 0.01 (equivalent in mean
sample age to a sample of about fifty years) and 0.03 (equivalent in
mean sample age to a sample of about sixteen years).

3.2 Simulation Methods

In the case of rational expectations with constant and known
natural rates, we compute model unconditional moments numerically
as described in Levin, Wieland, and Williams (1999). In the case of
learning, we compute approximations of the unconditional moments
using stochastic simulations of the model.

For the stochastic simulations, we initialize all model variables to
their respective steady-state values, which we assume to be zero. The
initial conditions of C and R are set to the steady-state values implied
by the forecasting perceived law of motion (PLM) in the rational
expectations equilibrium with known natural rates. Each period,
innovations are generated from independent Gaussian distributions
with variances reported above. The private agent’s forecasting model
is updated each period and a new set of forecasts computed, as are
the central bank’s natural rate estimates. We simulate the model for
44,000 periods and discard the first 4,000 periods to eliminate the
effects of initial conditions. We compute the unconditional moments
from the remaining 40,000 periods (10,000 years) of simulated data.

10. See Sheridan (2003), Orphanides and Williams (2005), Branch and Evans
(2006), and Milani (2007).
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Learning introduces nonlinear dynamics into the model that may
cause the model to display explosive behavior in a simulation. In
simulations where the model is beginning to display signs of explosive
behavior, we follow Marcet and Sargent (1989) and stipulate
modifications to the model that curtail the explosive behavior. One
potential source of explosive behavior is that the forecasting model
itself may become explosive. We take the view that in practice private
forecasters reject explosive models. Therefore, in each period of the
simulation, we compute the maximum root of the forecasting VAR
(excluding the constants). If this root falls below the critical value
of 1, the forecast model is updated as described above; if not, we
assume that the forecast model is not updated and the matrices C
and R are held at their respective values from the previous period.1!
This constraint is encountered relatively rarely with the policies
analyzed in this paper.

This constraint on the forecasting model is insufficient to ensure
that the model economy does not exhibit explosive behavior in all
simulations. We therefore impose a second condition that eliminates
explosive behavior. In particular, the inflation rate, the nominal interest
rate, and the unemployment gap are not allowed to exceed (in absolute
value) six times their respective unconditional standard deviations
(computed under the assumption of rational expectations and known
natural rates) from their respective steady-state values. This constraint
on the model is invoked extremely rarely in the simulations.

4. PERFORMANCE OF THE OPTIMAL CoONTROL PoLricy

In this section, we examine the performance of the optimal control
policy derived under the assumption of rational expectations and
known natural rates to deviations from this reference model. We start
by considering the case in which private agents learn and natural rates
are known by the central bank. We then turn to the case of natural
rate uncertainty.

4.1 Known Natural Rates
The OC policy, derived for X =4 and v =1, is given by the following

equation:

11. We chose this critical value so that the test would have a small effect on model
simulation behavior while eliminating explosive behavior in the forecasting model.
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i, = 1.13G, , — 7 ,)+0.02G, , —#,) —0.26(i, , — 7 ,) +0.18m, ,
4+0.037, , +0.047, , —2.48(u, , — 4, ;) +2.03(u, , — 1, ;) (14)
—0.34(u, 5 —1, ;).

The first line of table 1 reports the outcomes for the OC policy under
rational expectations and known natural rates. These outcomes serve
as a benchmark against which the results under imperfect knowledge
can be compared. The OC policy is characterized by a high degree
of policy inertia, as measured by the sum of the coefficients on the
lagged interest rates of 0.89. The sum of the coefficients on lagged
inflation equals 0.25 and that on the lagged differences between
the unemployment rates equals —0.89. As discussed in Orphanides
and Williams (2008), the optimal control policy is characterized
by a muted interest rate response to deviations of inflation from
target. Following a shock to inflation, the OC policy only gradually
brings inflation back to target and thus restrains the magnitude of
deviations of unemployment from its natural rate and that of changes
in the interest rate.

Table 1. Performance of Alternative Monetary Policies
under Rational Expectations and Known Natural Rates?

Standard deviation Loss
Policy T u-u" Aj L
Optimal control 1.83 0.68 1.20 6.64
Levin, Wieland, and Williams (2003) 1.87 0.70 1.24 6.98
Orphanides and Williams (2008) 1.83 0.73 1.39 7.45

Source: Authors’ calculations.
a. The policies are derived for \=4 and v=1.

Macroeconomic performance under the OC policy deteriorates
under private agent learning, with the magnitude in fluctuations in
all three objective variables increasing in the updating rate, k. The
upper panel of table 2 reports the results when private agents learn
assuming constant natural rates. These results are very similar to
those reported in Orphanides and Williams (2008), where natural
rates are assumed to be constant and known. Thus, the incorporation
of known time-varying natural rates does not have notable additional
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implications for the design of optimal monetary policy under imperfect
knowledge. With learning, agents are never certain of the structure
of the economy or the behavior of the central bank. As discussed
in Orphanides and Williams (2005), particularly large shocks or
a “bad run” of one-sided shocks can be misinterpreted by agents
as reflecting a monetary policy regime that places less weight on
inflation stabilization or has a different long-run inflation target
than is actually the case. This confusion adds persistent noise to the
economy, which worsens macroeconomic performance relative to the
rational expectations benchmark.

Table 2. Performance of OC Policy under Learning and
Time-Varying Natural Rates?

Standard deviation Loss

K m u-u Ai L
Known natural rates

0.01 2.28 0.80 1.33 9.52
0.02 2.77 0.93 1.55 13.59
0.03 3.23 1.09 1.80 18.46
Natural rate estimates with optimal Kalman filters

0.01 2.26 0.88 1.33 9.99

0.02 3.16 1.10 1.82 17.79

0.03 3.59 1.23 1.99 22.94
Natural rates assumed constant

0.01 2.81 0.92 1.44 13.39

0.02 3.68 1.12 1.82 21.89

0.03 4.11 1.25 2.09 27.53

Source: Authors’ calculations.
a. The policies are derived for \=4 and v =1.

4.2 Estimated Natural Rates

We now analyze the performance of the OC policy designed
assuming rational expectations and known natural rates when
private agents learn and natural rates are not directly observable.
The middle section of table 2 reports the results assuming that
the central bank uses the optimal Kalman filters to estimate both
natural rates. As noted above, this case assumes that the central
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bank has precise knowledge of the structure of the IS and Phillips
curve equations, observes private expectations that appear in those
equations, and knows the covariance matrix of the shocks (which is
used in determining the coefficients of the Kalman filter).

If expectations are close to the rational expectations benchmark
and the central bank efficiently estimates natural rates, then natural
rate uncertainty by itself has little additional effect on macroeconomic
performance under the OC policy. For example, in the case of k = 0.01,
the standard deviations of inflation and the first difference of interest
rates are about the same whether natural rates are known or optimally
estimated. Not surprisingly, the standard deviation of the difference
between the unemployment rate and its natural rate is somewhat
higher if natural rates are not directly observed, since in that case
the central bank will sometimes aim for the “wrong” unemployment
rate target. These errors do not spill over into increased variability
of other variables, however.

If the learning rate is 0.02 or above, the interaction of natural rate
misperceptions and learning leads to a much greater deterioration of
macroeconomic performance. Natural rate misperceptions introduce
serially correlated errors into monetary policy. When agents are
learning, these policy errors interfere with the public’s understanding of
the monetary policy rule. As a result, the variability of all three target
variables increases. If the central bank uses the incorrect gains in the
Kalman filters, macroeconomic performance worsens even further. The
effects of using the wrong Kalman gains are illustrated in the lower
panel of table 1. In this example, the central bank incorrectly assumes
Kalman gains of zero in estimating natural rates (that is, it assumes that
the variances of the shocks to the natural rates are zero). The resulting
outcomes under the OC policy are significantly worse for all three
learning rates shown in the table. The deterioration in performance
is primarily due to a rise in the variability of inflation. Evidently, the
combination of private agent learning and policy mistakes associated
with poor measurement of natural rates significantly worsens the
anchoring of inflation expectations and the stabilization of inflation.

5. RoBusT OPTIMAL CONTROL POLICIES

The preceding analysis shows that the optimal control policy
derived under rational expectations and known natural rates may
not be robust to imperfect knowledge. We now consider an approach
to deriving policies that take advantage of the optimal control
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methodology but are robust to imperfect knowledge. Specifically,
following Orphanides and Williams (2008), we search for the “biased”
central bank loss function for which the implied OC policy derived with
rational expectations and known natural rates performs best under
imperfect knowledge for the true social loss function. This approach
applies existing methods of computing optimal policies under rational
expectations and is therefore feasible in practice.

For a given value of k and assumptions regarding natural rates
and natural rate measurement, we search for the values of X and
such that the OC policy derived using the loss,

L =var(xr—7")+ \var(u —u") + vvar(A(®)),

minimizes the true social loss, which we assume to be given by the
benchmark values of A\ = 4 and v = 1.12 We use a grid search to find
the optimal weights (up to one decimal place) for the biased central
bank loss and refer to the resulting policy as the robust optimal control
(ROC) policy.

5.1 Known Natural Rates

With known natural rates, the optimal weights for the central bank
loss on unemployment and interest rate variability are significantly
smaller than the true weights in the social loss, and this downward
bias is increasing in the learning rate k. The results from this exercise
are reported in the upper panel of table 3, which considers the same set
of assumptions regarding natural rate measurement as in table 2. For
comparison, the losses under the OC policy, denoted L, are reported in
the final column of the table. The results with known natural rates are
similar to that in Orphanides and Williams (2008), where natural rates
are assumed to be constant. The presence of learning makes it optimal to
assign the central bank a loss that places much greater relative weight
on inflation stabilization than the true social loss—that is, to employ a
conservative central banker, in the terminology of Rogoff (1985).13 The
ROC policies yield significantly lower losses than the OC policy.

12. This approach can be generalized to allow the inclusion of additional variables
in the loss function. We leave this to future research.

13. Orphanides and Williams (2005), using a very simple theoretical model,
similarly find that a central bank loss function biased toward stabilizing inflation
(relative to output) is optimal when private agents learn.
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5.2 Estimated Natural Rates

With estimated natural rates, the optimal weights for the central
bank loss on unemployment and interest rate variability are generally
smaller than in the case of known natural rates. Thus, the combination
of learning and natural rate mismeasurement strengthens the case for
placing much greater relative weight on inflation stabilization than
the true social loss. For example, in the case of Kk = 0.02 and optimally
estimated natural rates, the optimal central bank objective weights
are about one-half as large as in the case of known natural rates. In
that case, the ROC policy for k =0.02 and optimally estimated natural
rates is given by the following equation:

i, =1.11G, , —# ,)—0.12G,_, —#,) —0.15(Gi, , — 7, ,) + 0.51x, ,
40.287, , +0.007, , —3.32(u, , — 1, ;) +2.40(u, , — 1, ;) (15)
—0.43(, 4 —1; ,).

This ROC policy is characterized by a much larger direct response
to the inflation rate than the OC policy derived for the benchmark
loss (and reported in equation 14), reflecting the greater relative
weight on inflation stabilization for the biased central bank loss.
The ROC policy responds somewhat more to lags of the difference
between the unemployment rate and the perceived natural rate of
interest, with a sum of coefficients of —1.35 (versus —0.89 in the OC
policy). It also exhibits less intrinsic policy inertia, with the sum of
the coefficients on the lagged interest rate of 0.84 (versus 0.89 in
the OC policy), reflecting the much smaller weight on interest rate
variability underlying the ROC policy.

When the central bank incorrectly assumes that natural rates
are constant, the optimal weights for the central bank loss on
unemployment and on interest rate variability are at most one-fifth
as large as the true values. The differences in the losses under the OC
and ROC policies are much larger than in the case of known natural
rates. The central bank loss under imperfect knowledge tends to
be relatively insensitive to small differences in the weights used in
deriving the robust optimal policies. As a result, the precise choice of
optimal weights is not crucial. What is crucial is that the weights on
unemployment and the change in interest rates are small relative to
the weight on inflation.
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5.3 Greater Natural Rate Variability

Thus far, we have assumed a relatively low degree of natural
rate variability. We now explore the implications of more variable
natural rates, consistent with some estimates in the literature.* In
the following discussion, we assume that the standard deviation of
the natural rate innovations is twice that assumed in our benchmark
calibration. The results for these experiments are reported in table
4. The final column of the table reports the loss, denoted L*, under
the standard OC policy derived assuming rational expectations and
known natural rates with the benchmark calibration of innovation
variances.

If the central bank is assumed to observe the true values of the
natural rates, then the greater degree of natural rate variability does
not significantly affect the optimal choices of weights in the objective
function used to derive the ROC policy. Comparing the upper panels of
tables 3 and 4 shows that the optimal values of X\ and © are similar for
the two calibrations of natural rate variability. The losses associated
with the OC policy are much larger when natural rates are more
variable. In contrast, the losses under the appropriate ROC policies
are not that different in the two cases.

If, however, the central bank underestimates the degree of
natural rate variability in estimating natural rates, the optimal
values of X and ¥ are very small, implying that the central bank
should focus almost entirely on inflation stabilization in deriving
optimal control policies. The lower panel of the table reports
outcomes for the case in which the central bank uses the Kalman
filter gains appropriate for the benchmark calibration of natural
rate variability, but in fact the natural rates are twice as variable (in
terms of standard deviations). In this case, the OC policy performs
very badly, and the benefits of following the ROC policy rather than
the OC are dramatic.

6. SIMPLE RULES

We now compare the performance of two alternative monetary
policies that have been recommended in the literature for being robust
to various forms of model uncertainty to the optimal control policies

14. The case of zero variability of natural rates is analyzed in Orphanides and
Williams (2008).



‘I =apue

¥ = X 10§ paaLtep Lorjod H() Y3 Iopun SSO[ 9Y3 $0j0ULP 77 I = 4 PUE F = X SUIsn pejen[ess ‘a pue X jo senfea paziwndo ayy zepun Lorjod H() Y3 IopunN SSO[ 8Y} SBI0USP T B

‘SUOIJE[NO[ED SIOYINY :90IN0G

9€°€¢ 18791 L3¢ gs'1 (44 1°0 1°0 €00

ve'9¢ YLV 11°¢ 8T'T 81'¢ 1°0 1°0 ¢0°0

81'7¢ 1€°61 99'1 ar'l v1'g ¢'0 1°0 10°0
SI9}]1J URW[BY QUI[dSB( YIIM SIJBUI)SD AJBI [BINJEN

€602 68°¢T e8¢ g0'1 €1'g 1°0 v €00

8€°¢GT 6711 18°1 760 912 g0 6°0 ¢0'0

9201 90'6 €g'1 ¢80 96°T €0 '1 10°0
S9)BI [BINJBU UMOUY]

W 1 % S L a X 4

ssor U01ID102P PUDPUDIS spySraM

KI[IqRLIRA ey

[eanjeN YSTH pue 9Spaymouy 109j1odwi] I9pun ssor| jueq [ejuad)) Ul siyS1op rewnndQ 'y a[qe,



136 Athanasios Orphanides and John C. Williams

analyzed above. The first rule is a version of the forecast-based policy
rule proposed by Levin, Wieland, and Williams (2003). According to
this rule, the short-term interest rate is determined as follows:

L =1, +0, (%3 — ﬁ*) +0,(u, , - Lz:—l)’ (16)

where 7/ . is the forecast of the four-quarter change in the price
level and «” is the natural rate of unemployment which we take to
be constant and known. Because this policy rule characterizes policy
in terms of the first difference of the interest rate, it does not rely on
estimates of the natural rate of interest, as does the standard Taylor
rule (1993). The second rule we consider is proposed by Orphanides
and Williams (2007) for its robustness properties in the face of natural
rate uncertainty:

it = it71 + e'ﬁ (ﬁf+3 - ﬁ*) + eAu (ut—l - ut—Z)‘ %))

A key feature of this policy is the absence of any measures of natural
rates in the determination of policy.!?

We choose the parameters of these simple rules to minimize the
loss under rational expectations and constant natural rates using
a hill-climbing routine.!® The resulting optimized Levin-Wieland-
Williams rule is given by

i, =i, , +1.05(%¢,; — 7 ) —1.39(y, , — 1 ,). (18)

The optimized Orphanides-Williams rule is given by

i, =i, + L4, — ) —1.19(, | —u, ). (19)

15. This policy rule is related to the elastic price standard proposed by Hall (1984),
whereby the central bank aims to maintain a stipulated relationship between the
forecast of the unemployment rate and the price level. It is also closely related to the
first difference of a modified Taylor-type policy rule in which the forecast of the price
level is substituted for the forecast of the inflation rate.

16. If we allow for time-varying natural rates that are known by all agents, the
optimized parameters of the Levin-Wieland-Williams and Orphanides-Williams rules
under rational expectations are nearly unchanged. The relative performance of the
different policies is also unaffected.
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In the following, we refer to these specific parameterizations of these
two rules simply as the Levin-Wieland-Williams and Orphanides-
Williams rules.!?

The lower part of table 1 reports the outcomes for the Levin-
Wieland-Williams rule and the Orphanides-Williams rule under
rational expectations and known natural rates. Under rational
expectations and known natural rates, the OC policy yields a modestly
lower loss than the Levin-Wieland-Williams and Orphanides-Williams
rules, which is consistent with the findings in Williams (2003) and
Levin and Williams (2003) about the relative performance of simple
rules for other models.

In contrast to the OC policy, the Levin-Wieland-Williams and
Orphanides-Williams rules perform very well under imperfect
knowledge. Table 5 compares the performance of these rules to that
of the OC policy derived under the true central bank loss and the ROC
policies. (Because the Orphanides-Williams rule does not respond to
natural rate estimates, outcomes are invariant to the assumption
regarding central bank natural rate estimation.) In all cases reported
in the table, the Levin-Wieland-Williams rule performs as well as or
better than the OC policy, with the performance advantage larger the
higher the learning rate and the greater the degree of natural rate
misperceptions. As discussed in detail in Orphanides and Williams
(2008), the Levin-Wieland-Williams rule consistently brings inflation
back to target quickly following a shock to inflation, and it contains
the response of inflation to the unemployment shock. The Orphanides-
Williams rule does even better than the Levin-Wieland-Williams
rule at containing the inflation responses to shocks, but at the cost of
greater variability in the difference between the unemployment rate
and its natural rate and the change in the interest rate. Consequently,
the Levin-Wieland-Williams rule performs somewhat better than the
Orphanides-Williams rule in terms of the stipulated central bank loss
for all the cases that we consider here.

The outcomes under the Levin-Wieland-Williams and Orphanides-
Williams rules are generally similar to those under the ROC policies.
The first column of table 5 reports the losses under the ROC policies
(repeated from table 3). The Levin-Wieland-Williams rule does slightly
worse than the ROC policy in the cases closest to the perfect knowledge
benchmark (that is, a low k and modest natural rate misperceptions)
and performs better as the degree of model misspecification increases.

17. These are the same rules analyzed in Orphanides and Williams (2008).
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The Orphanides-Williams policy performs about the same or slightly
worse than the ROC policies, except in the case of known natural
rates, when the ROC policy performs much better. Evidently, the
extra fine-tuning in the ROC policy compared to the simple rules
is of little value in an environment characterized by learning and
natural rate misperceptions. The results are qualitatively similar
with greater natural rate variability, as seen in table 6. In this case,
however, if the central bank uses the Kalman gains based on the
benchmark calibration, the Orphanides-Williams rule outperforms
the ROC policies.

The strong performance of the Levin-Wieland-Williams
and Orphanides-Williams rules in the presence of natural rate
mismeasurement reflects the fact that these rules do not rely
on natural rate estimates as much as the OC policy. Indeed, the
Orphanides-Williams rule does not respond to natural rates at all,
while the Levin-Wieland-Williams rule responds only to estimates of
the natural rate of unemployment. Importantly, these rules respond
aggressively to movements in inflation. In the case of the Levin-
Wieland-Williams rule, policy errors stemming from misperceptions
of the natural rate of unemployment cause some deterioration in
macroeconomic performance, but the consequences of these errors are
limited by the countervailing effect of the strong response to resulting
deviations of inflation from target.

7. CONCLUSION

Current methods of deriving optimal control policies ignore
important sources of model uncertainty. This paper has examined
the robustness of optimal control policies to uncertainty regarding the
formation of expectations and natural rates and analyzed monetary
policy strategies designed to be robust to these sources of imperfect
knowledge. Our analysis shows that standard approaches to optimal
policy yield policies that are not robust to imperfect knowledge. More
positively, this analysis helps us identify and highlight key features
of policies that are robust to these sources of model uncertainty.

The main finding is that a reorientation of policy toward stabilizing
inflation relative to economic activity and interest rates is crucial for
good economic performance in the presence of imperfect knowledge.
Indeed, focusing on price stability in this manner is the policy that
should be pursued even when the central bank cares greatly about
stabilizing economic activity and interest rates. Although following
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policies that place greater weight on economic stability may appear
desirable in an environment of perfect knowledge, doing so is
counterproductive and leads to greater instability when knowledge
is imperfect. Moreover, in an environment of imperfect knowledge,
well-designed robust simple rules perform about as well as optimal
control policies designed to be robust to imperfect knowledge. This
raises further doubts about the wisdom of relying on the optimal
control approach in lieu of simple rules for policy design. Given the
many other sources of model uncertainty, further research should
be directed at analyzing robust monetary policy with a full array of
sources of model uncertainty.
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RoBUST LEARNING STABILITY WITH
OPERATIONAL MONETARY Poricy RULES
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The recent literature examines the conduct of monetary policy
in terms of interest rate rules from the viewpoint of imperfect
knowledge and learning by economic agents. The stability of the
rational expectations equilibrium is taken as a key desideratum for
good monetary policy design.! Most of this literature postulates that
agents use least squares or related learning algorithms to carry out
real-time estimations of the parameters of their forecast functions
as new data become available. Moreover, it is usually assumed that
the learning algorithms have a decreasing gain; in the most common
case, the gain is the inverse of the sample size so that all data points
have equal weights. Use of such a decreasing-gain algorithm makes it
possible for learning to converge exactly to the rational expectations
equilibrium in environments without structural change. Convergence
requires that the equilibrium satisfies a stability condition, known
as E-stability.

Decreasing-gain algorithms do not perform well, however, when
occasional unobservable structural changes take place. So-called
constant-gain algorithms are a natural alternative for estimating
parameters in a way that is alert to possible structural changes. If
agents use a constant-gain algorithm, then parameter estimates of the
forecast functions do not fully converge to the rational expectations

We thank our discussant Claes Berg, Carl E. Walsh, and the conference participants
for valuable comments. Support from National Science Foundation Grant No. SES-
0617859 and ESRC grant RES-000-23-1152 is gratefully acknowledged.

1. For surveys, see Evans and Honkapohja (2003a), Bullard (2006), and Evans and
Honkapohja (in this volume).
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equilibrium values. Instead, they remain random, even asymptotically.
For small values of the gain parameter, the estimates mostly remain
in a small neighborhood of the rational expectations equilibrium,
provided that the equilibrium is E-stable.2 Constant-gain algorithms
have recently been employed in empirical work, such as Milani (2005,
2007a), Orphanides and Williams (2005a, 2005b), and Branch and
Evans (2006).

The connection between convergence of constant-gain learning
and E-stability noted above is a limiting result for sufficiently
small gain parameters. For finite values of the gain parameter, the
stability condition for constant-gain learning is more stringent than
E-stability. In this paper we examine the stability implications of
various interest rate rules when agents use constant-gain learning
rules with plausible positive values of the gain. We say that an
interest rate rule yields robust learning stability of the economy if
stability under constant-gain learning obtains for all values of the
gain parameter in the range suggested by the empirical literature.?
We focus on interest rate rules that are operational in the sense
discussed by McCallum (1999), who holds that monetary policy cannot
be conditioned on current values of endogenous aggregate variables.
The rules we consider therefore assume that policy responds to
expectations of contemporaneous (or future) values of inflation and
output, but not on their actual values in the current period.

We consider robust learning stability for a variety of operational
interest rate rules that have been suggested in the recent literature.
These include Taylor rules and optimal reaction functions under
discretion and commitment when central bank policy aims for interest
rate stabilization in addition to the usual motives for flexible inflation
targeting. The reaction function may be expectations-based in the
spirit of Evans and Honkapohja (2003b, 2006) or of the Taylor-type
form suggested by Duffy and Xiao (2007). We also analyze two interest

2. See Evans and Honkapohja (2001, chaps. 3 and 7) for the basic theoretical results
on constant-gain learning. See also Evans, Honkapohja, and Williams (forthcoming)
for references on recent papers on constant-gain learning. The possibility of divergence
resulting from constant gain learning was noted in Slobodyan, Bogomolov, and
Kolyuzhnov (2006).

3. Numerous concepts of robustness are relevant to policymaking, reflecting, for
example, uncertainty about the structure of the economy and a desire by both private
agents and policymakers to guard against the risk of large losses. We do not mean
to downplay the importance of such factors, but we abstract from them here to focus
on the importance of setting policy in such a way as to ensure stability in the face of
constant-gain learning.



Robust Learning Stability with Operational Monetary Policy Rules 147

rate rules that approximate optimal policy under commitment, as
suggested by Svensson and Woodford (2005) and McCallum and
Nelson (2004). Our results show that expectations-based rules deliver
robust learning stability, whereas the proposed alternatives often
become unstable under learning even at quite small values of the
constant-gain parameter.

1. CONSTANT-(GAIN STEADY-STATE LEARNING

In this paper we employ multivariate linear models. In this
simplest case, in which the shocks are white noise and there are no
lagged endogenous variables, the rational expectations equilibrium
takes the form of a stochastic steady state. We now briefly review the
basics of steady-state learning in linear models and then apply the
results to Taylor rules.*

1.1 Theoretical Results

The steady state can be computed by postulating that agents’
beliefs, called the perceived law of motion (PLM), take the form

yt=a+et

for a vector y,, where e, ~ 1.i.d.(0, 02). Using the model, one then
computes the actual law of motion (ALM), which describes the
temporary equilibrium in the current period, given the PLM. We write
the ALM using a linear operator T as

y,=a+Ta+e,

where the matrix T depends on the structural parameters of the model.
Examples of the T map are provided below. A rational expectations
equilibrium is a fixed point, a, of the T map, that is,

a=o+Ta.

We assume tlhat I-Tis nonsingular, so that there is a unique solution
a=(I-T) o. For convenience, and without loss of generality, we

4. See Evans and Honkapohja (2001, chaps. 8 and 10) for a detailed discussion of
adaptive learning in linear models.
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now assume that the model has been written in deviation-from-the-
mean form, so that o« = 0. Thus the rational expectations equilibrium
corresponds to @ = 0 in our analysis. Under learning, agents attempt
to learn the value of a, and hence in deviation-from-the-mean form
we are examining whether agents’ estimates of the mean converge
toa=0.

Steady-state learning under decreasing gain is given by the
recursive algorithm,

a,=a,, ty(y,—-a,,, @)

where the gain ~, is a sequence of small decreasing numbers, such
as v, = 1/t. Assuming that y, = Ta, ; + e, that is, that expectations
are formed using the estimate a, | based on data through time ¢ - 1,
the convergence condition of algorithm (1) is given by the conditions
for local asymptotic stability of @ under an associated differential
equation:

d_a =Ta—a,

dr

which is known as the E-stability differential equation. Here T denotes

notional or virtual time. The E-stability condition holds if and only if

all eigenvalues of the matrix T have real parts less than one.?
Under constant-gain learning, the estimate a, of a is updated

according to

at = at,1 + ’\f(yt - atfl)’ (2)
where 0 < ~ < 1 is the constant-gain parameter. The only difference
between equation (2) and equation (1) is the constancy of the gain
sequence. We now have

a,=a,_, +~(Ta_ +e—a.),

or

a,=NT+@0-vIa,_, +~e,

5. Throughout, we rule out boundary cases in which the real part of some eigenvalue
of the T map is one.
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This converges to a stationary stochastic process around the rational
expectations equilibrium value (in deviation-from-the-mean form)
provided all roots of the matrix NT + (1 — «)I lie inside the unit
circle.

Stability under constant-gain learning depends on the value of ~,
and we have the following result.

Proposition 1. For a given 0 < ~ < 1, the stability condition is
that the eigenvalues of T lie inside a circle of radius 1/4 and origin at
(1 — 1/~, 0). This condition is therefore stricter for larger values of ~.

Proof. The stability condition is that the roots of N[T + ~v1(1 — 1]
lie inside the unit circle centered at the origin. Equivalently, the roots
of [T + ~1(1 — y)I] must lie inside a circle of radius 1/~ centered at the
origin. Since the roots of T + v 1(1 — ~)I are the same as the roots of T
plus v 1(1 —~), this is equivalent to the condition given.

The right edge of the circle is at (1, 0) in the complex plane, and as
~ — 0 we obtain the standard (decreasing-gain) E-stability condition
that the real parts of all roots of T are less than one. Looking at the
other extreme, ~ = 1, gives the following corollary of proposition 1:

Proposition 2. We have stability for all 0 < ~ < 1 if and only if all
eigenvalues of T lie inside the unit circle.

Stability for all constant gains, 0 <~ < 1, is equivalent to a
condition known as iterative E-stability, sometimes called IE-stability.
Iterative E-stability is said to hold when TV — 0 as j — 0.5

When the stability condition holds, the parameter a,converges to a
stationary stochastic process that we can fully describe. This, in turn,
induces a stationary stochastic process for y, = Ta, , +e,.

1.2 Application to Taylor Rules

Consider the standard forward-looking New-Keynesian model,
x, = —p@, — )+ x5, + 8 3)
T, = N\x, + 07, +u,. (4)
For convenience we assume that (g,, u,)’ are independent and

identically distributed (i.1.d.), so that the preceding technical results

6. In many models, iterative E-stability is known to be a necessary condition for
the stability of eductive learning; see, for example, Evans and Guesnerie (1993).
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can be applied. Later we consider cases with first-order autoregressive,
or AR(1), shocks. We use x;,, and 7, to denote expectations of 7, ; and
x,,,- Below we specify the information sets available to agents when
they are forming expectations, and throughout the paper we explore
the implications of alternative assumptions.
Bullard and Mitra (2002) consider Taylor rules of various forms,
including the contemporaneous data rule,

L= Xy T X % )]

and the “contemporaneous expectations” rule,
L =Xx T + XX (6)

In this section, our analysis of the contemporaneous expectations rule
follows Bullard and Mitra (2002) in assuming that all expectations
are based on information at time ¢ — 1, that is, 7; = E, =, xt=FE, x,
Ty = =E, m,,,,and x7 = =E, x, - Smce we havei.i.d. shocks, forecasts
are based purely on the estlmated intercept.

Bullard and Mitra (2002) show that the determinacy and E-
stability conditions are the same and are identical for both interest
rate rules. They are given by

A= D+ A =P)x,>0. (M

Bullard and Mitra consider this finding important because of
McCallum’s (1999) argument that interest rate rules cannot plausibly
be conditioned on contemporaneous observations of endogenous
aggregate variables like inflation and output, whereas they could
plausibly be conditioned on central bank forecasts or “nowcasts”
E, 7, E,_x,.

We reconsider this issue from the vantage point of constant-gain
learning. For the interest rate rule (6), the model takes the form

y, =My, + M1yf+1 +Pv,, ®

where y, = (x,, 7)) and v,/ = (g,, u,) and where

M, =
“XxPN XN

’ (9)
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and

==, 3}

Since our shocks are i.i.d., the PLM is simply y, = a + e,, and the
corresponding ALM is y, = (M, + M;)a + e,, where e, = Pv,. The
usual E-stability condition is that the eigenvalues of M, + M, have
real parts less than one, which leads to condition (7). According
to proposition 2, for convergence of constant-gain learning for all
gains 0 < < 1, both eigenvalues of M, + M, must lie inside the
unit circle.

We investigate the stability of constant-gain learning numerically,
using the Woodford calibration of ¢~ = 0.157, X\ = 0.024, 3 = 0.99.
Setting x_= 1.5, eigenvalues with real parts less than —1 arise
for x,>0.31 and eigenvalues with real parts less than -9 arise
for x, > 1.57. This implies that when x_= 1.5 and x, > 1.57, the
equilibrium is unstable under learning for constant gains ~ > 0.10.
This is perhaps not a significant practical concern since Taylor’s
recommended parameters are x_= 1.5 and (based on the quarterly
calibration of Woodford) x, = (0.5)/4 = 0.125. However, it does show
a previously unrecognized danger that arises under constant-gain
learning if the Taylor rule has too strong a response to E, ,x,, and
this finding foreshadows instability problems that arise in more
sophisticated rules discussed below.

Finally, the potential for instability under constant-gain
learning arises specifically because of the need to use forecasts
EHyt. For the current-data Taylor rule (5), it can be shown that
condition (7) guarantees stability under learning for all constant
gains 0 < ~ < 1.7

2. OPTIMAL DISCRETIONARY MONETARY PoOLICY

We now consider optimal policy under constant-gain learning,
starting with optimal discretionary policy. We focus on homogeneous
learning by private agents and the policymaker. We initially restrict
attention to the case of 1.i.d. exogenous shocks, so that steady-state

7. The model now takes the form y, = M,E,y,., + Pv,, and the required condition
is the same as the determinacy condition.
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learning is appropriate. We also analyze the more general case, in
which the observable shocks follow AR(1) processes.
Consider the loss function

E, Y [(r, = ) + o (x, —x ) + o, —1)7], 10)

t

where 7%, x*, and i* represent target values. For simplicity, we set
=" =x"=0. The weights o, o > 0 represent relative weights given
by policymakers to squared deviations of x, and 7, from their targets,
compared with squared deviations of w, from its target.

The first-order condition for discretionary optimal policy is

AT, +ox, — o (I, — i) = 0. (11)
We first consider a Taylor-Type Rule proposed by Duffy and Xiao

(2007) and then discuss the expectations-based rule recommended
by Evans and Honkapohja (2003b).

2.1 Taylor-Type Optimal Rules
Duffy and Xiao (2007) propose using the equation (11) directly

to obtain a Taylor-Type Rule that implements optimal discretionary
policy. Solving the first-order condition for i, yields the rule

where at this point we drop the term i* since for brevity we are
suppressing all intercepts. As Duffy and Xiao (2007) discuss, this is
formally a contemporaneous-data Taylor rule. They show that for
calibrated values of structural parameters and policy weights, this
leads to a determinate and E-stable equilibrium.

The central bank’s observing contemporaneous output and
inflation is problematic. We therefore examine the rule

. A A o, £
L, = @_Et—lﬁt +LEt—1xt7 (12)
Q QL

2 i
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where the information set for the nowcasts ©° = E, |w,, x* = E, %, is
past endogenous variables and exogenous variables.® This again leads
to a model of the form (8) with coefficients (9), where x = N, and

= pa, /oy We assume that private agents and central banks estimate
the same PLM Since we are here assumlng steady-state learning, we
also have E,_ 1Ty = E, x and E,_ X = E, x,.

For a sufficiently large o, the model under this Taylor-Type Rule
will suffer from indeterminacy. This follows from the Bullard-Mitra
result that the determinacy condition is equation (7), from which the
critical value of o, can be deduced. The condition for determinacy is

q <T@ =N+ (1 BN lpa,. (13)

If the central bank’s desire to stabilize the interest rate is too
strong—that is, if condition (13) is not met—then the central bank fails
to adjust the interest rate sufficiently to ensure that the generalized
Taylor principle (7) is satisfied. To assess this point numerically, we
use the calibrated parameter values of Woodford (2003, table 6.1),
with o, = 0.048, ¢ = 1/0.157, X = 0.024, and 3 = 0.99, which yields
approximately @; = 0.28. Woodford’s calibrated values of o, are 0.077
or 0.233 (the latter value is from Woodford, 1999). Thus the condition
for determinacy does hold for these calibrations.

We next consider stability under learning. Forthe PLM y, =a + e,,
we again get the ALM y,= (M, + M a + e, and

e 2 P S
T=M,+M, —| ' G R ?;PH.
A—a A’ BHXNp—o; N
It can be shown that

det(T) = B(1 — o "o, ©?).

Stability under all values 0 <~ < 1 requires that

|B(1 —a; lap” )| <1,

8. An alternative would be to assume that agents and the policymaker see the
contemporaneous value of the exogenous shocks but not the contemporaneous values
of x, and m,. This would not alter our results.
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and it is clear that for given 3, o, ¢ this condition will not be satisfied
for a sufficiently small o, > 0. ThlS leads to our next proposition:

Proposition 3. Let &; = B(1 +83) 'a,9”. For 0 < o, < &;, there exists
0 <AB,p,;,0,) <1 such that the optimal dlscretlonary Taylor Type
Rule (12) renders the rational expectations equilibrium unstable under
learning for 4 <~ <1.

Thus, in addition to the indeterminacy problem for large values of
«;, the Taylor-type optimal rule suffers from a more serious problem
of instability under constant-gain learning for small values of «,. The
source of this difficulty is the interaction of strong policy responses
seen in equation (12) and a large gain parameter. This combination
leads to cyclical overshooting of inflation and the output gap. This is
particularly evident as «; tends to zero, since in this case, a positive
change in inflation expectatlons Et 1T, leads to a large increase in i,,
which in turn leads to large negative changes in x, and =, via equatlons
(3) and (4). The severity of this problem depends on the value of 4 in
proposition 3. Ideally, stability would hold for all 0 < ~ < 1, but the
problem might not be a major concern if 4 is high.

We investigate the magnitude of 4 numerically by computing
the eigenvalues of NT + (1 — ~)I. As an example, for the Woodford
calibration B =0.99, ¢ = 1/0.157, and X\ = 0.024, we find that with

=0.048 and o, = 0.077, the critical value 4 ~ 0.04. Since estimates
1n the macroeconomic literature suggest gains in the range 0.02 to
0.06, this indicates that optimal Taylor-Type Rules may not be stable
under learning.? The source of the problem is that with low «; the
implied weights on E, 7, and especially E, ,x, are very high. Under
constant-gain learning, this can lead to instability unless the gain
parameter is very low. As we demonstrate later, this problem can be
avoided by using a suitable expectations-based optimal rule.

We next consider the case in which the exogenous shocks are
AR(1) processes. The literature uses various information assumptions
in this setting. Perhaps the most common assumption is that agents
see current and lagged exogenous variables and lagged, but not
current, endogenous variables. Expectations under this assumption
are denoted ET( Ex EﬂM, Exm An alternative would be to
replace these Wlth Et 1T Et X, Et T E’Hx indicating that

t+12 t+1°

9. Milani (2007b) considers a setting in which agents switch between decreasing-gain
and constant-gain estimators, depending on recent average mean-square errors. The
estimated gains are even higher in the constant-gain regime, at around 0.07 to 0.08.



Robust Learning Stability with Operational Monetary Policy Rules 155

agents only see lagged information.1® Whether agents see current
or only lagged exogenous shocks is not particularly crucial and does
not affect our main results. We therefore follow the most common
assumption that expectations are specified as Enx,, Ex, Emx,.,,and
E,x, ;.11 In contrast, whether agents and policymakers are able to
see current endogenous variables is an important issue for stability
under learning, as we have already seen. This is why we use the
term operationality to indicate an interest rate rule that does not
depend on current endogenous variables.

We now assume that the exogenous shocks g, and u, follow AR(1)
processes, that 1s,

g =vg,+8
and
U, = ply_y + 0,

where 0 < |pl, |pl< 1, and 3, ~ i.i.d.(O,oZ), a, ~ i.i.d.(O,Gi) are
independent white noise processes. We write this in vector form as

v,=Fv,+%,.
Under the current assumptions, the PLM of the agents is
y,=atcev,

and the forecasts are now E,y, = a +cv, and Ey, . =a+cFv, Using
the general model (8), the ALM is

y,=M,+M)a+ M,c+M_cF +P)v,

10. A third alternative, which is occasionally used in the literature, allows agents
to see the contemporaneous values of endogenous variables. However, this assumption
runs against the requirement of operationality that we want to emphasize here.

11. The standard assumption under rational expectations is that agents have
contemporaneous information. Qur information assumption takes account of the
operationality critique, but nonetheless allows for the possibility of convergence under
learning to the rational expectations equilibrium.
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Figure 1. Stability of Optimal Taylor-Type Rule with y = 0.02.
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and the E-stability conditions are that all eigenvalues of the matrices
M;+M, and I ® M, + F/ ® M, have real parts less than one. Here, ®
denotes the Kronecker product of two matrices.2

To examine stability under constant-gain learning, we simulate
the model under constant-gain recursive least squares (RLS)
estimation of the PLM parameters a and ¢.!® Under constant-gain
RLS, agents discount old data geometrically at the rate 1 — ~. Let
a,, ¢, denote the estimates based on data through ¢ — 1. Given these

estimates, expectations are formed as y; = Ky, =a, +¢,v, and

12. In the case of lagged information, the PLM is specified as y,=a + cv, ; + n,,
and the ALM is then y, = (M, + M,)a +(M,c + M,cF +PF)v,  +7,.
13. See the appendix for the recursive formulation of constant-gain least squares.
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Figure 2. Instability of Optimal Taylor-Type Rule with y = 0.04.
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v, =Ey,, =a, +¢,Fv, and the temporary equilibrium is then
given by equation (8) with these expectations.

We use the previous values for the structural parameters and also
set p = p = 0.8. Simulations of the system indicate instability under
constant-gain RLS learning for gain parameters at or in excess of
0.024. Thus, with regressors that include exogenous AR(1) observables,
instability arises at even lower gain values than in the case of steady-
state learning. Figures 1 and 2 illustrate the evolution of parameters
over time under constant-gain RLS learning with the Taylor-Type
Rule (12) in stable and unstable cases.!*

14. In the stable case, the small deviation of © from rational expectations, seen in
figure 1, gradually vanishes as the simulation length increases.
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2.2 Expectations-Based Optimal Rules

Assume now that at time J the exogenous shocks g, u, and
private-sector expectations E,n,,, E,x,,, are observed by the
central bank. The expectations-based rule is constructed so that it
exactly implements equation (11), the first-order condition under
discretion, even outside a rational expectations equilibrium for given
expectations, as suggested by Evans and Honkapohja (2003b). To
obtain the rule, we combine equations (3), (4), and (11) and solve
for 7, in terms of the exogenous shocks and the expectations. The
resulting expectations-based rule is

(0, + XD & BNp + (o, + X)p? &
t NI Et t+1 PN tT1
oy + (o, + X)) oy + (o, + X )
(o, + X X
CNICE-1 - o 2 W
o; + (o, + X))o o; + (o, + X))o
This leads to a reduced form,
Y. = MEtyt+1 + PVt. (14)

Determinacy of the rational expectations equilibrium corresponding
to optimal discretionary monetary policy requires that M has both
eigenvalues inside the unit circle.’® We again have the condition
o; < &;, where @; is given by equation (13).

For stability under learning, first consider the case in which the
exogenous shocks v, are i.i.d. and agents use steady-state learning
under constant gain. For this reduced form, the PLM y, = a + e, gives
the ALM y, = Ma + e, (where e, = Pv,), as discussed in section 1.1.
Thus T =M, and there is a very close connection between determinacy
and stability under learning. This leads to proposition 4:

Proposition 4. Assume that o; < &; and that the shocks are 1.i.d.
Then the expectations-based rule, which implements the first-order
condition, yields a reduced form that is stable under steady-state
learning for all constant-gain rules 0 <~ < 1.

Provided o; < &@;, so that determinate optimal policy is possible,
the expectations-based optimal rule will successfully implement the

15. Equivalently, we need |tr(M) | <1 + det(M) and | det(M)| < 1.
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optimal rational expectations equilibrium: under decreasing-gain
learning there will be convergence to the equilibrium, and under
small constant-gain learning, it will converge to a stochastic process
near the optimal equilibrium. Furthermore, for all constant gains
0 <~ <1, there will be convergence to a stationary process centered
at the optimal equilibrium.

Second, we examine numerically the case of AR(1) shocks with
(constant-gain) RLS learning. For the Woodford calibration 3 = 0.99,
¢ =1/0.157, X = 0.024, o, = 0.048, and o, = 0.077 (and p = p. = 0.8), we
find that learning converges for gain values at or below ~ = 0.925.
In other words, the expectations-based optimal discretionary rule is
quite robustly stable under learning. When the agents have to run
genuine regressions, as in the current case, then the IE-stability
condition does not imply convergence of constant-gain learning for
all 0 < v < 1. However, we see that stability does hold even for ~
quite close to one.

3. OpTiMAL Poricy wiTH COMMITMENT

For brevity, in the remainder of the paper we assume that
o; = 0, that is, that the central bank does not have an interest rate
stabilization objective.l® Given the model described in equations (3)
and (4) and the loss function (10) with o, = 0, optimal monetary policy
under commitment (from a timeless perspective) is characterized by
the condition!”

AT, = = (X, — X, ), (15)

which is often called the optimal targeting rule. The optimal rational
expectations equilibrium of interest has the form

x,=bx, ;+cu,

and

16. See Duffy and Xiao (2007) for an extension to the case in which the central
bank also has an interest rate stabilization motive.

17. See, for example, Clarida, Gali, and Gertler (1999) and Woodford (1999). For
the exposition, we follow Evans and Honkapohja (2006).
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where we choose the unique 0 < b, < 1 that solves the equation
BbZ—(1+B+N/a) b, +1=0andb_=o /N1 -b),c,=—[X\+pb_
+ (1 —Bp)(o, N and ¢, =— (o, N ¢,

The literature proposes a number of optimal reaction functions
that implement the optimal targeting rule (15). Under rational
expectations, one obtains the fundamentals-based reaction function

L, =0 T g+ bu, (16)
where

U, =b[p7 M, ~1) +b ],

b, = @7

and

v, =[b, +¢ (b, +p—Dlc, +cp.

Evans and Honkapohja (2006) show that the reaction function (16)
often leads to indeterminacy and always leads to expectational
instability. They propose instead the expectations-based reaction
function

iz - 6szq + 6‘nEt’nt+l + SxEtxt-%—l + 6ggt + 6uut’ (17)

where the coefficients arel®

—Q, N3 -1
=—* 5 =1+—" 5. =5, = , and
L ola, +2%) 7 (o, +X%) s =7
_ N
‘el +X%)

Under the interest rate reaction rule (17), the reduced-form model is
of the form

y: = MlEtyt+1 +Ny,, +Pv,,

18. In the discretionary case with o, = 0, the same coefficients would obtain, except
that 6, = 0.
L
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with y,/ = (xt, w,) and v, = (g, u,). The corresponding rational
expectations equilibrium takes the form y, = by, ; + ¢v,. Evans and
Honkapohja (2006) show that the optimal expectations-based reaction
function (17) delivers a determinate and E-stable optimal equilibrium
for all values of the parameters. It is therefore clearly preferred to the
fundamentals-based rule (16).

In connection with constant-gain learning we have the following
partial result:1?

Proposition 5. The expectations-based rule under commitment
(17) yields a reduced form for which the eigenvalues of the derivative
of the T map, at the rational expectations equilibrium, are inside the
unit circle for all values of the structural parameters.

This result is partial in the sense that the eigenvalues condition
is no longer sufficient for stability of constant-gain learning for
all 0 <~ < 1. This is because in the model the regressors include
exogenous and lagged endogenous variables.

We now examine numerically the performance of constant-gain RLS
learning under the expectations-based optimal rule with commitment.
Using Woodford’s parameter values (but with o, = 0), we find that
constant-gain RLS learning converges for values of the gain parameter
below 4 =~ 0.25. The inclusion of a lagged variable among the regressors
appears to have a significant effect on learning stability for large
gains. However, the rule is still robust for all plausible values of the
gain parameter.

As noted above, the Duffy and Xiao (2007) formulation under
commitment breaks down when «; = 0 (as it does in the discretionary
case). One might investigate numerically the performance of the
Duffy-Xiao rule under constant-gain RLS for calibrated values
of o,. Based on the results in the discretionary case, we are not
optimistic about robust learning stability of the Duffy-Xiao rule
with commitment.

4. ALTERNATIVE RULES FOrR OPTIMAL POLICY UNDER
COMMITMENT

This section explores two alternative rules for optimal policy under

commitment: the Svensson-Woodford rule and the McCallum-Nelson
rule.

19. See the appendix for a proof.
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4.1 Svensson-Woodford Rule

Given that the fundamentals-based optimal rules (without interest
rate stabilization) lead to problems of indeterminacy and learning
instability, Svensson and Woodford (2005) suggest a modification in
which the fundamentals-based rule (16) is complemented with a term
based on the commitment optimality condition. We again assume that
contemporaneous data are not available to the policymaker, so that
current values of inflation «, and the output gap x, are replaced by
their nowcasts E 7, and E x,. This results in the 1nterest rate rule

N o N
=0 + 0,8 +b,u + 0K, + Tx(Etxt — %)), (18)

where 6 > 0.

The full model is now given by equations (3), (4), and (18). By
substituting equation (18) into equation (3), we can reduce this model
to a bivariate model of the form

Y. = MoEth + M1Ezyt+1 +Ny, , +Pv,, (19)

where the information set in the forecasts and nowcasts includes
current values of the exogenous shocks but not of the endogenous
variables. We also assume for convenience that v, =Fv, ; +%,is a
known, stationary process. The coefficient matrices are

— 71 —

M, — GI)N ) ,
—po, 0 —pOX

1
M, = L

N B+

b, +pad 0]
and

|0 =,
0 1o,
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The PLM has the form
y,=a+by, +cv,

and the T mapping is

[M, +M, I+b)|a,M,b* + Myb+N,

T(a,b,c)=
Myc+M, (bc +cF)+P

The usual E-stability conditions are stated in terms of the eigenvalues

of the derivative matrices,

DT, =M, + M, (I1+b),

DT, =b'oM, +IeoMb+IxM,,
and

DT, =F oM, +IeMb+IeM,,

where ® is the Kronecker product and b is the rational expectations
value of b.

We compute numerically the E-stability eigenvalues for the
Woodford calibration with o, = 0.048 and 6 = 1.0. For this case the
eigenvalues of DT, are —9.570 and 0.990, while the eigenvalues of
DT, are -10.605,-9.672, 0.878, and —0.0118. However, 0 = 1.0 is very
close to the lower bound on 6 needed for E-stability (since one root of
DT, is almost one), and the eigenvalues are sensitive to the value of
0. For example, for 6 = 1.5, the eigenvalues of DT, are —15.975 and
0.949, while the eigenvalues of DT are —17.059, —16.082, 0.842 and
—0.011. Thus, large negative eigenvalues appear.2°

The calculation of the E-stability eigenvalues suggests that the
interest rate rule (18) can be subject to instability if learning is based
on constant gain. We now examine numerically the performance of rule
(18) under different values of the constant gain using the Woodford
calibrated values of the model parameters and 6 = 1.5. Numerical

20. The eigenvalues of the same model, but with contemporaneous data available,
would not deliver large negative eigenvalues in the E-stability calculation for this
parameterization.
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simulations show that under the interest rate rule (18), constant-gain
RLS learning becomes unstable for values of ~ at 0.019 or higher.

We also examine numerically the sensitivity of the stability upper
bound on ~ for different values of o, that is, the degree of flexibility of
inflation targeting. Table 1 gives the approximate highest value, 4, of
the gain for which stability under constant-gain learning obtains. The
table shows that robust learning stability of the Svensson-Woodford
hybrid rule is very sensitive to the degree of flexibility in inflation
targeting. Robust stability obtains only when the central bank is an
inflation hawk.

Table 1. Critical Values of ~ for Stability:
Svensson-Woodford Rule

a 0.01 0.02 0.03 0.04 0.05 0.06 0.08 0.10

X

4 0.185 0.060  0.035 0.020 0.018 0.014  0.009 0.007

Source: Authors’ calculations.

4.2 McCallum-Nelson Rule

McCallum and Nelson (2004) propose a different rule that
approximates optimal interest rate policy from a timeless perspective.
They suggest that the interest rate be raised above inflation whenever
the timeless-perspective optimality condition is above zero. Their
rule performs well if y, is observable, but as McCallum and Nelson
(2004) themselves point out, such a rule would be subject to the
operationality problem that we have encountered several times: it
presupposes that contemporaneous data on inflation and the output
gap are available. One way to overcome this problem is to replace
unknown contemporaneous data by nowcasts of the variables. In this
case, the interest rate rule becomes

i, = B, +0[Ex, + %(E’txt —x, ). (20)

Under rational expectations, this rule approximates optimal policy

under (timeless-perspective) commitment, provided 6 > 0 is large.
The model is then given by equations (3), (4), and (20). The model

can be reduced to a bivariate model of the form (19), where the
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coefficient matrices are

—Opa X' —p(1+0)
M, = ,
—Bpa,  —eA1+0)
1
M, = v,
N BN
N — —Bpa X" 0 ’
Opa, 0
and
1
P= 0 .
X1

Using the same parameter values as in the case of the Svensson-
Woodford hybrid rule, with o, = 0.048, we obtain that for 6 = 1.0,
the eigenvalues of DT, are —9.719 and 0.869, while the eigenvalues
of DT, are —-10.780, —9.833, 0.750, and —0.213. For 0 = 1.5 the
eigenvalues of DT, are —16.130 and 0.873, while the eigenvalues
of DT, are —17.228, —16.245, 0.762 and —0.172. The results are
very sensitive to o,. For o, = 0.100, we obtain that for 0 = 1.0 the
eigenvalues of DT, are —22.954 and 0.912, while the eigenvalues
of DT, are —24.042, —23.033, 0.835 and —0.143. The large negative
eigenvalues indicate the potential for instability under constant-gain
learning. Using the Woodford calibration (including o, = 0.048) and
choosing 0 = 1.5, we find that constant-gain RLS learning becomes
unstable for values of the gain at or above 0.017.

We again examine numerically the sensitivity of the stability
upper bound on ~ for different values of o, that is, the degree of
flexibility of inflation targeting. Table 2 gives the approximate
highest value 4 of the gain for which stability under constant-
gain learning obtains. Comparing the two tables reveals that the
stability performance of the McCallum-Nelson rule (20) is about
the same as that of the hybrid rule (18) for the same parameter
values. Neither rule is robust for many plausible values of the
gain parameter.
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Table 2. Critical Values of ~ for Stability:
McCallum-Nelson Rule

a 0.01 0.02 0.03 0.04 0.05 0.06 0.08 0.10

X

4 0.174 0.057 0.031 0.020 0.017 0.014 0.009 0.007

Source: Authors’ calculations.

McCallum and Nelson (2004) suggest that a preferable alternative
to equation (20) is to use forward expectations instead of nowcasts,
since this delivers superior results under rational expectations. In
this case, the model has no lagged endogenous variables, that is,
N = 01in equation (19). We analyze this case numerically in Evans and
Honkapohja (2003a, 2006). Large negative eigenvalues no longer arise
in this formulation. However, determinacy and E-stability require a
small value of the parameter 6, which can result in significant welfare
losses for optimal policy.

5. CONCLUSIONS

A lot of recent applied research on learning and monetary policy
emphasizes discounted (constant-gain) least-squares learning by
private agents. We have examined the stability performance of
various operational interest rate rules under constant-gain learning
for different values of the gain parameter. Since estimates of the
gain parameter tend to be in the range of 0.02 to 0.06 for quarterly
macroeconomic data, ideally there should be convergence of learning
for gain parameters up to 0.1. Based on this criterion, we have found
that many proposed interest rate rules are not robustly stable under
learning in this sense. An exception to this finding is the class of
expectations-based optimal rules in which the interest rate depends
on private expectations in an appropriate way.
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APPENDIX
Constant-Gain RLS Algorithm

Suppose the economy is described in terms of a multivariate linear
model, which includes possible dependence on lagged endogenous
variables. Under least-squares learning, agents have the PLM

y,=a+by, +cv,te, (21)

where a, b, and ¢ denote parameters to be estimated. Here y, is a
p x 1 vector of endogenous variables. v, is k x 1 vector of observable
exogenous variables, and e, is a vector of white noise shocks. If the
model does not have lagged endogenous variables, then the term
by, ;is omitted.

At time ¢ agents compute their forecasts using equation (21)
with the estimated values (a,, b,, ¢,) based on data up to period ¢ — 1.
Constant-gain RLS takes the form

Ez = gt—l + '\(R;lztfl (ytfl - gt/—lzt—l)/’

R, =R, ,+ N(Zt—lzt/—l -R, ),

where £, = (a,,b,,¢,), Z! = (1,y/,,v]), and 1 > ~ > 0. The algorithm
starts at ¢ = 1 with a complement of initial conditions. The only
difference from standard RLS is that the latter assumes a decreasing
gain ~y, = 1/¢.21

Proof of proposition 5

We now sketch a proof of proposition 5. We examine the formulas
given in equations (A7) through (A9) of Evans and Honkapohja (2006,
p. 36). Two of the eigenvalues of DT, are 0, while the remaining
eigenvalues are those of the matrix

21. The formal analysis of recursive least squares (RLS) learning in linear
multivariate models is developed, for example, in Evans and Honkapohja (1998; 2001,
chap. 10).
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—N3b,  —XBb,
a, +N o, + N\
o,8b,  opb, |
a, +X\ o, + N\

K, =

The eigenvalues of K, are 0 and -1 <o, 3(2b,— 1)/(co, + \?) < 1. Likewise,
two of the eigenvalues of DT, are 0, while the other two eigenvalues
are those of the matrix

—N3b,  —NBp
a, +X\* o, + N

° o, fb, o, Bp
a, +N o, + N

The eigenvalues of K are 0 and o, 3(b, — 1+ p)/(o, +N\?), which is inside
the unit circle unless p is negative and large in magnitude. Finally,

—\Bb, —X\B8

DT, — a, +X o, + N
36, o,B

o, + \? o, + N

>

and its eigenvalues are 0 and 0 < o, 8b /(o + \?) < 1.
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MACROECONOMIC AND MONETARY
Po1iciEs FRoM THE EDUCTIVE VIEWPOINT

Roger Guesnerie
College de France and Paris School of Economics

The quality of the coordination of expectations, a key issue for
monetary policy, obtains from different, but interrelated, channels:
both the credibility of the central bank intervention and the ability
of decentralized agents to coordinate on a dynamical equilibrium
matter. For both purposes, it is important to understand how agents
learn. Indeed, many studies on monetary policy focus on learning
processes involving evolutive, real-time learning rules (such as
adaptive learning rules).

The eductive viewpoint, as illustrated in Guesnerie (2005) and
other references cited herein, partly abstracts from the real-time
dimension of learning, with the aim of more directly capturing the
systems’ coordination-friendly characteristics. The paper first presents
the analytical philosophy of expectational coordination underlying the
eductive viewpoint. Providing a synthesis of the eductive viewpoint is
a prerequisite to comparing the methods that this viewpoint suggests
with those actually adopted in most present studies of learning in the
context of macroeconomic and monetary policy. Such a comparison
rests on the review of existing learning results in the context of dynamic
systems, which is currently the main field for applying the eductive
method to macroeconomics.! Such applications, however, have not had
a direct bearing on monetary policy issues. Following the review, the

I thank Carl E. Walsh for useful comments on an earlier draft and Xavier Ragot for
discussions on these issues. I am especially grateful to Antoine d’Autume for pointing
out an error in a previous version. Also, section 5 borrows significantly from the joint
study of eductive learning in RBC-like models undertaken with George Evans and
Bruce McGough (Evans, Guesnerie, and McGough, 2007).

1. See, in particular Evans and Guesnerie (2005); for a static macroeconomic
example, see Guesnerie (2001).

Monetary Policy under Uncertainty and Learning, edited by Klaus Schmidt-Hebbel
and Carl E. Walsh, Santiago, Chile. © 2009 Central Bank of Chile.
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paper explores the differences between the traditional viewpoint and
this competing viewpoint as they relate to standard monetary policy
analysis. This exploration is tentative, yet promising.

The paper proceeds as follows. The next section lays out the logic
behind the eductive viewpoint and compares it with the evolutive
approach. I then review results that support a comparison between
the most standard expectational criteria and the eductive criterion,
first in the framework of a simple one-dimensional dynamic system
(section 2) and then in a multidimensional system (section 3). The
comparison with standard approaches is completed in section 4.
The analysis emphasizes the role of heterogeneity of expectations
and may suggest that the alternative view completes and deepens—
rather than contradicts—the conclusions of more standard
approaches. However, section 5 undertakes an eductive analysis
of a simple cashless economy in an infinite-horizon model with
infinitely-lived agents, which stresses conditions for expectational
coordination that are strikingly different from the classical ones. In
particular, the eductive evaluation of the stabilizing performance
of the Taylor rule suggests that its reaction coefficient to inflation
has to be severely restricted.

1. EXPECTATIONAL STABILITY: THE EDUCTIVE VIEWPOINT

The notion of an eductively stable or strongly rational equilibrium
has game-theoretical underpinnings and draws on ideas like
rationalizability, dominance solvability, common knowledge. These
concepts serve to provide a high-tech justification of the proposed
expectational stability criteria. The next subsection emphasizes
this high-tech approach for proposing global stability concepts that
have a clearly eductive flavor. The local view of the global approach
allows a more intuitive, low-tech interpretation which is presented
in the second subsection, and the section closes with comments on
the connections between the eductive viewpoint and the standard
evolutive learning viewpoint.

1.1 Global Eductive Stability

The model assumes rational economic agents (modeled as a
continuum), who know the logic of the collective economic interactions
(that is, the underlying model). Both the rationality of the agents
and the model are common knowledge. The state of the system is
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denoted E and belongs to some subset ¢ of some vector space. The
state £ can be a number, (the value of an equilibrium price or a
growth rate), a vector (of equilibrium prices, for example), a function
(an equilibrium demand function), an infinite trajectory of states, or
a probability distribution. For example, in the variant of the Muth
model considered in Guesnerie (1992), E is a number—namely, the
market clearing price tomorrow on the wheat market. The agents
are farmers whose profits depend on the wheat price. They know
the model in the sense that they understand how the market price
depends on the total amount of wheat available tomorrow: the
market clearing price, as a function of the total crop, is determined
from the inverse of a known demand function. Agents know all
this, (Bayesian) rationality and the model, and they know that it is
known, and they know that it is known that it is known, and so on.
With straightforward notation, (it is known)? for any p (that is, it is
common knowledge. In general equilibrium models (Guesnerie, 2001,
2002; Ghosal, 2006), E is a price or quantity vector. In models focusing
on the transmission of information through prices (Desgranges,
2000; Desgranges and Heinemann, 2005; Desgranges, Geoffard, and
Guesnerie, 2003), E is a function that relates the non-noisy part of
excess demand to the asset price. In infinite horizon models, E is an
infinite trajectory consisting, at each date ¢, of either a number or a
vector, describing the state of the system at this date. Introducing
uncertainty in these partial equilibrium, general equilibrium, and
intertemporal models leads to substituting £ with a probability
distribution over the set of finite or infinite dimensional vectors
previously considered.

In this paper, I focus on rational expectations or perfect foresight
equilibria. Emphasizing the expectational aspects of the problem,
I view an equilibrium of the system as a state, E*, that prevails if
everybody believes that it prevails. Note that in the described context,
E" is such that the assertion, “it is common knowledge that E = E™
is meaningful.

I say that E" is eductively stable or strongly rational if the following
assertion A implies assertion B (given that Bayesian rationality and
the model are common knowledge):

Assertion A: Tt is common knowledge that E € ¢;

Assertion B: It is common knowledge that E = E".

The mental process that leads from assertion A to assertion B
is as follows. First, since everybody knows that E € ¢, everybody
knows that everybody limits their responses to actions that are the
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best responses to some probability distributions over e. It follows
that everybody knows that the state of the system will be in e(1) C «.
Second, if £(1) is a proper subset of ¢, the mental process goes on as
in the first step, but it is now based on (1) instead of . Third, the
process continues indefinitely, resulting in a (weakly) decreasing
sequences(n) C e(n—1) C ... Ce(1) C e. When the sequence converges
to E*, the equilibrium is strongly rational or eductively stable. When
convergence does not occur, the limit set is the set of rationalizable
equilibria of the model (see Guesnerie and Jara-Moroni, 2007).

Global eductive stability is clearly very demanding, although
it can be shown to hold under plausible economic conditions in
a variety of models, including partial and general equilibrium
standard market contexts (Guesnerie, 1992, 2001), financial models
of the transmission of information through prices (Desgranges,
Geoffard, and Guesnerie, 2003), and general settings involving
strategic complementarities or substitutabilities (Guesnerie and
Jara-Moroni, 2007).

1.2 Local Eductive Stability

Local eductive stability may be defined through the same
high-tech or hyperrational view. However, the local criterion also
has a very intuitive, low-tech, and in a sense boundedly rational
interpretation.

1.2.1 Local eductive stability as a common knowledge
statement

I say that E” is locally eductively stable or locally strongly rational
if there is some nontrivial neighborhood of E*, V(E"), such that
assertion A implies assertion B:

Assertion A: It is common knowledge that £ € V(E");

Assertion B: it is common knowledge that E = E".

Hypothetically, the state of the system is assumed to be in some
nontrivial neighborhood of E*, and this hypothetical assumption of
common knowledge implies common knowledge of E*. In other words,
the deletion of non-best responses starts under the assumption that
the system is close to its equilibrium state. In that sense, this is the
same hyperrational view referred to above. However, the statement
can be read in a simpler way.
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1.2.2 Local eductive stability as a common sense
requirement

An intuitively plausible definition of local expectational stability
is as follows: there is a nontrivial neighborhood of the equilibrium
such that if everybody believes that the state of the system is in this
neighborhood, it is necessarily the case that the state is, in fact, in
this neighborhood, regardless of the specific form of everybody’s
belief. Intuitively, the absence of such a neighborhood signals some
tendency to instability: there can be facts falsifying any universally
shared conjecture on the set of possible states, unless this set reduces
to the equilibrium itself. The failure of local expectational stability
in the precise sense defined above is (roughly) equivalent to a failure
of the local intuitive requirement.

1.3 Eductive versus Evolutive Learning Stability

Milgrom and Roberts (1990) suggest an informal argument
according to which, in a system that repeats itself, non-best
responses to existing observations will be deleted after a while,
initiating a real-time counterpart of the notional-time deletion
of non-best responses that underlies eductive reasoning. I focus
here on the connections between local eductive stability and the
local convergence of standard evolutive learning rules. Local
eductive stability, as just defined, implies that once the (possibly
stochastic) beliefs of the agents are, for whatever reason, trapped
in V(E"), they will remain in V(E") whenever updating satisfies
natural requirements that are met in particular by Bayesian
updating rules. Although this does not guarantee that any evolutive
learning rule will converge, local eductive stability does mean that
every reasonable evolutive real-time learning rule will converge
asymptotically in many settings (see Guesnerie, 2002; Gauthier and
Guesnerie, 2005). Furthermore, the failure to find a set V(E") for
which the equilibrium is locally strongly rational signals a tendency
to trigger away in some cases reasonable states of beliefs that are
close to the equilibrium (and are thus likely to be reachable with
some reasonable evolutive updating process) a fact that threatens
the convergence of the corresponding learning rule.?

2. It also forbids a strong form of monotonic convergence.
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The very abstract and hyperrational criterion thus provides
a shortcut for understanding the difficulties of expectational
coordination, without entering into the business of specifying
the real-time bounded rationality considerations. Naturally, the
eductive criterion is generally more demanding than most fully
specified evolutive learning rules (as strongly suggested by the
argument sketched above and precisely shown in the previously
cited works).

The connection, however, is less clear-cut than just suggested in
models with extrinsic uncertainty. In such cases, the equilibrium,
as well as a state of the system in the sense of the word used here,
is a probability distribution. However, an observation is not an
observation on the state in this sense, but information on the state
in the standard sense of the word. Evolutive and eductive learning
may then differ significantly.

2. EXPECTATIONAL COORDINATION: INFINITE HORIZON AND
ONE-DIMENSIONAL STATE

Models used for monetary policy generally adopt an infinite
horizon approach. This section and the following review existing
results on expectational coordination in general and eductive
stability in particular, in infinite horizon models. They are based on
Gauthier (2003), Evans and Guesnerie (2003, 2005), and Gauthier
and Guesnerie (2005). The review will support an expansion of
the comparison of the game-theoretical viewpoint stressed in this
paper with the standard macroeconomic approach to the problem
as reported in Evans and Honkapohja (2001). I start with one-
dimensional one-step-forward models with one-period memory.

2.1 The Model

Consider a model in which the one-dimensional state of the system
today is determined from its value yesterday and its expected value
tomorrow, according to the following linear (for the sake of simplicity)
equation:

NE [t + 1) | I] + x(t) + 6 x(t — 1)=0,
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where x is a one-dimensional variable and ~ and 6 are real parameters
(v, §=0).3

A perfect foresight trajectory is a sequence (x(f), ¢ > —1) such
that

~x(t + 1) + x(f) + dx(t — 1)=0 1)

in any period ¢ > 0, given the initial condition x(-1).

Assume that the equation g, = — ~ng,% — § has only two real
solutions, \; and X\, (which arise if and only if 1 — & > 0), with different
moduli (with |\;| <|X\,| by definition). Given an initial condition x(-1),
there are many perfect foresight solutions, but only two perfect
foresight solutions have the simple form

x(t) =X x(t—-1)
and
x(t) = N x(t — 1).

They are called constant growth rate solutions.

The steady-state sequence (x(f) =0, ¢t > —1) is a perfect foresight
equilibrium if and only if the initial state x(—1) equals 0. The steady
state is a sink if [\,| <1, a saddle if |\;| <1 <|[X\,[, or a source if
IN;| > 1. I focus here on the saddle case, for which the solution,
x(t) = \yx(t — 1), is generally called the saddle path. Economists have
long considered this the focal solution, on the basis of arguments that
refer to expectational plausibility. The rest of this section reviews
the standard expectational criteria that are used and confirms that
the saddle-path solution fits them.

2.2 The Standard Expectational Criteria

The standard expectational criteria basically fall into four
categories: determinacy, immunity to sunspots, evolutive learning,
and iterative expectational stability. I briefly explore each of these in
turn and then relate their solutions in an equivalence theorem.

3. Such dynamics obtain, in particular, from linearized versions of overlapping
generations models with production, at least for particular technologies (Reichlin, 1986),
or infinite horizon models with a cash-in-advance constraint (Woodford, 1994).
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2.2.1 Determinacy

The first criterion is determinacy. Determinacy means that the
equilibrium under consideration is locally isolated. In an infinite
horizon setting, determinacy has to be viewed as a property of
trajectories: a trajectory (x(f), ¢ > —1) is determinate if there is no
other equilibrium trajectory (x/(f), ¢ > —1) that is close to it. This calls
for a reflection about the notion of proximity of trajectories, that is,
on the choice of a topology. While the choice of the suitable topology
is open, the most natural candidate is the C, topology, according
to which two different trajectories, (x(¢), t > —1) and (x/(¢), t > —1),
are said to be close whenever |x(f) — x/(f)| < e, for any arbitrarily
small € > 0 and any date ¢ > —1. In fact, with such a concept of
determinacy, the saddle-path solution, along which x(f) = X\ x(¢ — 1)
when |\,| <1 <|X,], is the only solution to be locally isolated—that
is, determinate—in the C, topology.

In the present context of models with memory, a saddle-path
solution is characterized by a constant growth rate of the state
variable. This suggests that determinacy should be applied in terms
of growth rates, in which case the closeness of two trajectories,
(x(t), t > —1) and (x'(t), t > —1), would require that the ratio
x(t) / x(t — 1) be close to x/(t) / x'(t — 1) in each period ¢ > 0. This 1s
an ingredient of a kind of C, topology, as advocated by Evans and
Guesnerie (2003). In this topology, two trajectories, (x(f), t > —1)
and (x/(t), t > —1), are said to be close whenever both the levels x(¢)
and x'(¢) are close, and the ratios x(¢) / x(t — 1) and x/(¢) / x'(t — 1) are
close in any period.

As emphasized by Gauthier (2002), the examination of proximity
in terms of growth rates leads to the analysis of the dynamics with
perfect foresight in terms of growth rates. Define g(¢) = x(¢) / x(t — 1)
for any x(¢ — 1) and any ¢ > 0. The perfect foresight dynamics then
imply either

x(t) = — gt + 1) g@) + 8] x(t - 1)
or
gt)=—[g@+1) g+ @

The perfect foresight dynamics of growth rates then follows from
the initial perfect foresight dynamics defined in equation (1). The
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growth factor g(f) is determined at date ¢ from the correct forecast
of the next growth factor g(¢ + 1). This new dynamics of equation (2)
are nonlinear, and they have a one-step-forward-looking structure,
without predetermined variables.

The problem has thus been reassessed in terms of one-dimensional
one-step-forward-looking models that are more familiar.

2.2.2 Immunity to sunspots on growth rates

Maintaining the focus on growth rates, I now define a concept of
sunspot equilibrium, in the neighborhood of a constant growth rate
solution. Suppose that agents a priori believe that the growth factor
is perfectly correlated with sunspots. Namely, if the sunspot event is
s=1, 2, at date ¢, they a priori believe that g(f) = g(s), that is,

x(t) = g(s) x(t -1).

Thus, their common expected growth forecast is

E [x(t+ 1D I1]=m(s, 1) g(1) x(t) + (s, 2) 8(2) x(®),

where =(s, 1) and w(s, 2) are the sunspot transition probabilities.

As shown by Desgranges and Gauthier (2003), this consistency
condition is written

8(s) ==ty [n(s, 1) g(1) + (s, 2) g(2)] g(s) + &} 3

When g(1) = g(2), the formula defines a sunspot equilibrium on the
growth rate, as soon as the stochastic dynamics of growth rates are
extended:*

8W)=— E[git+1)|1;] g@®) — .
2.2.3 Evolutive learning on growth rates
It makes sense to learn growth rates from past observations.

Agents then update their forecast of the next period growth rates from
the observation of past or present actual rates. Reasonable learning

4. This equivalence relies on special assumptions about linearity and certainty
equivalence.
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rules in the sense of Guesnerie (2002) and Gauthier and Guesnerie
(2005) consist of adaptive learning rules that are able to detect cycles
of order two.

2.2.4 Iterative expectational stability

This subsection applies the iterative expectational (IE) stability
criterion (see, for example, Evans, 1985; DeCanio, 1979; Lucas, 1978)°
to conjectures on growth rates. Let agents believe a priori that the
law of motion of the economy is given by

x(t) = g(v) x(¢ - 1),

where g(t) denotes the conjectured growth rate at step T in some
mental reasoning process. They expect the next state variable to
be g(1)x(t), so that the actual value is x(¢) = -6 x(t — 1) / [Ng(7) + 1].
Assume that all agents understand that the actual growth factor is
—6/ [ng(7) + 1]. When their initial guess is g(1), they should revise
their guess as

9

g("l'+1) = _W

4)

By definition, IE stability obtains whenever the sequence
(g(1),T > 0) converges toward one of its fixed points, a fact that is
interpreted as reflecting the success of some mental process of learning
(leading to the constant growth rate associated with the considered
fixed point). These dynamics are the time mirror of the perfect foresight
growth rate dynamics: then, a fixed point X\, or X\, is locally IE stable if
and only if it is locally unstable in the previous growth rate dynamics,
that is, in these dynamics, it is locally determinate.

This simple model provides a somewhat careful reminder of the
four possible (and more or less standard) viewpoints on expectational
stability. I later compare these viewpoints with the so called eductive
viewpoint emphasized here. This comparison is facilitated by the fact
that these a priori different approaches to the problem select the same
solutions, as described in the proposition below.

5. This concept differs from the more usual concept of differential expectational
stability (see Evans and Honkapohja, 2001).
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2.2.5 An equivalence theorem for standard expectational
criteria

Proposition 1. For a one-step-forward, one-dimensional linear
model (with one lagged predetermined variable, where ~, 6 = 0), the
following four statements are equivalent:

1. A constant growth rate solution is locally determinate in the
perfect foresight growth rate dynamics and equivalently here is
determinate in the C; topology of trajectories.

2. A constant growth rate solution is locally immune to (stationary)
sunspots on growth rates.

3. For any a priori given reasonable learning rules bearing on
growth rates, a constant growth rate solution is locally asymptotically
stable.

4. A constant growth rate solution is locally IE stable.

In particular, a saddle-path solution that clearly meets the
first requirement meets all the others. The argument presented in
Guesnerie (2002) incorporates earlier findings. For example, the fact
that reasonable learning processes converge relies on a definition of
reasonableness integrating the suggestions of Grandmont and Laroque
(1991) and the results of Guesnerie and Woodford (1991).

Section 4 will compare the standard criteria with the eductive
viewpoint on learning, but some game theory flesh will have to be
introduced into the model. Before doing that, I focus on a multi-
dimensional version of the model.

3. STANDARD EXPECTATIONAL CRITERIA IN INFINITE
HorizoN MobpELS: THE MULTIDIMENSIONAL CASE

While keeping with one-step-forward-looking linear models with
one-period memory, I now turn to the case of a multidimensional
state variable.

3.1 The Framework

The dynamics of the multidimensional linear one-step-
forward-looking economy with one predetermined variable are
now governed by

GE [xt+1)|L]+x()+Dx(¢ - 1)=0,
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where x 1s an n x 1 dimensional vector, G and D are two n x n
matrices, and 0 is the n x 1 zero vector. A perfect foresight equilibrium
is a sequence (x(t), ¢ > 0) associated with the initial condition x(-1),
such that

Gx(t+1)+x(f) +Dx(t —1)=0. 5)

The dynamics with perfect foresight are governed by the 2n
eigenvalues \; (i = 1,..., 2n) of the following matrix (the companion
matrix associated with the recursive equation):

A [Gl GID],
1 (0)

n

where (0) 1s the n-dimensional zero matrix.

The discussion centers on the perfect foresight dynamics restricted
to a n-dimensional eigensubspace, especially the one spanned by the
eigenvectors associated with the n roots of lowest modulus. I assume
that the eigenvalues are distinct and define |\| <|\,| whenever
1<j(@i,j=1,..., 2n). I then focus on the generalized saddfe-path case,
where |\ | <1<\, |

Let u, denote the eigenvector associated with X\; (i = 1,..., 2n). Since
all the eigenvalues are distinct, the n eigenvectors form a basis of the
subspace associated with \,,..., \,. Let

where v, and ¥, are of dimension n. If u, is an eigenvector, then
v, =\ v,

Hence, on picking up some x(0), and if the n-dimensional subspace
generated by (u,,.., u,) is in “general position,” there is a single x(1)
such that (x(0), x(1)) = Xa,u, is in the subspace. This generates a
sequence (x(), t > 0), (x(1), x(2)) = Xa\u, following the dynamics
defined in equation (5). This generates a solution that is converging
in the saddle-path case.

The methodology proposed in the previous section for constructing
a constant growth rate solution can be replicated to obtain what is
called a minimum-order solution. Assume that
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x®)=Bx(t-1) (6)

in every period ¢ and for any n-dimensional vector x(t — 1)(Bisann x n
matrix). Also, x(¢ + 1) = Bx(¢). It must therefore be the case that

B=—-(GB+1)!D,
or, equivalently
(GB+I1)B+D=0. (7)

A matrix B satisfying this equation is a minimum-order solution
in the sense of McCallum (1983).6 Gauthier (2002) calls it a stationary
extended growth rate. In view of the previous section’s analysis of
constant growth rate solutions, I use this latter terminology and focus
on the expectational stability of extended growth rates.

3.2 The Expectational Plausibility of Extended Growth
Rate Solutions According to Standard Criteria

This section concentrates on three of the above criteria:
determinacy, immunity to sunspots, and IE stability. Determinacy
is viewed through the dynamics of perfect foresight of extended
growth rates, which extends the growth rate dynamics previously
introduced. For every ¢, B(f) is an n-dimensional matrix whose ijt®
entry is equal to bij(t) and x(f) = B(#)x(¢ — 1). This matrix is called
an extended growth rate (EGR), in line with the terminology of
stationary extended growth rates.

Assume that such a relationship holds in all ¢, so that
x(t + 1) =B( + 1)x(¢); the dynamics with perfect foresight of the
endogenous state variable x(¢) imply

GB@+1) x(?) + x(t) + Dx(¢t —1) =0,
that is,
x(t)=—[GB(t+ 1)+ 1] Dx(t - 1), ®)

provided that GB(¢ + 1) + I is a n-dimensional regular matrix.

6. Evans and Guesnerie (2005) show that B = VAV !, where A is an n x n diagonal
matrix whose iith entry is N; (i =1,..., n) and V is the associated matrix of eigenvectors.

In what follows, I focus on the saddle-path case, where |\ | <1 <[\, 4|
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Then, a perfect foresight dynamics of such matrices B(¢) may be
associated with a sequence of matrices (B(¢), t > 0) such that:

B#)=-[GBt+1)+L]'D<[GBt+1)+I]B#+D=0. 9)

This defines the perfect foresight EGR dynamics. Its fixed points
are the stationary matrices B such that B(f) = B, in all ¢. They are
solutions of equation (7).

The determinacy of the stationary extended growth rate associated
with the matrix B, is standardly defined as the fact that B (the infinite
trajectory with constant extended growth rate) is locally isolated,
that is, that there does not exist a sequence B(¢) of perfect foresight
extended growth rates converging to B.

A sunspot equilibrium on extended growth rates, in the spirit of
the previous section, is a situation in which the whole matrix B(¢) that
links x(¢) to x(¢ — 1) is perfectly correlated with sunspots. If a sunspot
event is s (s = 1, 2) at date ¢, then

E[x@+1)|s] =[r(s, 1) B(1) + =(s, 2) B(2)] B(s) x(¢ — 1)
and
x(t) = — {G[rn(s, 1) B(1) + «(s, 2) B(2)] B(s) + D} x(¢ — 1).

In a sunspot equilibrium, the a priori belief that B(¢) = B(s) is self-
fulfilling in all x(¢ — 1), so that

B(s) = — {G[n(s, 1) B(1) + 7(s, 2) B(2)] B(s) + D}.

Finally, the (virtual-time) learning dynamics associated with the
IE-stability criterion are as follows. At virtual time T of the learning
process, agents believe that, in all ¢,

x(?) = B(m) x(t - 1),

where B(7) is the T estimate of the n-dimensional matrix B. Their
forecasts are accordingly

E[x,,,1I] =B x,
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The actual dynamics are obtained by reintroducing forecasts into the
temporary equilibrium map:

GB(nx, +x,+Dx, ;=0 x =—[GB(1)+1 ] 'Dx_,.
As a result, the dynamics with learning are written
B(r+1)=— [GB(1) + I ]7'D. (10)

A stationary EGR B is a fixed point of the above dynamics. It is locally
IE stable if and only if the dynamics are converging when B(0) is close
enough to B.

3.3 The Dynamic Equivalence Principle

The following proposition describes the equivalence principle in
one-step-forward, multidimensional linear systems with one-period
memory.

Proposition 2. For a stationary EGR, the following three statements
are equivalent:

1. The EGR solution is determinate in the perfect foresight
extended growth rate dynamics.

2. The EGR solution is immune to sunspots, that is, there are no
neighboring local sunspot equilibria on extended growth rates with
finite support, as defined above.

3. The EGR solution is locally IE stable.

In particular, the saddle-path solution—which exists when the n
smallest eigenvalues of A have modulus less than 1, with the (n + 1)t
having modulus greater than 1—meets all these conditions.

The proposition, which is proved in Gauthier and Guesnerie
(2005), has a flavor similar to that of the one-dimensional case.” The
connection between evolutive learning and eductive learning is now
more intricate, however. It is not as easy to assess the performance of
adaptive learning processes in the multidimensional extended growth
rates context as in the one-dimensional situation of the previous
section: part 3 of proposition 1 has no counterpart here.

7. The equivalence of propositions 1 and 3 follows easily from the above definitions
and sketch of analysis. The equivalence with proposition 2 is clearly plausible.
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4. EpuctivE LEARNING IN DYNAMIC MODELS

The discussion of eductive learning requires fleshing out the
dynamic models under scrutiny with elements from game theory. In
other words, the dynamic model needs to be imbedded in a dynamic
game. For the sake of completeness, I present the construct proposed
in Evans and Guesnerie (2003), which is based on an overlapping
generations (OLG) model.

At each period ¢, there exists a continuum of agents, some of
whom react to expectations while others use strategies that are not
reactive to expectations (in an OLG context, the latter are in the
last period of their lives).® The former are denoted w, and belong to
a convex segment of R, endowed with Lebesgue measure dw,. More
precisely, agents w, have a (possibly indirect) utility function that
depends on three factors: their own strategy s(w,); sufficient statistics
on the strategies played by others, thatis, y, = F(II {s(w,)},*), where
F, in turn, depends first on the strategies of all atgents who react
to expectations at time ¢ and second on (x), which here represents
sufficient statistics on the strategies played by agents who do not
react to expectations and includes (but is not necessarily identified
with) y, ;; and the sufficient statistics for time ¢ + 1 as perceived
at time ¢, —that is, y,,,(w,), which may be random—and also, now
directly, the ¢ — 1 sufficient statistics y, ;.

I assume that the strategies played at time ¢ can be made
conditional on the equilibrium value of the ¢ sufficient statistics
y,- Now, let (e) denote both (the product of) y, ; and the probability
distribution of the random variable ¥,,,(w,) (the random subjective
forecasts held by w, of y,,;). Let G(w,, y,, ®) be the best response
function of agent w,. Under these assumptions, the sufficient
statistics for the strategies of agents who do not react to expectations
is (x) = (Y1 Y-

The equilibrium equations at time ¢ are written as follows:

Y. = F<Hw't {Glw,y,,¥,4 e (9 )]},yH,yt>. (11)

8. An agent in period ¢ is different from any other agent in period t/, ¢/ = ¢.
This means either that each agent is physically different or that the agents have
strategies that are independent from period to period. In an OLG interpretation of
the model, each agent lives for two periods, but only reacts to expectations in the
first period of his life.
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When all agents have the same point expectations, denoted y; ,,
the equilibrium equations determine what is called the temporary
equilibrium mapping:

Q(yH vyt 9yf+1) = yt - F{Hujt [G(wt ’yg ’ yH ’y§+1 )]’ yH ’yt }

Also assuming that all y,,; have a very small common support
around some given y;,,, decision theory suggests that G, to the first
order, depends on the expectation of the random variable ¥,,,(w,),
which is denoted yj ,(w,) (and is close to y;,;). Equation (11), can
be linearized around any initially given situation, denoted (0), as
follows:

¥, =UOy, + VO, , + [WO0,.0)¥;,()dw,,

where y,, y, ;, ¥;.;(w) now denote small deviations from the initial
values of y,, y, ;, ¥,,;, and U(0), V(0), W(0, w,) are n x n square
matrices.

If such a linearization is considered only around a steady state
of the system, then y,, y, ;, and so on will denote deviations from the
steady state and U(0), V(0), W(0, w,) are simply U, V, W(w,).

Adding an invertibility assumption yields two reduced forms.
First, the standard temporary equilibrium reduced form, associated
with homogenous expectations y;, (w) = yy,, is

y, =By, + Dy, ,, (12)
Second, the stochastic beliefs reduced form is

¥, =Dy, + B [Z()yi (@)dw,, (13)

where f Z(w;)dw, = I.Tuse the reduced form in equation (13) to analyze
eductive stability.

4.1 Eductive Stability in a One-Dimensional Setting

Based on the above analysis, it seems natural to index beliefs to
growth rates. As highlighted in Evans and Guesnerie (2003), beliefs on the
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proximity of trajectories in the C; sense do not have enough grip on the
agents’ actions. Hence, the hypothetical common knowledge assumption
to be taken into account concerns growth rates (the C, topology).

(Hypothetical) common knowledge assumption: The growth rate
of the system is between X\, —c and \; +«.

Such an assumption about growth rates triggers a mental
process that, in successful cases, progressively reinforces the initial
restriction and converges toward the solution. The mental process
takes into account the variety of beliefs associated with the initial
restriction. Common beliefs with point expectations are then a
particular case, and it is intuitively easy to guess that convergence of
the general mental process under consideration implies convergence
of the special process under examination when studying IE stability.
This is stressed as such: IE stability is a necessary condition of
eductive stability (Evans and Guesnerie, 2003). Proposition 3 then
follows from the earlier equivalence theorem (proposition 1):

Proposition 3: If a constant growth rate solution is locally
eductively stable or locally strongly rational then it is determinate in
growth rates, is locally IE stable, is locally immune to sunspots, and
attracts all reasonable evolutive learning rules.

Eductive stability is thus more demanding in general than all
the previous equivalent criteria. The fact that it is strictly more
demanding is shown by Evans and Guesnerie (2003), although it
becomes equally demanding when some behavioral homogeneity
condition is introduced.

4.2 Eductive Stability in a Multidimensional Setting

The hypothetical common knowledge assumption to be taken into
account naturally has to bear on extended growth rates.

(Hypothetical) common knowledge assumption: The extended growth
rate of the system B belongs to V(B), where V(B) is a neighborhood
in the space of matrices (which has to be defined with respect to some
distance, normally evaluated from some matrix norm).

As mentioned earlier, if common knowledge of B € V(B) = B =B,
then the solution is locally eductively stable or locally strongly
rational. As in the one-dimensional case, proposition 4 now follows
from proposition 2.

Proposition 4: If a stationary extended growth rate solution
is locally eductively stable or locally strongly rational, then it is
determinate, locally IE stable, and locally immune to sunspots.
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Again, eductive stability is more demanding, in general, than
all the standard and equivalent criteria. The reason is that it takes
into account the stochastic nature of beliefs and the heterogeneity
of beliefs. Both dimensions are neglected explicitly in the iterative
expectational stability construct and implicitly in the other equivalent
constructs. In fact, as soon as local eductive stability is concerned,
point expectations and stochastic expectations may not make much
difference (see Guesnerie and Jara-Moroni, 2007). At least locally, the
key differences between strong rationality and standard expectational
stability criteria stem from the heterogeneity of expectations.

4.3 Standard Expectational Coordination Approaches
and the Eductive Viewpoint: A Tentative Conclusion

My comparison of the eductive viewpoint with the standard
expectational coordination criteria (determinacy, absence of neighbor
sunspot equilibria, and IE-stability) has been limited to the above
class of models. An exhaustive attempt would have to extend the class
of models under scrutiny in different directions. First, uncertainty
(intrinsic uncertainty) would have to be introduced into the models.
The analysis should extend, with some technical difficulties, the
appropriate objects under scrutiny being respectively probability
distributions on growth rates and extended growth rates. The
equivalence proposition 2 would most likely have a close counterpart
in the new setting. Second, the models would need to incorporate
longer memory lags or more forward-looking perceptions (or both).
The theory seems applicable, although the concept of extended growth
rate becomes more intricate (Gauthier, 2004).

The next set of remarks brings me back to the models used in
monetary theory (starting, for example, with Sargent and Wallace,
1975). A number of these models have a structure analogous to the ones
examined here, although they often involve intrinsic uncertainty. This
suggests two provisional conclusions that will be put under scrutiny
in the next section. First, the standard criterion used in monetary
theory for assessing expectational coordination, local determinacy, is
less demanding than the eductive criterion. This can be seen, within
the present perspective, as the reflection of a neglect of a dimension
of heterogeneity of expectations that is present in the problem.

Second, the connections between the evolutive and eductive
viewpoints are less clear-cut than in the prototype model.
The differences have two sources: the theoretical connection
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between the two types of learning is less well established in the
multidimensional case, which often obtains in monetary models of
the New-Keynesian type, than in the one-dimensional one (that is,
proposition 1-3 has no counterpart in proposition 2); and in a noisy
system, agents do not observe, at each step, a state of the system,
as defined in the construct (that is, a probability distribution), but a
random realization drawn from this probability distribution. Rules
on learning, aimed at being efficient, have to react slowly to new
information. Intuitively, IE stability and thus eductive stability will
be more demanding local criteria than the success of necessarily
slow evolutive learning.

However, the above analysis and its provisional conclusions
implicitly refer to a true overlapping-generations framework. The
equations from which the expectational coordination aspects of
monetary policy are most often examined are indeed overlapping,
but they come from non-OLG infinite horizon models. Their
interpretation within the framework of an eductive analysis should
therefore be different.

5. EDUCTIVE STABILITY IN A CASHLESS EcoNomy

The objective here is to introduce very simple versions or models
that are used for the discussion of monetary policy and central bank
policy. The discussion centers on a simple model of a cashless economy,
in the sense of Woodford (2003).

5.1 The Model and the Standard Viewpoint

Consider an economy populated by a continuum of identical agents,
who live forever. Each agent o receives j units of a perishable good
in every period.? There is money, and the good has a money price P,
in each period,

The agents have an identical utility function:

U =3pu(C),
where u(C,) is iso-elastic

9. Although the continuum interpretation continues to hold, the reasoning formally
refers to a representative consumer, leaving aside the notation a.
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1
u(C,) = ——(C,)a-.
l1-0
The first-order conditions are
-1 o
[ P, ] :[1][1’][ C, ]
R+1 B R Ct+1
where i, is the nominal interest rate.

The central bank decides on a nominal interest rate according to
a Wicksellian rule. The rule takes the following form:

i;"=¢[Pt],

. 1
1 ==
( +lt) [B}

u'(Ct+1)
u'(C,)

P

t—1

where ¢ is increasing.
The targeted inflation rate is II" > 3, so that

*

* H
1+ o) = —.
+ (1) 5

The money price at time 0 is denoted PO*. The targeted price path is
Pt* - PO*(H*)t.

The economy is considered to start at time 1.

The path P, =P, C,(a) =79, t = 1, 2,... + oo, defines a rational
expectations (here a perfect foresight) equilibrium, associated with a
nominal interest rate &(II") = (II"/8) — 1.

Is this equilibrium determinate? Since all agents are similar and
face the same conditions in any equilibrium, any equilibrium has to
meet C,(a) = y. It follows that any other (perfect foresight) equilibrium
{P/} has to meet

!/
1+¢ R// B: Pt+1 ,
P

t—1 t




192 Roger Guesnerie

which can be rewritten, using =, as the inflation rate:
[1+ 0 (m)] =7y,

Any equilibrium close to the stationary equilibrium II* would satisfy
(with straightforward notation)

O'(¥)B (bm,) = (0m,4),

an equation incompatible with the proximity of the new equilibrium
trajectory to the steady-state trajectory, as soon as ¢'(*x)3 > 1. In other
words, if ¢'(x) > (1/3), then the equilibrium is locally determinate,
and this is the condition associated with the Taylor rule (see, for
example, Taylor, 1999).

The argument sketched above does not demonstrate that there are
no other perfect foresight equilibria outside the neighborhood under
consideration, although the one under scrutiny is the only stationary
one. Moreover, if the equations are viewed as coming from an OLG
framework, I would argue that the equilibrium is locally IE stable,
or even here locally eductively stable. Indeed, assume that (a) it is
initially common knowledge that inflation will remain forever in the
neighborhood of IT*, and (b) it is common knowledge that a (general)
departure of inflation expectations of om,,, involves a departure of
period ¢ inflation of éx, = (1/8¢/)6m,, ;. The two assertions together
imply that the steady-state inflation * is common knowledge. In other
words, the equilibrium x is locally eductively stable.!?

However, assertion (b), which is a core element of the OLG
framework, makes no full sense here, where what happens today
depends not only on expectations for tomorrow, but necessarily on the
whole trajectory of agents’ beliefs. To put it in another way, the fact
that tomorrow’s (period ¢ + 1) inflation expectation is 7, , has no final
bite on what the equilibrium price may be today in period ¢. Indeed,
an agent’s demand in period ¢ as seen from period 1 is

‘Ps ]
P

10. Strictly speaking, the sketched argument only shows that the equilibrium
x 1s locally IE stable. The fact that agents are identical here is more than needed
to ensure that heterogeneity of beliefs does not matter, so that IE stability implies
eductive stability.

1/0

C, (o) = C ()1 VI (1 +14,)
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In period ¢, agent o may be viewed as determining its demand as
follows. First, take C,(a) as a starting parameter and compute the
infinite sequence,

1/o

Ct+T (OL) - Ct (OL) B(l+7—1)/UH§+T—1 (1 4 I'S)

]

Then choose C,(a) so that it meets the consumer’s discounted
intertemporal budget constraint.

Clearly, such a computation has to be fed by the whole agents’
beliefs over the period and not only by their beliefs over the next period!
In other words, the connection between ¢ and ¢ + 1 emphasized above
for the analysis of eductive stability only captures one intermediate
step of the choice procedure and not the whole story, as it would in a
true OLG framework.

The right question is then the following: if hypothetically it is
common knowledge that =_is close to IT, = 11", then is the equilibrium
common knowledge? The next section addresses this question.

5.2 Eductive Stability in the Infinite Horizon Cashless
Economy: Preliminaries

Consider the world at time 1 and assume that, at the margin of the
stationary equilibrium, where the real interest rate is r*, all agents
expect a small departure dr_, s =1,.... At this stage, it does not matter
whether such a departure comes from an expected change in nominal
interest rate or an expected change in inflation. Given these changes
in beliefs, what is the new first-period equilibrium?

Consumption will not change in period 1. The only adjustment
variable is the first period interest rate, which will become r* + dry.
What will be the equilibrium dr;? The answer is given by lemma 1.

Lemma 1: The new equilibrium real interest rate is, to the first-
order approximation, r* + dr,, with

- | B
drl - _[I_B](drz)-

Proof: Consider the first-order conditions:

C (o) =C, (a)[B(LD/aHiq 1+ ’"s)l/n}-
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Take the log,

logC, =logC, +[
o

logs+[ ]ilegmrs),

so that, approximately, in the neighborhood of the stationary
equilibrium with consumption C* and interest rate r* and with
BA+r)=1,

40 =2 )

Singling out the adjustment variable dr,,

[l e[

A key remark is that the expected price change only induces a
second-order welfare change for the consumer. As is known from
consumption theory, the welfare change obtains to the first-order
approximation, as the inner product of the price change and of the
market exchange vector (the difference between the consumption and
the endowment vector).!! Since this latter vector is zero, the result
obtains. Now, the above finding implies that

Zdr]

X1 (dC, ) _
S )=0

I next compute the above expression:

R R D |

11. The fact that this is an infinite-commodity setting does not modify the part of
the theory under consideration.

dr +

)




Macroeconomic and Monetary Policies from the Eductive 195
In the case of dr_ = dr,, Vs,

S (29 - e |

Because Z;x 8" =p%*(1-0), Z;m(t —2)8" =3%/(1—B)*, this implies
that

46 } _ _[BZ ](drl)—[BS ](1—6)(dr2).

Cx o o

@)+ Xt - 28 (dr)

As in equilibrium dC,= 0, the result follows.
5.3 Eductive Stability: The Core Analysis

As explained above, I implicitly assume that both the model and
rationality are common knowledge. Also the monetary rule of the
central bank (¢) is credibly committed and hence believed. The initial
common knowledge restriction has to be a hypothetical restriction on
the state of the system. Here the state of the system is entirely defined,
once the monetary rule is adopted, by the sequence of inflation rates.
Since the equilibrium inflation rate is I, a natural local restriction
on beliefs is that the inflation rate is in the range of [II" — ¢, IT" + €].

Does this belief trigger a collective mental process leading to the
general conclusion that x will emerge? The process under discussion
takes place in period 1. To illustrate this process, I explore what will
happen if in period 1, all agents believe that future inflation will be
for ever II* + ¢. First, the expected price path will then be P/ = PI(H*
+ o)1 t=2,... + co. Second, the expected real interest rate between
tand ¢+ 1, ¢ > 2 will be

1+o(IT" +¢)
M+e

that is, it will differ from r* by approximately
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-l

I assume that in period one, agents make plans contingent on the
interest rate (that is, they submit a demand curve). Their conditional
inference of the nominal interest rate is then kp(Pl/PO*).

With regard to their inference of the next period price
P, P,= Pl(H* + €).12 Hence, the expected real interest rate is

1+ (P, ! Py) '
M+e
that is, approximately, when writing the first-period inflation rate

(‘l ]/'l 0 ) (II 6/),
!/ [1]

=L
H‘k
Setting v = ¢’ yields the next lemma.

Lemma 2: Under the state of beliefs just considered, the first-period
inflation rate is (I" — €/), where

13

Proof: The above formula is applied:

)y

/

veE = €

- |8
drl_ [I_B](drz),
with

1 1
o [H} i _6]6

12. A different assumption on beliefs would be to see the expected price path as
P)=P)(I"+¢), t =2, ... +o0, so that Py= P, (II'+ ¢)? in period 1.
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and

=[5

If ¢’ = v, then

o[-l -3l
B) (1-8 §

This leads to my main result, as presented in the following
proposition.

Proposition 5. A necessary condition for the strong rationality of
the equilibrium is (1/8) < v < (1/8)[1/(28 — 1)]. Since 1 + r* = 1/3, the
condition can also be written
(L+77)

(1-r)

Proof: For eductive stability to hold, the initial belief must not be

self-defeating. For that, it must be the case that

=

Take the inequality < 1. It follows that

8
1-8]

(1+r)<v<

1
§1)

- L

Bu

-1<

<1

(/B -B+B) _,
a-p

+

or

1

— | <1.
Bu

Take the inequality —1 < [ ]. Then,
(1/B80)(1—B+B) B
1-8)

> 1
a-p -
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or

1
515

or
)
BIl268-1

Indeed one conjecture is that this necessary condition is sufficient,
as soon as one specifies the initial set of beliefs as avoiding sweeping
beliefs (that is, alternating expectations of high and low inflation). In
the sense of the general discussion at the beginning of the paper, this
is like choosing an appropriate topology for the neighborhood of the
steady state (with sweeping beliefs being considered as non-close to
the initial one).!3 The proof would consist in showing that the initial
beliefs induce a smaller deviation from the targeted inflation, not only
in the first period but in any period, and then iterating the argument
using the common knowledge assumption.

The result is striking. The range of v = ¢’ that insures eductive
stability is rather small. With (3 close to 1, the condition looks roughly
as follows:

1

1

<v<|=|1+20-8)].

For the sake of illustration, with a high 3 = 0.95, this is roughly
(1.05) <v <(1.05)(1.1) = (1.15).

More generally, for small r*, the window for the reaction coefficient
is, to the first-order approximation, [1 + r*, 1 + 2r7].

The analysis thus suggests that standard Taylor rules are too
reactive. Another striking, but not surprising, conclusion is that a
plausible intuition within the determinacy viewpoint (that is, the
equilibrium is more determinate, and in a sense more expectationally

13. This is reminiscent of the distinction between C; and C, topology discussed
in section 2.
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stable, whenever v increases) is plainly wrong here; there is a small
window, above 1/3 (and shrinking with 8 and vanishing when (3 tends
to 1), for expectational stability.

6. CONCLUSION

Any conclusions are necessarily provisional, since an outsider’s
random walk in monetary models (albeit starting from a well-
established base camp) has to be subjected to criticism. It must also
be enriched to develop an intuition that is somewhat missing in the
present state of my understanding of the specialized issues that
have been addressed. This outsider’s walk has, however, attempted
to raise interesting questions for insiders and thus open new fronts
of thinking.
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DETERMINACY, LEARNABILITY,
AND PLAUSIBILITY IN MONETARY PoLICY
ANALYSIS: ADDITIONAL RESULTS

Bennett T. McCallum

Carnegie Mellon University

It is almost superfluous to begin by emphasizing that recent
research in monetary policy analysis has featured a great deal of
work concerning conditions for determinacy—that is, existence of
a unique dynamically stable rational expectations equilibrium—
under various specifications of policy behavior.! Indeed, there are
a number of papers in which determinacy is the only criterion for
a desirable monetary policy regime that is explicitly mentioned.?

By contrast, I have argued in recent publications (McCallum,
2003a, 2007) that least-squares (LS) learnability is a compelling
necessary condition for a rational expectations (RE) equilibrium
to be considered plausible, since individuals must somehow
learn about the exact nature of an economy from data generated
by that economy itself, while the LS learning process is biased
toward a finding of learnability. A similar position has also been
expressed by Bullard (2006). From such a position it follows that
in conditions in which there is more than one dynamically stable
RE solution—that is, indeterminacy—there may still be only one
RE solution that is economically relevant, if the others are not
LS learnable. In this sense, LS learnability is arguably a more
important criterion than determinacy.

T am indebted to Riccardo DiCecio, George W. Evans, Christopher Kent, and Carl
E. Walsh for helpful comments on earlier versions.

1. Prominent examples include Benhabib et al. (2001), Clarida, Gali, and Gertler
(1999), Rotemberg and Woodford (1999), Sims (1994), and Woodford (2003). Discussion
in a leading textbook is provided by Walsh (2003).

2. See, for example, Carlstrom and Fuerst (2005). These authors would almost
surely include other criteria if explicitly asked.

Monetary Policy under Uncertainty and Learning, edited by Klaus Schmidt-Hebbel
and Carl E. Walsh, Santiago, Chile. © 2009 Central Bank of Chile.
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It may be useful to expand briefly on the contention that LS
learnability is a compelling necessary condition. The argument begins
with the idea that, in actual economies, agents must ultimately obtain
quantitative details concerning their economy, necessary for forming
expectations, from data generated by that economy. Accordingly, the
same should be true for the model economy used by a researcher. There
are many conceivable learning processes, of course, so it would be
rash to presume that any single one is relevant. Thus, it is not argued
here that LS learnability is a sufficient condition for a RE equilibrium
to be plausible. But the setup for LS learnability (see Evans and
Honkapohja, 2003) is specified in a way that is, in a sense, biased
towards a finding of learnability. Specifically, it assumes that agents
know the correct structure qualitatively—that is, they know which
variables are relevant. In addition, the process assumes that agents are
collecting an ever-increasing number of observations on all relevant
variables while the structure is remaining unchanged. Furthermore,
the agents are estimating the relevant unknown parameters with an
appropriate estimator.? Consequently, it seems, all in all, that if a
proposed RE solution is not learnable by the LS process in question,
it 1s implausible that it could prevail in practice.

Substantively, McCallum (2007) demonstrates that, in a very wide
class of linear RE models, determinacy implies LS learnability (but not
the converse) when individuals have knowledge of current conditions
available for use in the learning process. This strong result does not
pertain, however, if individuals have available, in the learning process,
only information regarding previous values of endogenous variables.*
One task of the present paper, accordingly, is to investigate the
situation that is obtained when only lagged information is available.
In addition, the paper will explore results that pertain when an
alternative criterion of model plausibility, provisionally termed “well-
formulated,” characterizes the model’s structure. In particular, it is
shown that models that are well formulated, in the defined sense, often
(but not invariably) possess the property of E-stability and hence LS
learnability if current-period information is available in the learning
process, even if determinacy does not prevail. Thus plausibility of a
RE solution requires both that it be learnable and that the model at

3. A bit of additional discussion of the process is given below in section 2. Also see
Evans and Honkapohja (2001, pp. 232-38).

4. Another limitation of the analysis of McCallum (2007) is that it considers only
solutions of a form that excludes “resonant frequency sunspot” solutions. That limitation,
which is maintained here, is discussed briefly in section 5.
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hand be well formulated. A sufficient condition for both of these to hold,
requiring that certain matrices have positive dominant diagonals, is
introduced and considered below. Unfortunately, the situation in the
case of lagged information is less favorable—that is, learnability can
be assured only in special cases, for which no general characterization
has been found.

1. MoDEL AND DETERMINACY

It will be useful to begin with a summary of the formulation and
results developed in McCallum (2007). Throughout, we will work with
a model of the form

y,=AE,y,  +Cy, , +Du, 1)

where y, is a mX1 vector of endogenous variables, A and C are mxm
matrices of real numbers, D is mxn, and u, is a nX1 vector of exogenous
variables generated by a dynamically stable process

u,=Ru,, +¢, 2)

with e, a white noise vector. It will not be assumed, even initially, that
A isinvertible. This specification is useful in part because it is the one
utilized in Section 10.3 of Evans and Honkapohja (2001), for which
E-stability conditions are reported on their p. 238.5 Furthermore,
the specification is very broad; in particular, any model satisfying
the formulations of King and Watson (1998) or Klein (2000), can be
written in this form—which will accommodate any number of lags,
expectational leads, and lags of leads (see the appendix).

Following McCallum (1983, 1998), consider solutions to model
(1)—(2) of the form

y, =Qy,, Ty, 3

in which Q is required to be real. Then, E}y, , = Q(2y, , + 'u) + T'Ru,,
and straightforward undetermined-coefficient reasoning shows that
Q and T’ must satisfy

5. Constant terms can be included in the equations of (1) by including an exogenous
variable in u, that is a random walk whose innovation has variance zero. In this case
there is a borderline departure from process stability.
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AQ2-Q+C=0 (4)
I'=AQI' + ATR + D. 5)

For any given 2, equation (5) yields a unique I' generically,’ but
there are many mxm matrices that solve (4) for Q. Accordingly, the
following analysis centers on equation (4). Since A is not assumed to
be invertible, we write

o da "k ) ©

in which the first row reproduces the matrix quadratic (4). Let the
2mx2m matrices on the left- and right-hand sides of equation (6)
be denoted A and C, respectively. Then, instead of focusing on the
eigenvalues of A"C, which does not exist when A is singular, we
solve for the (generalized) eigenvalues of the matrix pencil (C — \A),
alternatively termed the (generalized) eigenvalues of C with respect
to A (see, for example, Uhlig, 1999). Thus, instead of diagonalizing
A"'C, as in Blanchard and Khan (1980), we use the Schur generalized
decomposition, which serves the same purpose. Specifically, the
Schur generalized decomposition theorem establishes that there
exist unitary matrices Q and Z such that QCZ=T and QAZ=S
with T and S triangular.” Then, eigenvalues of the matrix pencil
(C —X\A) are defined as ¢,,/s;. Some of these eigenvalues may be
“infinite,” in the sense that some s, may equal zero. This will be
the case, indeed, whenever A and therefore A are of less than full
rank, since then S is also singular. All of the foregoing is true for
any ordering of the eigenvalues and associated columns of Z (and
rows of Q). For the present, let us focus on the arrangement that
places the ¢,;/s; in order of decreasing modulus.®

6. Generically, I-R” @ [(I — AQ)~! A] will be invertible, permitting solution of (5)
for vec(I'). Invertibility of (I — AQ) is discussed in section 3.

7. Provided only that there exists some \ for which det[C — \A] = 0. See Klein
(2000) or Golub and Van Loan (1996, p. 377). Note that in McCallum (2007) the matrices
A and A are denoted A and A, ,, respectively.

8. The discussion proceeds as if none of the ¢;/s, equals 1.0 exactly. If one
does, the model can be adjusted, by multiplying some relevant coefficient by (for
example) 0.9999.
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To begin the analysis, pre-multiply equation (6) by Q. Since

QA = SH and QC = TH, where H = Z!, the resulting equation can
be written as

k2 e 2

S, SulH, Hy|Q| [T, T,|H, H,|I @
The first row of equation (7) reduces to
S,;H;;Q+H,,) =T, (H;;Q+H,,). ©)]
Then, if H,, is invertible, the latter can be used to solve for €2 as
Q=-H,'H, =-H,"'(-H,,2,,2,,)=2,,Z,, ", ©)

where the second equality comes from the upper-right-hand submatrix
of the identity HZ = I, provided that H,, is invertible, which is assumed
without significant loss of generality.?,10

As mentioned above, there are many solutions €2 to equation
(4). These correspond to different arrangements of the eigenvalues,
which result in different groupings of the columns of Z and therefore
different compositions of the submatrices Z,, and Z,,. Here, with
the eigenvalues ¢;,/s;; arranged in order of decreasing modulus, the
diagonal elements of S,, will all be non-zero, provided that S has
at least m non-zero eigenvalues, which is assumed to be the case.!!
Clearly, for any solution under consideration to be dynamically
stable, the eigenvalues of £ must be smaller than 1.0 in modulus. In
McCallum (2007) it 1s shown that

Q=74 Sy, ' Tyy Zy, ", (10)

9. This invertibility condition, also required by King and Watson (1998) and Klein
(2000), obtains except in degenerate special cases of equation (1) that can be solved by
simpler methods than considered here. Note that the invertibility of H,, implies the
invertibility of Z,,, given that Z and H are unitary.

10. Note that it is not being claimed that all solutions are of the form (9).

11. From its structure it is obvious that A has at least m nonzero eigenvalues
so, since Q and Z are nonsingular, S must have rank of at least m. This necessary
condition is not sufficient for S to have at least m nonzero eigenvalues, however; hence
the assumption.
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so Q has the same eigenvalues as S,,~! T,,. The latter is triangular,
moreover, so the relevant eigenvalues are the m smallest of the 2m
ratios ¢;/s;; (given the decreasing-modulus ordering). For dynamic
stability, the modulus of each of these ratios must then be less than
1. (In many cases, some of the m smallest moduli will equal zero.)

Let us henceforth refer to the solution under the decreasing-
modulus ordering as the MOD solution. Now suppose that the MOD
solution is stable. For it to be the only stable solution, there must be
no other arrangement of the ¢, /s, that would result in a £2 matrix with
all eigenvalues smaller in modulus than 1.0. Thus, each of the ¢, /s, for
i = 1,..., m must have modulus greater than 1.0, some perhaps infinite.
Is there some m xm matrix whose eigenvalues relate cleanly to these
ratios? Yes, it is the matrix F = (I — AQ)~'A, which appears frequently
in the analysis of Binder and Pesaran (1995, 1997).!2 Regarding this F
matrix, it is shown that, for any ordering such that H,; is invertible,
including the MOD ordering, we have the equality

H,FH '=T,'S,, 11)

which implies that F has the same eigenvalues as T|,7!S,,. In other
words, it is the case that the eigenvalues of F are the same, for any
given arrangement of the system’s eigenvalues, as the inverses of the
values of t,,/s, for i = 1, ..., m. Under the MOD ordering, these are
the inverses of the first (largest) m of the eigenvalues of the system’s
matrix pencil. Accordingly, for solution (9) to be the only stable
solution, all the eigenvalues of the corresponding F must be smaller
than 1.0 in modulus. This result, stated in different ways, is well
known from Binder and Pesaran (1995), King and Watson (1998),
and Klein (2000), and is an important generalization of one result of
Blanchard and Khan (1980) for a model with nonsingular A.

Thus we have established notation for models of form (1)—(2) and
have reported results showing that the existence of a unique stable
solution requires that all eigenvalues of the defined 2 matrix and the
corresponding F be less than 1.0 in modulus. It will be convenient to
express that condition as follows: all |\l <1 and all I \gl <1.

12. There is no general proof of invertibility of [I — AQ], but if AQ were by chance
to have some eigenvalue exactly equal to 1.0, that condition could be eliminated by
making some small adjustment to elements of A or C. Also, see section 4 below.
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2. E-StaBiLiTy IN Two CaAsks

Let us now turn to conditions for learnability under two different
information assumptions. First we will review the main results from
McCallum (2007), which assumes that agents have full information on
current values of endogenous variables during the learning process,
and then we will go on to the second assumption, namely, that only
lagged values of endogenous variables are known during the learning
process. The manner in which learning takes place in Evans and
Honkapohja’s analysis is as follows. Agents are assumed to know the
structure of the economy as specified in equations (1) and (2), in the
sense that they know what variables are included, but do not know the
numerical values of the parameters. What they need to know, to form
expectations, is values of the parameters of the solution equations (3).
In each period ¢, they form forecasts on the basis of a least squares
regression of the variables in y, , on previous values of y, , and any
exogenous observables. Given those regression estimates, however,
expectations of y, ; may be calculated assuming knowledge of y,
or, alternatively, assuming that y, ; is the most recent observation
possessed by agents and is thus usable in the forecasting process. In
the former case, the conditions for E-stability reported by Evans and
Honkapohja (2001) are that the following three matrices must have
all eigenvalues with real parts less than 1.0:

F=(I-AQ) A, (12a)
[(I.AQ)*1 C}/ ©F, (12b)
R'®F. (12¢)

In the second case, however, the analogous condition (Evans
and Honkapohja, 2001) is that the following matrices must have all
eigenvalues with real parts less than 1.0:

A (I1+9Q), (13a)
Q' 2 A+I 2 AQ, (13b)

R'®A+1IxAQ. (13c)



210 Bennett T. McCallum

Except in the case that © = 0, which will result when C = 0, these
conditions are not equivalent to those in equation (12).

It is important to note that use of the first information assumption
is not inconsistent with a model specification in which supply and
demand decisions in period ¢ are based on expectations formed in
the past, such as Et_lij or Et_zij. It might also be mentioned
parenthetically that conditions (12) and (13) literally pertain to the
E-stability of the model (1)—(2) under the two information assumptions,
not its learnability. Under quite broad conditions, however, E-stability
1s necessary and sufficient for LS learnability. This near-equivalence
is referred to by Evans and Honkapohja as the “E-stability principle”
(Evans and Honkapohja, 1999, 2001). Since E-stability is technically
easier to verify, applied analysis typically focuses on it, rather than
on direct exploration of learnability.

Given the foregoing discussion, it is a simple matter to verify that
if a model of form (1)—(2) is determinate, then it satisfies conditions
(12). First, determinacy requires that all eigenvalues of F have
modulus less than 1.0, so their real parts must all be less than 1.0,
thereby satisfying (12a). Second, from equation (4) it can be seen that
(I-AQ)~I1C = Q. Therefore, matrix (12b) can be written as Q" ® F.
Furthermore, it is a standard result (Magnus and Neudecker, 1988)
that the eigenvalues of a Kronecker product are the products of the
eigenvalues of the relevant matrices (for example, the eigenvalues
of Q" ® F are the products X\, \p). Therefore, condition (12b) holds.
Finally, since |\l <1, condition (12c) holds provided that all
INg! <1, which has been assumed by specifying that equation (2) is
dynamically stable.

Determinacy does not imply learnability, however, under the
second information assumption. This point, which is developed by
Evans and Honkapohja (2001), can be illustrated by means of a
bivariate example.!3 Let the y, vector in equation (1) include two
variables, y,, and y,,, related by the dynamic model that follows:

E oy
E ys1

Yt Uy

Yot

Y1

099 —0.01 0.01 0.06|y5,| |0 1 (14)

B \0.01 0.01

'0.02 1.10

[10

Uy

13. Its specification is close numerically to the qualitative version of the Evans and
Honkapohja example that is used in McCallum (2007), pp. 1386-88.
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Then, for the MOD solution we have

(15)

AQ_\O.OI 0.01 “0.0218 1.1133]_[0.0012 -0.0189

0.99 —0.01//-0.095 —0.774| | 0.0225 1.1099 |’
with eigenvalues of €2 being —0.148 and —0.604, while

P 0.1604 0.00831
—9.040 0.0893/

which has (complex) eigenvalues 0.1249 + 0.2717 i. Inspection of these
shows that this solution is determinate, and that conditions (12a) and
(12b), relevant for E-stability in the case in which current information
is available during learning, are satisfied. Let us assume R = 0, that
is, white noise disturbances, for simplicity. Then the determinate
RE solution is E-stable and learnable under the first information
assumption.

But for the case with only lagged information during learning,
it is necessary to consider the eigenvalues of the matrices shown in
expressions (13). For equation (13a), the matrix A(I + Q) is

—0.0112 —-0.0089
1.0125  1.0999

whose eigenvalues are -0.0030 and 1.0918. The last of these violates the
condition for equation (13a), however, so under the lagged-information
assumption, the relevant E-stability condition is not satisfied and the
determinate RE equilibrium is not LS learnable.

This result exemplifies the fact that determinacy is not generally
sufficient for learnability of RE solutions, although it is sufficient
under the first information assumption. Of equal importance, in my
opinion, is the fact that determinacy is not necessary for learnability.
In particular, the MOD solution can be learnable, and be the only
learnable solution of form (3), in cases in which indeterminacy prevails.
One such example is given in McCallum (2007).'* In such cases, the

14. T take this opportunity to point out that McCallum (2007, p. 1386), errs in
stating that when the eigenvalues are ... “30.65, —0.532, —0.123, and 0.000 ... both
stable solutions are learnable.” Actually, only the MOD solution is learnable.
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position that learnability is necessary for a solution to be plausible
would suggest that there may be no problem implied by the absence
of determinacy.!®

3. WELL-FORMULATED MODELS

McCallum (2003b) suggests that there is a distinct and neglected
property that dynamic models should possess to be considered “well-
formulated” and plausible for the purposes of economic analysis.
To begin the discussion, consider first the single-variable case of
specification (1),

Yy =oE Yty tu, (16)

with u, = (1 — p)n +pu, | + w, with [pl <1 and w, white noise. Thus,
u, is an exogenous forcing variable with an unconditional mean of v
(assumed nonzero) and units have been chosen so that there is no
constant term. Applying the unconditional expectation operator to
equation (16) yields

Ey,=oky, , +cEy, ; +n. 1

In this case, y, will be covariance stationary, and we have

Ey, = | ” (18)

1—(a+0)]

But from the latter, it is clear that as a + ¢ approaches 1.0 from
above, the unconditional mean of y, approaches —oco (assuming,
without loss of generality, that n > 0), whereas if a + ¢ approaches
1.0 from below, the unconditional mean approaches +oo. Thus,
there is an infinite discontinuity at a + ¢ = 1.0. This implies that a
tiny change in a + ¢ could alter the average (that is, steady—state)
value Ey, from an arbitrarily large positive number to an arbitrarily
large negative number. Such a property seems highly implausible
and therefore unacceptable for a well-formulated model.’® The

15. Disregarding, that is, “sunspot” solutions not of form (3).

16. The model could be formulated with the exogenous variable also written in terms
of percent or fractional deviations from the reference level v, for example, @, = u, — 1.
But that would not alter the relationship between Ey, and n, which can be extremely
sensitive to tiny changes in a +c.
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substantive problem is not eliminated, obviously, by adoption of the
zero-measure exclusion a + ¢ = 1.

In light of the foregoing observation, it is my contention that,
to be considered well formulated (WF), the model at hand needs to
include a restriction on its admissible parameter values; a restriction
that rules out @ + ¢ = 1 and yet admits a large interval of values that
includes (a,c) = (0,0). In the case at hand, the appropriate restriction is
a +c¢ < 1.0fcourse, a + ¢ > 1 would serve just as well mathematically
to avoid the infinite discontinuity, but it seems clear that a + ¢ <1
is vastly more appropriate from an economic perspective since it
includes the values (0,0)!7 Since we want this condition to apply to
a + ¢ sums between zero and that value that pertains to the model at
hand, our requirement for WF is that a and ¢ satisfy 1 — s (@ +c¢) >0
for all 0 < e < 1. [It should be clear, in addition, that the foregoing
argument could be easily modified to apply to y, processes that are
trend stationary, rather than strictly (covariance) stationary.] It is
shown in McCallum (2003b) that under this requirement, plus a second
one to be discussed shortly, the univariate model (16) is invariably
E-stable.18

Next, for the bivariate case of model (1), extension of the foregoing
WF property requires that A and C be such that det[I — ¢(A + C)] is
positive for all 0 < e < 1; otherwise, the steady-state values of the
variables may possess infinite discontinuities. But there are other
requirements as well. Let acy temporarily denote the ij* element
of A+ C. Then the model with y, = Ey,,, v, = Ey,,, n, = Eu,, and
Ny = Eu,, implies

N _ acy;, Al (| N I L (19)
Y2 QACy  ACyy||Ys Mg

so that Ey = [I — (A + C)]"! ) can be written as
N _ l 1—acy, acp  ||My 20)
Y2 Al acy, 1-ac, |,

17. In models of the linear form (16), one would expect coefficients a and ¢ typically
to represent elasticities and often to be numerically small relative to 1.
18. That paper’s analysis of multivariate systems is, however, unsatisfactory.
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where A =det[I-(A+ C)] =(1-ac;)(1 —ac,,) —ac,, ac,;. Then
the counterpart of the univariate requirement that 1 —c(a+c¢) >0
includes the condition A > 0 [for all 0 < e < 1].1° We must rule out,
however, the case in which A > 0 results from 1 —eac,; and 1 —cac,,
both being negative.?’ The condition on A should be extended,
therefore, to also require 1 —eac;; > 0 and 1 —eac,, > 0.

How are these WF requirements extended to pertain to cases with
more than two variables? It appears that the appropriate requirement
is that [I —e(A + C)] be a P-matrix, which by definition has all its
principal minors positive and thereby imposes the conditions discussed
for the cases above in which m equals 1 and 2. Other properties of any
P-matrix are that its inverse exists and 1is itself a P-matrix, and that
all its real eigenvalues are positive.?!

An alternative possibility that is of interest would be to require
[I—<(A + C)] to be a positive dominant-diagonal matrix.?? This
requirement would have implications for the E-stability status
of the model, as will be discussed below, and positive dominant-
diagonal (PDD) matrices have an important tradition in dynamic
economics stemming from the literature on multimarket stability
analysis. This condition is, however, somewhat stronger than is
actually required by our objective of ruling out specifications in
which leading implications of the model are hyper-sensitive to
parameter values.

As a brief but relevant digression, one example of a matrix that is
a P-matrix and yet is not positive dominant-diagonal is as follows:

0.08 -0.92 0.90
092 0.07 -0.03|. (21)
-0.72 0.30 0.04

Clearly, the entries in any row show immediately that this matrix
is not positive dominant diagonal (PDD). But its determinant is
0.3087 and the three second-order minors are 0.0118, 0.651, and
0.852. Since the diagonal elements are also all positive, the matrix

19. Henceforth the bracketed condition is to be understood wherever relevant.

20. This is clear for the case in which A + C is a diagonal matrix.

21. On the topic of P-matrices, see Horn and Johnson (1991) and Gale and Nikaido
(1965).

22. Again, see Horn and Johnson (1991) and Gale and Nikaido (1965).
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is a P-matrix. For future reference, note that its eigenvalues are
—0.0067 + 1.2319i, —0.0067 — 1.2319:, and 0.2034. Thus the example
illustrates the fact that, although a P-matrix cannot have a negative
real eigenvalue, it can have a complex eigenvalue pair with negative
real parts.2?3

Returning now to the main line of argument, there is a second
type of discontinuity that should also be eliminated for a model to be
viewed as WF, namely, infinite discontinuities in its impulse response
functions. In model (1)—(2) with solution (3), the impulse response to
the shock vector u, involves the matrix I', which is given by

T=AQT + ATR + D. (22)

Thus, I — AQ) T = AT'R + D so using F = (I — AQ)"'A, equation (22)
can be written as

I=FTR+ T - AQ)'D. (23)

Then, using the well-known identity that, for any conformable
matrix product ABC it is true that vec ABC = (C” ® A) vec B,24 it
follows that

vecl' = (R’ @ F)vecI + vec [(I - AQ)ﬁ1 D] (24)
implying
vecl = [I- R @ F)] ' vec/d-AR) ' D| 25)

Accordingly, our second WF requirement is for [I — (R ® F)] and
(I — AQ) to be well behaved in the same manner asI — (A + C), that
is, that each is a P-matrix. Again it is of interest to consider the
possibility of requiring that each of these be a PDD matrix.

23. See Horn and Johnson (1991, p. 123).
24. See, for example, Evans and Honkapohja (2001, p. 117) or Magnus and
Neudecker (1988, p. 28).
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4. E-StaBiLiTy IN WF MobpELS?

In this section, the concern is with the relationship between
models that are WF and those in which the MOD solution is learnable.
That there may be some significant relationship is suggested by the
following identity:

I-AI-FHI-9=I-A+C), (26)

which is mentioned by Binder and Pesaran (1995).25 From this equation,
it is clear that that non-singularity of I — (A + C) implies that the three
matrices I — AQ), I — F) and (I — €2) are all nonsingular. In addition,
we can see that the WF requirement that det[I — (A + C)] is positive
for all 0 <e <1 also implies that the real eigenvalues of 2, AQ, and F
must all be less than 1.0 in value.?8 To make that argument, consider
the situation when A and C are multiplied by ¢, 0 < e < 1. For very
small values of ¢, the matrices Q, AQ2, and F will all be small so the
eigenvalues of all four matrices in equation (26) will be close to 1.0 and
their determinants will be positive. Now let € increase and approach
1.0. If T — (A + C) remains nonsingular throughout this process, so too
will each of the three matrices on the left-hand side of equation (26).
Since a real eigenvalue of zero would imply singularity for any of the
matrices in question, and since eigenvalues are continuous functions
of the matrix elements, the stated result is valid.

Accordingly, the WF requirement that det[I — (A + C)] is positive
for all 0 < e <1 also implies that the real eigenvalues of 2, AQ2, and
F are all less than 1.0 in value. In addition, the requirement that the
matrix [I — (R’ ® F)] be a P-matrix implies that all the real eigenvalues
of (R’ ® F) will be smaller than 1.0. Therefore, condition (12c), as well as
(12a), is satisfied. What about the remaining condition, for the current-
information case, (12b)? Here we recognize that, by rearrangement of
equation (4), (I — AQ)~1C = Q. Accordingly, condition (12b) becomes
Q' ® F. But then note that with the MOD ordering it is the case that
all I\ | <1/ 1xgl so all Nl INgI<1. But [\gl INgl = XAl > Re(AoXp)
so it follows that this condition is invariably satisfied. Accordingly,

25. The identity can be verified by writing out F in the left side of equation (26),
multiplying, cancelling, and inserting C for Q — AQ2,

26. Here, and often in what follows, I use the fact that the eigenvalues of a matrix
of form (I — B) satisfy \;_ =1 — \g.
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with current information available during the learning process,
the MOD solution would be learnable, when the model is WF, if all
eigenvalues were real.

Unfortunately, there is no guarantee that the real part of all
complex eigenvalues will be smaller than 1.0. The situation is
described by Horn and Johnson (1991) as follows: “if A is a n—by-—n
P-matrix ... then every eigenvalue of A lies in the open angular wedge
W, = {z=re®: | 0| <w—(n/n), r>0}. Moreover, every pointin W, is an
eigenvalue of some n-by-n P-matrix.” But for n>2, W, includes points
in the in the two left-hand quadrants in the complex plane. Therefore,
it cannot be argued that, in general, the WF condition implies LS
learnability for the MOD solution.

In this regard, note that, since A and C are matrices of real numbers,
I - (A + C) will have only real eigenvalues if A + C is symmetric. And
since eigenvalues are continuous functions of the elements of the matrix
in question, these eigenvalues will be real if A + C does not depart
too far from symmetry. Diagonal matrices are of course symmetric,
S0 it 1s not surprising that dominant-diagonal matrices have strong
properties pertaining to their eigenvalues. In particular, if a real matrix
is positive diagonal dominant (PDD), that is, is diagonal-dominant
with all diagonal elements positive, then all its eigenvalues will have
positive real parts—see Horn and Johnson (1985). Accordingly, if we
were to require (as mentioned above) that I — (A + C), I - Af), and
[I- (R’ ®F)] were PDD, rather than just P-matrices, then learnability
would be implied. That possibility is not, however, justified by the
line of argument used to motivate the WF condition, that is, by the
desirability of ruling out infinite discontinuities in impulse response
functions (and the model’s steady-state values).

The argument, then, is that being WF is an additional, distinct,
plausibility condition to be required along with learnability. Only if
a RE solution is both learnable, and results from a model that is WF,
would it be considered as a plausible candidate for a RE solution that
might prevail in reality. This may seem like a rather demanding
requirement. But most realistic models utilized in monetary policy
analysis easily meet both of these conditions; difficulties arise primarily
in the case of zero-lower-bound situations, very strong policy responses
to expected future conditions, and other extreme conditions.

In any case, the potential attractiveness of the WF requirement,
in addition to that of LS learnability, is exemplified by an example
considered for other purposes in McCallum (2004). The example
in table 2 of that paper combines two univariate models of form
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(1)—(2), one of which has two explosive solutions and the other
of which has two stable solutions.2” Small off-diagonal elements
of the A and C matrices are added to make the combined model
a bivariate example that is not reducible (while barely changing
the system eigenvalues). In this bivariate model it is found that
there is a unique stable solution.?® Under the current-information
assumption, then, this equilibrium is learnable as well as
determinate. It hardly seems plausible, however, to believe that
the combination of an explosive sector plus an indeterminate
sector, with only minimal interaction between them, would result
in overall behavior reflecting a well-behaved, unique equilibrium.
Thus the finding that the determinate and learnable solution
pertains to a model that is not well-formulated, is highly relevant
and leads to a conclusion that seems entirely sensible.?? The
appropriate conclusion is that this solution is not plausible. The
other solution (of form (3)) 1s the MSV solution. It is learnable but
not dynamically stable.3? Thus the conclusion of an analysis based
on the requirement that a plausible RE equilibrium must be stable,
learnable, and WF is that the system under discussion has no such
equilibrium. That seems eminently sensible, for a model that is the
combination of one explosive sector and one indeterminate sector
with very little interaction.

Next we consider learnability for WF models under the second
information assumption, for which the relevant conditions are that all
eigenvalues of the matrices in conditions (13a)—(13c) have real parts
less than 1.0. Let us assume thatI — (A + C), I — AQ) and [I - (R’ ®F)]
are all PDD matrices, which makes the MOD solution both learnable
and WF. First consider condition (13a), which implies that I — A1 + )
must have all eigenvalues with real parts that are positive. Using the
definition of F, we can write

I-AQYI-F)=I-AQ) I-I-AQ)'A]=I-AQ)-A=T-A(I+Q).(27)

27. Incidentally, in that paper’s equation (29), the lower-left element of C is 0.3,
not 0.5.

28. Which differs from the minimum-state-variable (MSV) solution in the sense
of McCallum (2003b).

29. The non-WF conclusion is based on violations of both steady-state and impulse
response requirements. For the other solution of form (3), the steady-state WF conditions
are violated.

30. For learning of explosive solutions, a modified condition pertaining to shock
variances is required. See Evans and Honkapohja (2001, pp. 219-20).
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Now, our discussion above indicates that I - AQ and I — F will
both have eigenvalues with all real parts positive under the WF
assumption, so equation (27) indicates that this property would
carry over to I — A(I + Q). This would not be the case, however, if the
only specification is that I - (A + C), I - AQ) and [I - (R’ ®F)] are
P-matrices.

Even in the more favorable case, with PDD matrices, no general
results pertaining to conditions (13b) and (13c) have been found. The
problem is that sums of Kronecker products do not in general yield
matrices for which eigenvalues are cleanly related to those of the
individual matrices. Nevertheless, there are two special cases that can
be treated readily. First, consider the case in which C =0, so there
are no predetermined variables in the solution, which implies that
Q=0. Then, F=I-AQ) A =A, and thus condition (13a) becomes
the same as (12a). Furthermore, (13b) is irrelevant with © =0 and
(13c) becomes (R' ® A), which is the same as in (12c¢). So in this case,
the two information assumptions yield the same E-stability conditions.
Second, suppose that C = 0, but that the exogenous variables are white
noise, that is, R = 0. Then condition (13c) becomes (I ® AQ) and the
result based on (I — AQ)! shows that this condition will be satisfied
if the latter matrix is PDD. But conditions pertaining to (13a) and
(13b) are not necessarily satisfied. Of course, it is a simple matter to
examine specific cases numerically.

5. GENERAL ISSUES

A number of possible objections to the foregoing argument need
to be addressed. Probably the most prominent among researchers in
the area would be the fact that our analysis has been concerned only
with solutions of form (3), which excludes sunspot solutions of the
“resonant frequency” type. It is my position, however, that the learning
process pertaining to solutions of this type is much less plausible
than for solutions of form (3). In particular, the solutions are not of
the standard vector-autoregression (VAR) form. Therefore, an agent
who experimented with many different specifications of VAR models,
using the economy’s generated time series data, would still not be led
to such a solution. Indeed, it seems to me that arguments suggesting
that that type of learning could exist in actual economies are utterly
implausible. Of course, literally speaking, RE itself is implausible—as
early critics emphasized. Nevertheless, RE is rightly regarded by
mainstream researchers as the appropriate assumption for economic
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analysis, especially policy analysis. That is the case because RE is
fundamentally the assumption that agents optimize with respect to
their expectational behavior, just as they do (according to neoclassical
economic analysis) with respect to other basic economic activities such
as selection of consumption bundles, selection of quantities produced
and inputs utilized, etc.—for a necessary condition for optimization is
that individuals eliminate any systematically erroneous component
of their expectational behavior. Also, RE is doubly attractive (to
researchers) from a policy perspective, for it assures that a researcher
does not propose policy rules that rely upon policy behavior that is
designed to exploit patterns of suboptimal expectational behavior
by individuals.

Another issue is the possible use of learning behavior not as
a device for assessing the plausibility of rational expectations
equilibria, but as a replacement for the latter. This type of approach is
discussed by Evans and Honkapohja (2001) and has been prominent
in the work of Orphanides and Williams (2005), among others. Use
of constant-gain learning (Evans and Honkapohja, 2001) provides
a sensible alternative to the decreasing-gain learning implicit in
the LS learning/E-stability literature. This approach, however,
does not seem to solve the “startup” problem, that is, the issue of
how the economy will behave in the first several periods following
the adoption of a new policy rule or the occurrence of some other
structural change. It is highly unlikely that economies will move
promptly to new RE equilibria following such a change, and I doubt
that they would move promptly to a modeled learning path. In both
cases, I share the opinion voiced by Lucas (1980), to the effect that,
after a structural change (including policy regime changes), reliable
analysis should pertain to the economy’s behavior after it has had
time to settle into a new dynamic stochastic equilibrium.

6. CONCLUSION

Let us now conclude with a very brief review of the points
developed above. First, the paper reviews a previous result to the effect
that, under the “first” information assumption that agents possess
knowledge of current endogenous variables in the learning process,
determinacy of a RE equilibrium is a sufficient but not necessary
condition for least-squares learnability of that equilibrium. Thus, since
learnability is an attractive necessary condition for plausibility of any
equilibrium, there may exist a single plausible RE solution even in
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cases of indeterminacy. In addition, the paper proposes and outlines
a distinct criterion that plausible models should possess, termed
“well formulated” (WF), that rules out infinite discontinuities in the
model’s implied steady—state values of endogenous variables and in its
impulse response functions. The paper then explores the relationship
between this WF property and learnability, under the first information
assumption, and finds that (although they often agree) neither implies
the other. Extending the P-matrix requirement, implied for specified
matrices by the WF property, to one that demands positive dominant-
diagonal matrices would guarantee both WF and learnability, but a
suitable rationale for such a requirement has not been found. Finally,
under the second information assumption, which gives the agents
only lagged information on endogenous variables during the learning
process, the situation is less favorable in the sense that learnability
can be guaranteed only under special assumptions.
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APPENDIX

To demonstrate that a very wide variety of linear RE models can be
written in form (1)—(2), consider the formulation of King and Watson
(1998) or Klein (2000), as exposited by McCallum (1998), as follows:

[Afl 0 El;XtH _ 'Bu B, | x, \Gl {Vz]- (A1)
O I t+1 B21 BZZ kl GZ
Here v, is an AR(1) vector of exogenous variables (including shocks)

with stable AR matrix R, while x, and k, are m,x1 and m,x1 vectors
of non-predetermined and predetermined endogenous variables,
respectively. It is assumed, without significant loss of generality, that
B,, isinvertible®! and that G,=0.32 Define y, =[x, k, x,, k, T
and write the system in form (1) with u, = v, and the matrices given,
as follows:

B,/A], 0 0 -B,'B, 0 000 -B;/G
A —l 0 00 0 BuBy 000 L 10| ag
0 00 0 I 000 0
0 00 0 0 TI00 0

This representation is important because it is well known that
the system (A1) permits, via use of auxiliary variables, any finite
number of lags, expectational leads, and lags of expectational leads
for the basic endogenous variables. Also, any higher-order AR process
for the exogenous variables can be written in AR(1) form.?? Thus it
has been shown that the Evans and Honkapohja (2001) formulation
is in fact rather general, although it does not pertain to asymmetric
information models.

31. For the system (A1) to be cogent, each of the m, non-predetermined variables
must appear in at least one of the m, equations of the first matrix row. Then the diagonal
elements of B, will all be non-zero and to avoid inconsistencies the rows of B;; must
be linearly independent. This implies invertibility.

32. If it is desired to include a direct effect of v, on k,, ,, this can be accomplished
by defining an auxiliary variable (equal to v, ;) in x, (in which case v, remains in the
information set for period ¢). Also, auxiliary variables can be used to include expectations
of future values of exogenous variables.

33. Binder and Pesaran (1995) show that virtually any linear model can be put
in form (1), but in doing so admit a more general specification than (2) for the process
generating the exogenous variables.
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A STICKY-INFORMATION (GENERAL
EqQuiLiBRtuM MODEL FOR PoLicy ANALYSIS

Ricardo Reis
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Following on Keynes’s desire that economists be as useful as
dentists, Lucas (1980) argues that this would amount to the following:
“Our task, as I see it, is to write a FORTRAN program that will accept
specific economic policy rules as ‘input’ and will generate as ‘output’
statistics describing the operating characteristics of time series we care
about, which are predicted to result from these policies.” Starting with
Kydland and Prescott (1982), and with Rotemberg and Woodford (1997)
in the context of monetary policy, the computer program that Lucas
asked for has taken the form of dynamic stochastic general equilibrium
(DSGE) models.! This paper follows the seminal work of Taylor (1979)
in using one of these models to ask a series of hypothetical monetary
policy questions.

However, the initial versions of monetary DSGE models
suffer from one problem: they imply a rapid adjustment of many
macroeconomic variables to shocks, while in the data, these
responses tend to be gradual and delayed. The predictions of the
standard classical model regarding investment, consumption, real
wages, or inflation lack stickiness, to use the term coined by Sims
(1998) and Mankiw and Reis (2006). The most popular approach
for addressing this disconnect between theory and data follows the
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Monetary Fund (Bayoumi, 2004).
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influential work of Christiano, Eichenbaum, and Evans (2005) by
adding many rigidities that stand in the way of adjustment: sticky
but indexed prices in goods markets, adjustment costs in investment
markets, habits in consumption markets, and sticky but indexed
wages in labor markets.

This paper contributes to the literature by providing an alternative
DSGE model of business cycles and monetary policy. The only source
of rigidity is inattention in all markets by agents who choose to only
update their information sporadically in order to save on the fixed
costs of acquiring, absorbing, and processing information (Reis, 20064,
2006b). Information is sticky because different agents update their
information at different dates, so they only gradually learn of news. I
call it the sticky information in general equilibrium, or SIGE, model.
Mankiw and Reis (2006, 2007) provided a first glimpse of SIGE, and
this paper presents the model and its solution in full. I then proceed
to estimate it for the United States after 1986 and the euro area after
1993 and to conduct a few policy experiments.

The paper is organized as follows. Section 1 presents the model
and discusses its current limitations. Section 2 log-linearizes the
model to arrive at a set of reduced-form relations that characterize the
equilibrium. Section 3 describes an algorithm to compute a solution
and derives formulas to calculate the key inputs into estimation (the
likelihood function) and policy analysis (a social welfare function).
Section 4 reviews the literature on estimating models with sticky
information and describes the approach taken in this paper. Section
5 presents the estimation results for the United States and the euro
area, while section 6 examines the sensitivity of the estimates. Section
7 answers a few policy questions, and section 8 concludes.

1. TuE SIGE MobEL

The SIGE model belongs to the wide class of general-equilibrium
models with monopolistic competition that have become the workhorse
for the study of monetary policy (surveyed in Woodford, 2003b). There
are three sets of markets where agents meet every period: markets
for different varieties of goods, where monopolistic firms sell varieties
of goods to households; a market for savings, where households trade
bonds and interest rates change to balance borrowing and lending; and
markets for labor, where monopolistic households sell varieties of labor
to firms. I present each of these markets in turn, before describing
the assumptions on information and attention.
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1.1 The Goods Market

On the buying side, there is a continuum of shoppers indexed by
j that consume a continuum of varieties of goods in the unit interval
indexed by i, denoted by C, (L) A bundle of these varieties of goods
yields utility according to a D1x1t Stiglitz function with a time-varying
and random elasticity of substitution 7,. Each good trades at price Pt’L
and the problem of a shopper with Zt’j to spend that observes current
prices is

thl
v

" )

{Crr:la)}x C,= (ICH ”1dl

i€[01]
subject to J:R,ict,j <l> <Z,; @)

The solution to this problem is C, ;i) =C, ; (P” /| P, )_0‘, where the
price index is defined as

) 1(1-5,)
1-0 .
= [f P, tdl]
ot

and implies that, conditional on the optimal choices of the shopper,
Zt’J = PtCt’j. Integratlpg over the continuum of shoppers gives the total
demand for variety i:

1
[ c.,(i)di=(p,1R) fC”d] 3)

On the selling side of the market, there is a monopolistic firm for
each variety of the good. Each of these firms, indexed by i, operates
a technology that uses labor N, at cost W, to produce good i under
diminishing returns to scale w1th Be(0,1) and a common technology
shock A,. The firm’s sales department is in charge of setting the price
P, , and selling the output Y, ; to maximize real after-tax profits subject
to the technology and the demand for the good:

( )PtlYtl VVtNt,i
P P

t t
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subject to Y,; = A, NBt’i, 5)

1
Y, =G, [ C,(i)d. ®)

The E(.) expectations operator of the sales department of firm i
depends on its information, which I will discuss later. The government
intervenes in two ways in the actions of the firm: collecting a fixed
sales tax, 7, and buying a time-varying and random share, 1 - 1/G,,
of the goods in the market. These governmental purchases are wasted,
and I refer to them broadly as aggregate demand shocks. Aggregate
outputis Y, = fo Y, di 2

After some rearranging, the first-order condition from this problem
becomes

b EP[1-7,)v,W,N,, 1P| -
Y EP|(,-1BY, /B

If the firm observed all the variables on the right-hand side, this
condition would state that the nominal price charged, Pt,i’ is equal to
a markup, (l—Tp) v,/(7,— 1), stemming from taxes and the ability to
exploit an elastic demand curve, over nominal marginal costs, which
equal the cost of an extra unit of labor, W,, divided by its marginal

product, BYM. / Nt,i'

1.2 The Bond Market

In this market, saver-planners meet each other to trade one-period
bonds. Their aim is to maximize the expected discounted utility from
consumption:

Cl 1/6
E(J) g (8
¢ |
; /7, =)
2. Defining aggregate output as Y, = f YO g ] leads to the same results,

up to a first-order log-linear approximation.
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where ¢ is the discount factor and 0 is the intertemporal elasticity of
substitution. They have an intertemporal budget constraint:

M, . =1, M —C (- >W“L”+T4. )

t+1,j t+1 t,j t,j + P t,j
t

The saver-planner j enters the period with real wealth M , uses
some of it to consume, earns labor income at the wage rate W after
paying a fixed labor income tax 7, and receives a lump-sum transfer
T . The transfer 7, . 1ncludes lump -sum taxes, profits and losses from
flrms and payments from an insurance contract that all households
signed at date O that ensures that every period they are all left with
the same wealth. Savings accumulate at the real interest rate II,, ,
although, in equilibrium, bonds are in zero net supply, so savings
integrate to zero over all consumers.

The dynamic program that characterizes the saver-planner’s
problem is messy, so it is covered in the appendix. If j = 0 denotes the
saver-planner that forms expectations rationally based on up-to-date
information, so E” = E,, then the optimality conditions are

C, )" =¢E, (H C ”9) (10)

(+17141,0
C;jl/e = EW (C;OI/Q)' 11)

The first equation is the standard Euler equation for a well-informed
agent. It states that the marginal utility of consuming today is equal
to the expected discounted marginal utility of consuming tomorrow
times the return on savings. The second equation notes that agents
who are not so well informed set their marginal utility of consumption
to what they expect it would be with full information.

The monetary policymaker intervenes in this market by
supplying reserves at an interest rate. Because these reserves
are substitutable with the bonds that consumers trade among
themselves, the central bank can target a value for the nominal
interest rate, i,=log[E/(II,,,P,,/P,)], standing ready to issue as
many reserves as necessary to ensure it. Alternatively, one could
introduce money directly as an additive term in the agents’ utility
function and then have the central bank control the money supply
to target an interest rate (see Woodford, 1998, for an elaboration of
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this point). The nominal interest rate follows some policy rule subject
to exogenous monetary shocks ¢,. To fix ideas, and because it will be
the policy rule used in the estimation, consider a Taylor rule:

Y,
i, =, log Y 7

t—1

+b, 10g[ L ] € (12)

where Y is the level of output in the classical or attentive equilibrium
(sometimes called the natural output level).

1.3 The Labor Market

This market features workers on the selling side and firms on the
buying side. The firms, indexed by i, have a purchasing department
hiring a continuum of varieties of labor indexed by % in the amount
N, (k) at price W, ik and combining them into the labor input N,
accordlng toa D1x1t Stiglitz function with a random and time- varylng
elasticity of substitution A,. The purchasing department’s problem is
to solve the following problem, given current wages and a total desired
amount of inputs N, ;

1
[ WoAN,, (), 13
Nt i(k)

: ke[0,1]

5,1

t

ar

1 s
[N i =N,

subject to

The solution to this problem is N, ;(k)=N,; (Wtk /Wt), where
. L aEp
WN,, = j;VVt,th,i(k)dk for a static wageindex W, = U; WLk1 Wtalk] .

Aggregating over all firms gives the total demand for labor variety k:

‘N, (k)di = | D h 'N,_di. (14)
v =[]
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Each worker is a monopolistic supplier of a variety of labor. The
workers’ aim is to minimize their expected discounted disutility of
labor:

L1+1/1\

141/ (15)

(MZ&

where ¢ is the discount factor and 1 is the Frisch elasticity of labor
supply. They face the same intertemporal budget constraint as the
consumers in equation (9), and they also take into account the demand

1
for their good L,, = f N, ,(k)di and equation (14). Aggregate labor
, ot

employed is L, = [ L, ,dk.? The optimality conditions are
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The first condition is the standard intertemporal labor supply Euler
equation for a well-informed worker. If 7, is fixed, the equation states
that the marginal disutility of supplying labor today (Ll/ ") divided by
the real wage (W, /P) equates the discounted marglnal disutility
tomorrow (Lﬁ’ﬁ o) d1V1ded by the real wage tomorrow (W, 0 P,.,) times
the real interest rate. With time-varying 5,, the Euler equation takes
into account the change in the markup that the monopolistic worker
wants to charge. The second condition is the counterpart to condition
(11) in the consumer problem—for the fully-informed case E t(k) =F
it simply states that Wt,k = Wt’o.

24

1.4 Information, Agents, and Attention

Uncertainty in this economy arises because every period there
is a different realization of the random variables characterizing

1(3,-1)
3. As with output, defining aggregate labor as L, = [ f oo ‘)dk] leads to the
same results up to a log-linear approximation.
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productivity (A4,), aggregate demand (G,), price and wage markups
(7, and %,), and monetary policy (g,).

If all agents are fully informed, then the model described above is
a standard classical model. While the discussion presented consumers
(shoppers and saver-planners) and workers separately, they are all
members of one household with period preferences

le_ue HLlJrl/w
U(Cz,j’l’t,k) = =

- - ’ (18)
1-1/0 141/

and with j = k since there is common information. The decisions on
the consumption of each variety, total consumption, and the wage to
charge, are all made with rational expectations using all available
information. Likewise, if the two departments of the firm share their
information, they can be thought of as a single decisionmaker.

The SIGE model introduces only one new assumption relative to
this classical benchmark: while the expectations of each agent are
formed rationally, they do not necessarily use all available information.
More concretely, it assumes that there are fixed costs of acquiring,
absorbing, and processing information, so that agents optimally choose
to only update their information sporadically (Reis, 2006a, 2006Db).
This inattentiveness is present in all of the markets—Dby the planner-
savers in the savings market, by the sales departments of firms in the
goods markets, and by the workers in the labor markets. Separating
consumers from workers allows them to potentially update their
information at different frequencies. In this case, while they share
a household, in the sense of a common objective (equation 18) and a
common budget constraint (equation 9), they do not necessarily need
to share information. When workers update their information, they
also learn about what the consumers have been doing, and vice versa
for consumers when they update.

While inattentiveness occurs in all markets, not all agents in this
economy are inattentive. In the goods market, the model assumes
that the consumer is separated into two units: the saver-planner who
updates information infrequently and the shopper who knows about
the expenditure plan of the saver and observes the relative prices of
the different goods. This assumption is not implausible: while the
choice of how much to spend in total and how much to save requires
solving an intertemporal optimization problem and making forecasts
into the infinite future, choosing the relative proportion of each good
to buy requires only seeing goods’ prices. The main reason to make



A Sticky-Information General Equilibrium Model 235

this assumption, though, is a current limitation in our knowledge.
If the monopolistic firms in the goods’ market faced inattentive
shoppers, they would want to exploit them to raise profits, but the
shoppers would then take this into account in choosing how often to
be inattentive. The equilibrium of this game has not yet been fully
studied, and assuming that shoppers are attentive avoids it entirely.
The same argument leads to separating the firm into an inattentive
sales-production team and an attentive purchasing department.

Within the inattentiveness model, the SIGE model adds an
extra restriction: that the stochastic process for the expected costs of
planning is such that the distribution of inattentiveness for consumers,
workers, and firms is exponential. Reis (2006b) establishes the strict
conditions under which this will hold for the firms’ problem. Under
these conditions, for a linearized homoskedastic economy, the optimal
rate of arrival of information is fixed so that it can be treated as a
parameter (bearing in mind that it maps into the monetary cost of
updating information). Therefore, every period, a fraction of planner-
savers 6 updates its information, so there are 6 agents who have current
information, §(1 — §) that have one-period-old information, §(1 — §)2
with two-period-old information, and so on. Because agents only differ
on the date at which they last updated, we can group them and let
j denote how long ago the planner last updated. Likewise, a share \
of firms and w of workers update their information every period, so
they can be grouped into groups i of size A\(1 — \)* and groups k of size
w(1 — w)*, according to how long it has been since they last updated.

The inattentive equilibrium is defined as follows: the set of aggregate
variables {Y,, L}, the output of each variety {Y,;}, the labor of each
variety {L, } the prices of each good {P, ;}, wages {W,,}, and interest
rates {i,}, such that consumers, workers, and firms behave optimally
(as described above), all markets clear, and monetary policy follows a
rule like equation (12), with P_; = 0 for all dates ¢ from O to infinity as
a function of the exogenous paths for technology {A4,}, monetary policy
shocks {¢,}, aggregate demand {G,}, goods’ substitutability {7,}, and
labor substitutability { 7,}. The classical equilibrium is the equilibrium
when 6 =X =w =1, so that all agents are attentive.

1.5 Missing Work on the Micro-Foundations of the
Model

In the tradition of Kydland and Prescott (1982) and Rotemberg
and Woodford (1997), the SIGE model presented above makes a
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few simplifying assumptions, some of which are more common and
others perhaps more unusual. Each of these presents an opportunity
for future work to improve the model. I now discuss a few that seem
particularly promising.

First, the model lacks investment and capital accumulation.
Whether this absence significantly affects the dynamics of the other
variables in this class of models is open to debate (Woodford, 2005;
Sveen and Weinke, 2005), but modelling investment has the benefit
of extending the model to explain one more macroeconomic variable.
The SIGE model omits investment because the behavior of inattentive
investors accumulating capital has not yet been studied, whereas
there is previous work on the micro-foundations and implications of
inattentiveness on the part of consumers (Reis, 2006a), price-seting
firms (Mankiw and Reis, 2002; Reis, 2006b), and workers (Mankiw and
Reis 2003). Gabaix and Laibson (2002) and Abel, Eberly, and Panageas
(2007) study financial investment decisions with inattentiveness, but
the step from this work to studying physical investment and capital
accumulation remains to be taken.

Second, the model lacks international trade and exchange rates.
The reason for this omission is the same as for investment: the
models of inattentive behavior in international markets are still
missing. Progress in this area will likely come soon, as Bachetta and
van Wincoop (2006) have already filled some of the gap. Once this is
completed, one can build an open economy SIGE to use for economies
other than the United States or the euro area.

Third, the model lacks wealth heterogeneity since it assumes a
complete insurance contract with which households fully diversify
their risks. Most business cycle models make this assumption because
it makes them more tractable by collapsing the wealth distribution
to a single point. Relaxing this assumption and numerically
computing the equilibria should not be difficult, but it has not yet
been undertaken.

With regard to the micro-foundations of inattentiveness, the model
assumes that when agents pay the cost to obtain new information,
they can observe everything. While there is an explicit fixed cost
of information, the variable cost is zero. This assumption is useful
because it allows the model to emphasize the decision of when and
how often to pay attention, which can then be studied in detail. It can
easily be relaxed to allow people to observe only some things but not
everything when they update (see, for example, Carroll and Slacalek,
2006). A harder extension would be to also consider the decision of how
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much to pay attention, by letting people pick which pieces of news to
look at when they update. Mackowiack and Wiederholt (2007) have
made promising progress in this area, following Sims (1998), but the
models are still not at the point where they can be put in general
equilibrium and taken to the data.

One implication of removing the assumption that updating agents
learn everything, is that there is no longer common knowledge in
the economy. This leads to a new source of strategic interactions
between agents who have different information and know that no
one knows everything. Woodford (2003a), Hellwig (2002), Amato and
Shin (2006), Morris and Shin (2006), and Adam (2007) all study some
of the implications of this behavior, and recent work by Lorenzoni
(2008) moves toward turning these insights into a business cycle
model that could be taken to the data. Hellwig and Veldkamp (2008)
study another source of strategic interaction, namely, whether agents
coordinate their attention times. These extra ingredients promise to
enrich future models of inattentiveness.

The SIGE model ignores another source of strategic interaction.
The model assumes that consumers have inattentive planners and
attentive shoppers, while firms have inattentive sales departments
and attentive purchasing departments. Consequently, monopolists only
face attentive agents in every market. This is important because if a
monopolist sells its product to some buyers that are inattentive, then it
will want to exploit their inattentiveness to raise its profits (Gabaix and
Laibson, 2006). These inattentive buyers would take into account this
extra cost of being inattentive and alter their choices of when to update
their information and how to act when uninformed. The equilibrium
of this game has not, to my knowledge, been fully studied.

Overall, the SIGE model ignores many features that could lead
to new and interesting insights. They were omitted mainly because
they are not sufficiently understood to put them into the full DSGE
setup used in this paper.

2. THE REDUCED-FoRM LoG-LINEAR EQUILIBRIUM

The appendix describes how to log-linearize the equilibrium
conditions around the Pareto-optimal steady state, where all the
random variables are equal to their mean and the tax rates ensure
that markups are zero. This gives a set of reduced-form relations
characterizing the equilibrium of the log-linearized values of key
aggregate variables (denoted with small letters and a ¢ subscript),
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as a function of parameters and steady-state values (in small letters
but no subscript).

First, summing the production function for the individual firms
gives an aggregate relation between output (y,), productivity (a,), and
labor () with decreasing returns to scale at rate (3:

y, = o, + 01, (19)

Second, the equilibrium in the goods market leads to a Phillips
curve (or aggregate supply) linking the price level (p,) to marginal
costs and desired markups. Real marginal costs rise with real wages
(w, — p,), since these are the cost of inputs; they rise with output (y,), as
a result of decreasing returns to scale; and they fall with productivity
(a)). Desired markups are lower the higher the elasticity of substitution
across goods’ varieties (v,), where v is the steady-state elasticity of
substitution for goods:

B<wt _pt)+(l_6)yt -
20 » B+v(1-B)
i=0 l By,

(-1 +u(1-p)

(20)

Since only a fraction X of firms update their information and set their
plans, current shocks only have an immediate impact of X on prices.

Third, the equilibrium in the bond market leads to an IS curve
(or aggregate demand) relating output to three variables: a measure
of wealth, namely, Y5 =1lim;...%,(y,.;), since higher expected future
output stimulates current spending; the long real interest rate,
defined as R, = E, Z;:O(it . —Ap,,,;), since higher expected interest
rates encourage postponing consumption; and shocks to government
spending (g,), since these subtract from consumption:

yt:6i(1_6>jEt—j(y;_6R1)+gt’ (21)

j=0

Every period, only a randomly drawn share & of consumers update
their plan, so the larger the value of 6, the more consumption responds
to shocks as they occur.
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Fourth, equilibrium in the labor market leads to a wage curve (or
labor supply) according to which current wages (w,) are higher with
higher prices, since workers care about real wages; with higher expected
real wages, since these push up the demand for a worker’s variety of
labor; with higher employment, since the marginal disutility of working
rises; with higher wealth, since leisure is a normal good; with lower
interest rates, since the return on savings is lower and the incentive to
work to save is thus also lower; and with a lower elasticity of substitution
across labor varieties, since desired markups are then higher:

pt+m{<w‘_p‘>+ G

e N+ N+
= 1-w\'E
w;, wkz_o( UJ) t—k w(y; —eRt) qbﬁft

O(v+v) (v +U)(v-1)

(22)

The fraction of up-to-date workers is w, with the remaining workers
setting their wage to what they expected would be optimal when they
last updated.

Finally, the policy rule gives the last reduced-form equilibrium
relation. In the case of the Taylor rule, this relation is

L, =¢,Ap, +0,(y, —¥)—¢. (23)

These five equations give the equilibrium values for inflation,
nominal interest rates, output growth, employment, and real wage
growth, x, = {Ap,, 1,, Ay, 1, A(w, — p)}, as a function of the five
exogenous shocks to aggregate productivity growth, aggregate
demand, goods markups, labor markups, and monetary policy,
s, ={Aa, g,, v, ", €,}- | assume that each of these shocks follows an
independent stationary stochastic process with (potentially infinite)
moving-average representation. This assumption allows for a very
general representation of the shocks hitting the economy. One
implication is that there is a stochastic trend in the economy driven
by productivity, which seems consistent with the data.

3. SOLVING FOR THE EQUILIBRIUM

I first solve for the equilibrium when all are attentive and then
solve for the inattentive equilibrium under different policy rules.
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Finally, I derive expressions for the likelihood and social welfare
functions.

3.1 The Classical Equilibrium

In the classical equilibrium, all the agents are attentive, and simple
algebra shows that output:

¥ = [g R ] (24)
! N—1 v-1)

where = = 39/(1 + 1)), under the assumption that 6 = 1. Assuming that

the elasticity of intertemporal substitution equals one implies that

output moves one-to-one with the nonstationary productivity shocks,

while hours worked, I/ = (y; —a,)/ 3, are stationary, as seems to be

the case in the data.

In the classical equilibrium, output rises with each of the four
real shocks, but it is independent of monetary policy shocks and the
monetary policy rule. There are no nominal rigidities in this classical
economy, so the classical dichotomy holds, with real variables being
independent of monetary shocks.

Finally, it is important to note that this classical equilibrium is not
necessarily optimal. The definition of a Pareto optimum is not obvious
when there are changes in preferences. However, if the shocks to the
preferences lead to an inefficiency relative to their steady-state values,
then the optimal output is y; = a, + =g,, so shocks to the markups leads
to inefficient fluctuations even if all agents are attentive.

3.2 The Inattentiveness Equilibrium

The solution of the inattentiveness equilibrium is a little more
involved. One useful piece of notation is to write each variable in terms
of its moving-average representation. For instance, for the generic
shock s € S={Aaq, g, v, ~, e}, Wold’s theorem implies that there is
a representation s, = Z $ e/ , where the €] are independent zero-

n=g "
mean random Varlables For the endogenous variables that depend
on all five shocks, y; = Z H(s)s , where the new coefficients

=(s) follow easily from equation (24) and the definitions of = and §,.
Another useful piece of notation is to denote the share of people that
have updated after n periodsby A = XZ (1 N, A = 62i=0(1 —9)',
and Q, = wz (=W
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The first result gives the first key step in the algorithm to solve
the model:
Proposition 1. Writing the solution for the price level as
z;{ z; (s)et » Where p (s) is a scalar measuring the impact
of shock's at lag n, and likewise for output with j (s), then, regardless
of the policy rule,

3.(8) =¥, p,(s) +T,(5)8,, (25)
where
W = (1-B)(y+ )04, +9, {64, [1—~(1-8)]+ us}, (26)
+u(l-
oA, k[mb—i—w(l—ﬂn)] w_”(l_ﬁﬂ_ﬁw"] (27)

\I[n = \I]ien )
and

0A, (N+V+Q, -, )a, /T fors=a

BUQ, g, /Wi fors=g
T, (s)=1B00Q,A ~, /T4 (y—1) for s =~ (28)

BOA (er’\(f'\{Qn)un/\I/Zm (v—l) for s=v

0 for s = ¢.

The proof of this (and all other results) is in the appendix. It implies
that given a solution for prices, one can easily compute the solution
for output. A closely associated result is the following:

Proposition 2. The moving-average coefficients for the short-term
real interest, wages, and hours worked as a function of those for prices
and output are,

I Sn _ Sn+1

()= Sl S IR
0

fors=g

(29)

for s = a,~,v,e
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W, - 5)(s) = 1+v[%—1] [A%_l 5.65)
n fors=a
8 (30)

+[1—% . (s)+ us—nl fors=v
0 for s = g,~,e
N S
A Yol8) |+ fors=a
ARG b (31)

0 fors=g,,v,e

With these two propositions and a solution for prices, we have the
equilibrium values of all the real variables independently of the monetary
policy rule. We can therefore focus on solving for prices alone.

If the policy rule is the one proposed by Taylor, then using the
Fisher equation, i, =r,+ E(Ap,,,), and the results in the previous two
propositions leads to the solution for the price level: 4

Proposition 3. If the policy rule is a Taylor rule,
i, =¢,Ap, +6,(y, —y') —¢,, the undetermined coefficients for the
price level satisfy the second-order difference equation:

A 1P —B,p(s)+C,_ b, (s)=Dy[s)8, forn=0,1,2,... (32)
where

A, =1+, /0A, B =A +¢+06 ¥, and C, =, 33)
and where

T" (S) Tn+1 (S>'§n+1
oA, 0A, 3,
T -1 T 1 -1 An+1

D, (S) = [ ne(Z) ] - [ Heis) 3 ]s +d, [T,,, (s) - E(s)] fors=g (34)
-1 fors=c¢

+0,[7, (s)—=(s)| for s = a,~,v

4. Mankiw and Reis (2007) present an initial version of this result, limited to

AR(1) shocks.
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Solving the difference equation requires two boundary conditions.
As the time from the shock goes to infinity, all agents become aware
of it, so the effect of the shock on the inattentive equilibrium is
the same as that in the attentive equilibrium. Since the price level
converges to a constant (nonzero for the technology shocks and zero
for the other shocks) regardless of the shock, one boundary condition is
lim, (0, P,,;) = 0. The other boundary condition is p , = 0.

I solve the difference equations by writing, separately for each
shock, a system of N + 1 equations for the N + 1 undetermined
coefficients from p(s) to py(s) :

-B, A 0 0 0 | Dy(s) D,(s)
¢, -B .. 0 0 0| 5 D, (s)
o N (35)
0 0 ... =By, Ay, 0 [|[Dy.6)| |Dy (s
0 0 .. Cy, —-By, Ayl|lby.®)| [Dy ()
0 0 .. 0 1 —1){ Py(s) 0

Because the system has a special tri-diagonal structure, it is
numerically easy to solve. I have set N at either 100, 500, or 1,000.
In almost all cases, both the ignored terms of order above N and the
change in the first 100 coefficients as N changed were negligible.

Because the goal of this paper is to provide a model that can be used
to study monetary policy, it is important to consider alternative policy
rules to the Taylor rule. The main alternative to interest-rate rules are
targeting rules (Svensson, 2003). Ball, Mankiw, and Reis (2005) show
that if only firms are inattentive, an elastic price standard is optimal:

Proposition 4. If policy follows an elastic price-level standard,
p, = K, —&(y, —»/), the undetermined coefficients for the price level
are as follows:

6[2(s) =, (5)

S
“ for n=0,1,2,... (36)
1+00,

p,(s)=

where Z(s) = Z(s) for s = a, g; and Z(s) = 0 for s =, v.

The literature contains many alternative policy rules, and the
appendix presents a few more and their corresponding solution.
Together with the results in this section, this should provide sufficient
evidence that despite the infinite number of expectations going
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backward and the lack of a recursive representation for the endogenous
variables, the SIGE model is still easy to solve.?

3.3 The Likelihood and Welfare Functions

The key input in likelihood-based estimation is the likelihood
function. Letting x, denote the 5x 1 column vector with the endogenous
variables of the model and e, denote the column vector with the 5
exogenous shocks, the solution in propositions 1 to 4 can be expressed
as a set of 5x5 matrices ®,, such that x, = Z _2.e,_,. The data
consists of time-series on x, from ¢t = 1to ¢t =T for the endogenous
variables, which can be stacked in a 57'x 1 vector X, and the unknown
parameters can be collected in the vector 0. The likelihood function is
then denoted by L(X|).

I assume that the five zero-mean shocks e; are normally distributed
with variances o?. The vector e, therefore follows a multivariate normal
distribution with diagonal covariance matrix X. The notation I
denotes an identity matrix of size N and ® for the Kronecker product
of two matrices. Since the model is linear, X follows a multivariate
normal distribution. This leads to the next proposition, taken from
Mankiw and Reis (2007):

Proposition 5. Let Q be the 5T'x 5N matrix,

o, ¢, 9, Py Py, Py,
O (DO ¢1 (DN74 @N73 @N72
0 0 @ Py Py Py (37
0 0 .. 0 o, 9 e Oy Dyp

the likelihood function is then
L(X|0) = ~2.5T In@m) — 0.5n |1, @ )| - 0.5X'(2(I, o =)2') ' X.

Mankiw and Reis (2007) note that the large 5Tx5T matrix
QIy®X)Q’ can be inverted either with a Choleski decomposition

5. Building on some of these results, Meyer-Gohde (2007) combines this approach
with others in the literature to provide a unified user-friendly algorithm that can solve
most DSGE models with forward and lagged expectations without requiring almost
any algebra on the part of the user (unlike the propositions above). His set of programs
holds the promise of further advancing this literature.
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or by choosing N = T to re-express the problem in terms of a system
of linear equations. Either way, one can evaluate the log-likelihood
function quickly and reliably.

A natural way to compare the performance of different policy rules
is to compute the utility of the agents in the model. I focus on the
unconditional expectation of a utilitarian measure of social welfare:

(1- ngfo oLy ) didk|.

Because the model assumes that all households are ex ante identical
and there are complete insurance markets, it is natural to assume that
all households get the same weight in the integral. Moreover, because
one wants a rule that performs well across circumstances, it makes
sense to take the ex ante perspective provided by the unconditional
expectation that integrates over all possible initial conditions. The
appendix proves the following result:

Proposition 6. An approximate formula for the welfare benefits in
percentage units of steady-state consumption of a policy 8% starting
from a policy 8© are

(38)

1
. —(w|eV|-w|e® 39
exp[O 5B[I+¢][ [ ] [ ]”, (39)
where
W ()= —Zi[a —Q,)5, (8) + 2,0, () |o (40)
seS n=0
S, (s)=1,(s)+~w, (s), for all s, (41)
and
) 0 for s =¢,a,v
b+ i)bc (5 = Z”E{s) +(w—p) (s)+ y"A(ns) + ~{§—1 fors=~ (42)
én f —
- A ors=g
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Combining this result with those in propositions 1 to 4, it is easy
to evaluate this expression and compare the performance of different
policy rules.

4. ESTIMATING STICKY INFORMATION

Taking sticky information models to the data has been an active
field of research. One approach is to look for direct evidence of
inattentiveness using microeconomic data. Carroll (2003) uses surveys
of inflation expectations to show that the public’s forecasts lag the
forecasts made by professionals.® Mankiw, Reis, and Wolfers (2004)
show that the disagreement in the inflation expectations in the survey
data have properties consistent with sticky information.” Reis (2006a)
and Carroll and Slacalek (2006) interpret some of the literature on the
sensitivity and smoothness of microeconomic consumption data in the
light of sticky information, and Klenow and Willis (2007) and Knotek
(2006) find slow dissemination of information in the microeconomic
data on prices. For the most part, this literature supports the
assumption of sticky information, and the associated estimates of the
information-updating rates are consistent.

A second approach is to estimate Phillips curves assuming sticky
information on the part of price setters only.8 These limited-information
approaches typically use data on inflation, output, marginal costs, and
expectations to estimate simpler versions of equation (20), and the
results are typically good or mixed. One interesting finding that comes
out of many of these studies is that the main source of discrepancy
between the model and the data is not the inattentiveness or the slow
dissemination of information, but the assumption that, conditional on
their information sets, agents form expectations rationally.

This paper takes a third approach, of estimating the model using
full-information techniques that exploit the restrictions imposed
by general equilibrium. The few papers that attempt this exercise
typically find either mixed or poor fits between the model and the
data.? Mankiw and Reis (2006) explain the contrast between the

6. See also Dopke and others (2008) and Nunes (2006).

7. Also focussing on disagreement, see Gorodnichenko (2006), Branch (2007), and
Rich and Tracy (2006).

8. See Khan and Zhu (2006), Dopke and others (2006), Korenok (2005), Pickering
(2004), Coibion (2007), and Molinari (2007).

9. See Trabandt (2007), Andrés, Nelson, and Lépez-Salido (2005), Kiley (2007),
Laforte (2007), Korenok and Swanson (2005, 2007), and Paustian and Pytlarczyk
(2008).
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negative results in some of these papers and the mostly positive
results found by the other two approaches. They note that the
papers in this literature assume inattentiveness only in price
setting, while assuming that the other agents in the model are fully
attentive. To fit the data, however, stickiness should be pervasive,
and for the internal coherence of the model, inattentiveness should
apply to all decisions. By assuming attentive consumer and workers,
the general-equilibrium restrictions imposed in these papers are
misspecified.

Allowing for pervasive stickiness, I take a Bayesian approach
to deal with the uncertainty, starting with a prior joint probability
density p(0) and using the likelihood function L(X|6) to obtain the
posterior density of the parameters p(8|X). This is done numerically,
using Markov chain Monte Carlo simulations.!°

The prior density p(0) follows the convention in the DSGE literature
(for example, An and Schorfheide, 2007), including assuming that the
shocks s, follow first order autoregressive, or AR(1), processes with
coefficients p, and innovation standard deviations o . There are twenty
parameters in the model: © = {0, \, v, ~, 8, pp4» Tpgs Pos s Py T Py O P
o, ¢, d)y, 8, w, X\}. Table 1 shows the moments of the prior densities.

}gour of the parameters have a tight prior with zero variance: 0,
which is set to one to ensure stationary hours worked; 3, which equals
two-thirds to match the labor share in the data; and p, , and 5, ,, since
a series for productivity growth follows from the data on output and
employment in equation (19), so we can recover these parameters by
a simple least-squares regression.!!

Each of the remaining sixteen parameters is treated
independently and is assigned a particular distribution (gamma,
beta, or uniform) with a relatively large variance. The mean
elasticity of labor supply, 1, is 2 and the elasticities of substitution
across goods and labor varieties, v and ~, are set at 11, in line with
the typical assumptions in the literature. The mean p, for the four
shocks other than productivity are set to 0.9, so that the half-life
of the shocks is approximately six quarters and the o, are set to
0.5, which lies between the two values estimated for o, .!? The

10. The exact algorithm is described in the appendix.

11. The values forp, ,and o, , are 0.03 and 0.51, respectively, for the United States
and 0.66 and 0.28 for the euro area.

12. For the markups, the value for the standard deviation is multiplied by ten and
the elasticities of substitution are multiplied by minus one, to counteract the multiplier
that is visible in equations (20) and (22).
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monetary policy parameters are set at 6, = 1.24 and 6, = 0.33,
which are the values estimated by Rudebusch (2002) on U.S. data.
Finally, the inattentiveness parameters 6, w, and X\ have a flat prior
in the unit interval.

As for the data, I use quarterly observations for two large
economies: the United States from 1986:3 to 2006:1 and the euro
area from 1993:4 to 2005:4. I chose these countries because they
are closer to the closed-economy approximation in the model. The
starting dates coincide with the start of Alan Greenspan’s term
as chairman of the Federal Open Market Committee (FOMC) in
the United States and with the signing of the Maastricht treaty
that created the European Union and started the coordination
of monetary policy towards the euro, so they are consistent with
assuming a stable monetary policy rule. They come after the
“great moderation” in economic activity, consistent with assuming
constant variances of the shocks.

The data for the United States are seasonally adjusted, refer to
the nonfarm business sector, and comprise observations on growth
in real output per capita, growth in total real compensation per
hour, hours worked per capita, and inflation. All series are de-
meaned; they use the implicit nonfarm business price deflator for
the price level and for deflating nominal values; and growth rates
refer to the change in the natural logarithm. The nominal interest
rate is the effective Federal funds rate. The data for the euro area
are the area-wide quarterly dataset that combines data from each
country’s national accounts to build consistent pseudo-aggregates
for the whole region. Inflation is the change in the log of the GDP
deflator, output growth is the change in log real GDP, and wages
are measured using total compensation. To obtain variables per
capita, I use an interpolated euro area population series. The hours
data are detrended using a linear trend.

5. ESTIMATES OF THE MODEL
I discuss the estimates for the two regions separately.
5.1 The United States

Table 2 displays summary statistics of the posterior distribution
of the parameters. The posterior moments for the elasticities of
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substitution across varieties are close to the prior assumptions from
the literature. The elasticity of labor supply is quite large, but still in
line with typical assumptions in the business cycle literature. As for
the shocks, the aggregate demand disturbances are very persistent
and quite volatile, so one can already guess that they are playing
an important part in the volatility of the economy.

The more interesting estimates are those of the inattentiveness
parameters, on which the prior had less information. Firms are
estimated to be inattentive for six months, on average, which is
slightly more attentive than what was found in the studies described
in the previous section. Consumers are very inattentive, updating
their information once every three years, on average. This is not too
shocking considering that fixed costs of planning of less than $100
per household can easily generate this length of inattentiveness.
Moreover, between 20 percent and 50 percent of the U.S. population
lives hand-to-mouth, which is equivalent to being inattentive forever
(Reis, 2006a).

The more surprising estimate in the table is the inattention of
workers, who update their information very often, on average once
every four months. One possible explanation for this result is that
the data series used for wages measured total compensation, a
large fraction of which is accounted for by nonwage payments. It is
conceivable that the many dimensions of an employee’s compensation
may actually be updated to include new information quite often,
even if the wage component of this compensation is not. Preliminary
calculations using a wage series find more inattentive workers, and
workers are also more inattentive in the euro area, where nonwage
compensation is less important.

Figure 1 shows the impulse responses of four variables (namely,
inflation, nominal interest rates, hours worked, and the output gap) to
one-standard-deviation impulses to the five shocks. The most surprising
finding is perhaps the quick response of inflation to monetary policy
shocks. The conventional wisdom from studies using postwar U.S.
data is that this response should be delayed and hump shaped. As
recent studies have shown, however, inflation responds much faster to
monetary policy after 1980, which some researchers attribute to changes
in monetary policy.!3 From the perspective of the SIGE model, inflation
responds quickly to monetary policy because monetary policy shocks
are quite short-lived. When policy changes, the SIGE model predicts a

13. See Boivin and Giannoni (2006) and the references therein.
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change in the dynamics of the model that matches the data, surviving
the Lucas critique in a way that pricing models that always produce a
hump shape do not.

Figure 1. Impulse Response Functions to the Five Shocks:
United States

Inflation Nominal interest rate
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Source: Author’s calculations.

Table 3 presents the predicted variance decompositions at different
horizons. Monetary policy shocks play a small role in the variance of
most macroeconomic variables in the United States after 1986, with
the exception of the nominal interest rate and wages. Productivity
shocks are important for real wages at all horizons and for hours
worked at short horizons, while aggregate demand shocks explain
much of the variability of output growth and hours worked.'* Finally,
inflation is significantly driven by the markup shocks.

14. Of all the model’s shocks, these aggregate demand shocks are closest to the
shocks to the marginal rate of substitution between consumption and leisure that Hall
(1997) argues account for most of the U.S. business cycle.
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5.2 The Euro Area

Table 4 shows moments from the posterior distribution for the
euro area. Relative to the U.S. estimates, there are two differences.
First, the estimated average markups are larger for the euro area
than for the United States. Second, the elasticity of labor supply is
somewhat smaller, although it is still large compared with typical
estimates based on microeconomic data. The inattentiveness of
European firms is similar to that of American firms, while consumers
are more attentive and workers less attentive. This brings the two
members of the household in line, with both updating every nine to
fifteen months, on average.

Table 4. Posterior Distribution for the Euro Area®

Percentile
Standard
Parameter Mean deviation 2.5 50.0 97.5
Preferences
v 8.16 1.31 5.94 7.98 10.80
N 7.11 0.75 5.49 7.26 8.34
| 2.70 0.43 1.92 2.74 3.46
Nonpolicy shocks
Py 0.99 0.01 0.95 0.99 1.00
0, 0.37 0.10 0.22 0.35 0.62
n, 0.70 0.21 0.31 0.67 0.98
o, 0.08 0.05 0.03 0.07 0.20
n, 0.37 0.15 0.09 0.39 0.62
o, 0.19 0.09 0.08  0.17  0.41
Monetary policy
d)p 1.06 0.10 1.00 1.01 1.35
o, 0.07 0.02 0.01 0.05 0.24
p. 0.51 0.11 0.27 0.54 0.66
o, 0.46 0.12 0.30 0.44 0.75
Inattentiveness
8 0.21 0.11 0.10 0.17 0.52
w 0.31 0.18 0.15 0.26 0.93
A 0.58 0.15 0.26 0.62 0.79

Source: Author’s calculations.
a. All numbers are based on 450,000 draws from the posterior.
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Figure 2 shows the impulse responses to shocks in the euro area.
The response of inflation to a monetary shock is now slightly hump
shaped, but it peaks just two quarters after the shock. Moreover, the
response of all variables to a monetary shock is more delayed than
in the United States.

Figure 2. Impulse Response Functions to the Five Shocks:
Euro Area

Inflation Nominal interest rate
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Source: Author’s calculations.

As was the case for the United States, a positive productivity
shocks raises total output but lowers hours worked and the output
gap on impact, consistent with the evidence in Gali (2004). Because
many firms initially do not know about the shock, they do not raise
their output as much as they would with full information. Likewise, an
increase in the elasticities of substitution (that is, a positive markup
shock) raises hours worked and output, but leads to a negative output
gap, because the expansion is smaller than would be the case with full
information. Aggregate demand shocks boost inflation and the output
gap and thus raise nominal interest rates, via the Taylor rule.
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Table 5 has the variance decompositions for the euro area.
Monetary policy shocks play a significantly larger role in explaining
the variability of output growth and hours worked than they did in
the United States, while productivity shocks are also more important
drivers of output and inflation. Aggregate demand shocks are still
important in explaining output and hours worked, as are markup
shocks for inflation.

6. ROBUSTNESS OF THE ESTIMATES

This section summarizes the impact of several changes to the
specification choices on the posterior estimates. Starting with
the priors, I attempted a few variations from the baseline in
table 1. Because fully characterizing the posterior distributions is
computationally time consuming, I focused only on their modes.
The three experiments were as follows: raising the prior mean for
the elasticity of labor supply from 2 to 4; lowering the prior mean
correlation of the shocks from 0.9 to 0.5; and setting the prior
standard deviation of the shocks equal to o, , in each region, rather
than to the 0.5 in-between value. Each of these changes had a
negligible difference in the mode of the posterior distribution.

With regard to the policy rule, an alternative to the Taylor rule in
equation (23) with serially correlated shocks is an inertial rule:

i, = 0,8, +0, (3, — 55 )+ pid,y — 20 (43)

where the ¢, are serially uncorrelated. I estimated this alternative
model and obtained a mean posterior estimate for p, of 0.25 for the
United States and 0.16 for the euro area. In terms of overall fit to
the data, the results are mixed. For the United States, the marginal
density for the inertial rule is higher, whereas for the euro area, the
Taylor rule with correlated shocks dominates.

In terms of the data, the main issue to address is a clear upward
trend in hours worked in the euro area, associated with the slow
decline in European unemployment. In the main results, I dealt with
it by removing a linear trend from the data. Using a Hodrick-Prescott
(HP) filter led to the same results. There is no trend in the U.S. data,
so detrending it with the HP filter or even not detrending it at all led
to almost indistinguishable data series.

Finally, for the sample periods, Mankiw and Reis (2007)
estimate a subset of the parameters using postwar U. S. data.
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Relative to the results in table 2, they find that workers and
consumers update their information every five to six quarters, on
average, which is close to the euro area estimates in this paper.
They also find much more persistent and volatile monetary policy
shocks, such that monetary shocks account for a large share of the
volatility of the macroeconomic series. One conjecture for what is
behind this discrepancy is that including the high inflation of the
1970s in the sample requires large monetary policy shocks that
play a large role in the business cycle.

7. PoLICY QUESTIONS

To begin applying the two estimated models to policy analysis, 1
explore some questions about monetary policy.

7.1 What Rule Has Best Described Policy?

An extensive literature, starting with Taylor (1993), documents
that the policy rule in equation (23) provides a good description of
policy in the United States and a reasonable description of policy in
the euro area. Within this common rule, there is room for differences
between the two regions in the parameters of the rule.

According to the estimates in tables 2 and 4, monetary policy
has been quite similar in the United States post-1986 and in the
euro area post-1993, especially in only modestly responding to real
activity. The estimates of ¢ and ¢ are somewhat lower than the
typical result in the literature, but the more surprising posterior
mean is the low persistence of monetary policy shocks, especially in
the United States.

As noted in section 5, the estimated quick response of most
macroeconomic variables to monetary policy shocks is linked to these
low estimates of persistence. Figure 3 backs this claim by comparing
the impulse responses in the status quo with the responses to raising
the persistence of monetary shocks from the posterior means to the
prior mean of 0.9. This change reestablishes the conventional delayed
hump-shaped responses found in the literature on the post-war United
States (Christiano, Eichenbaum, and Evans, 1999).1°

15. Coibion (2006) first pointed out the role of the persistence of interest rate shocks
in delivering hump shapes.



Figure 3. Impulse Response Functions to a More Persistent

Monetary Shock
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7.2 What Is the Role of Policy Announcements?

The past decade has seen an increasing emphasis on transparency
in central banking. Part of the argument for transparency is that if the
central bank acts predictably, it will reduce confusion and mistakes
on the part of private decisionmakers. According to this point of view,
if policy shocks must take place, then they should be announced in
advance and clearly communicated to the general public. In the context
of the SIGE model, this calls for announcing monetary policy shocks a
few quarters in advance, so that a large fraction of agents have time to
learn of the event in the interim between announcement and action.

Figure 4 shows the results of announcing a monetary policy shock
one or two years ahead in the United States and the euro area. The
exercise here consists of learning at date ¢ = 0 the value of the monetary
shock to occur at dates ¢ = 4 or £ = 8. The announcement is therefore
still a shock in the sense of a deviation from the policy rule. The figure
reveals that inflation and nominal interest rates move even before the
shock materializes because forward-looking agents react instantly to
the news of a future shock. The agents that update their information
learn about the shocks before it happens and adjust their actions in
response. In both regions, announcements lower the initial impact of
monetary policy shocks on hours worked and the output gap, while
significantly increasing the overall impact on inflation.

7.3 What Is the Result of Having Interest Rates Move
Gradually?

As described by Bernanke (2004), the FOMC tends to change
interest rates gradually. Academic arguments in favor of such actions
typically involve financial stability, the gradual revelation of news, or
the desire to move long-term interest rates. Woodford (2003c) notes that
in forward-looking models like SIGE, gradualism involves combining
policy responses with announcements of future policy changes.

Figure 5 compares three different patterns of shocks for the two
regions. In the first case, there is a one-standard-deviation shock to
interest rates at date 0. In the second case, there are four consecutive
shocks, each of size 0_/4 and each coming as a surprise to the agents. In
the third scenario, the sequence of four shocks 1s announced at date 0.
The results indicate that an anticipated gradual cut in interest rates
has a much stronger impact than an expected cut of the same size. If
the gradual cut is unexpected, however, the impact is actually smaller.
Therefore, gradual policy changes can be quite effective according to
the SIGE model, but only if they are announced and credible.



Figure 4. Impulse Response Functions to Policy
Announcements
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Figure 5. Impulse Response Functions to Gradual

Movements in Policy
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7.4 How Would Taylor’s Proposal Compare?

Taylor (1993) originally suggested that the interest rate responses
to inflation and output should be 1.5 and 0.5, respectively. Figure 6
compares this rule with the one estimated here for the impulse responses
of inflation and hours worked to productivity and aggregate demand
shocks. For both shocks and both regions, Taylor’s more aggressive
policy rule leads to a smaller response in the output gap to the shock. The
unconditional variance of hours worked would fall by 1.3 percent (2.7
percent) if the United States (euro area) moved to this rule, and welfare
would be 4 (6) basis points of steady-state consumption higher.

7.5 How Does a Price-Level Target Compare?

Ball, Mankiw, and Reis (2005) show that in an economy with
inattentive firms, the optimal policy is an “elastic price standard” that
keeps the price level close to a deterministic target K,, allowing for
deviations of the price level from the target in response to deviations
of output from the Pareto-optimal level:

b, :Kt_(b(yt_yf)‘ (44)

Under this rule, positive deviations of inflation from the target are
not bygones, but must be accompanied by future negative deviations
to revert the price level back to target.

Figure 7 shows the impulse responses to productivity and aggregate
demand shocks of having a strict rule with ¢ = 0. In the United States,
fully stabilizing inflation has little impact on the response of hours
worked. The response of hours worked to the markup shocks (not
reported) becomes significantly more pronounced, though, so the rule has
anegative effect on welfare of 4 basis points on impact. For the euro area,
the welfare loss from this rule would be a substantial 17 basis points.

Figure 8 graphs the responses to an elastic rule, where ¢ is set
following the guidelines of Ball, Mankiw, and Reis (2005).16 The ¢ for
the United States 1s 0.12, while that for the euro area is 3.08. Both
lead to a slight loss in welfare relative to the Taylor rule with the
estimated coefficients.

16. More concretely, Ball, Mankiw, and Reis (2005) show that the optimal ¢ is
the inverse of the product of (1 + 1)/(1 + 1{v) and the relative weight of relative-price
distortions and output-gap fluctuations in the policymaker’s objective function. I
approximate this relative weight by the ratio of the change in the volatility of the output
gap and the change in the volatillity of inflation, both in response to a one-basis-point
increase in the standard deviation of all shocks.



Figure 6. Impulse Response Functions with a Taylor Rule
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Figure 7. Impulse Response Functions with a Strict Price-

Level Target
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Figure 8. Impulse Response Functions with an Elastic Price-
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8. CONCLUSION

The aim of this paper was to build one particular model of the
macroeconomy that can be used to give systematic policy advice. The
two guiding principles behind the construction of the model were, first,
that inattentiveness is a feature of behavior that affects all markets
and decisions and, second, that it is the only feature that leads to a
deviation from an otherwise classical equilibrium. In reality, many
frictions are probably at play, but insisting on a single friction allows
one to explore how far inattentiveness alone affects macroeconomic
dynamics and policy, while staying within a coherent theoretical
framework where in which all details are explicitly stated.

Many of the details of the model, as well as the way in which the
parameters were picked, may be open to debate, and there is room
for disagreement on how well the model fits the data. I have tried
throughout the paper to highlight the theoretical gaps in the model,
the different views on how to set its parameters, and the ways in
which it succeeded and failed at explaining the data. In the model’s
defense, it did not seem to perform noticeably worse than some popular
alternatives, like the models in Christiano, Eichenbaum, and Evans
(2005), Levin, Onatski, Williams and Williams (2006), or Smets and
Wouters (2003, 2007).

While the model’s performance is probably still far from the
level of success one should demand to confidently give precise policy
recommendations, the exercise did provide some policy lessons. First,
the persistence of monetary policy shocks has been low, and this is
a crucial determinant of the speed at which inflation and output
respond to these shocks. Second, announcements and gradualism,
through their effects on the expectations of forward-looking agents, can
have a large impact on the effects of monetary policy. Third, Taylor’s
suggested policy rule parameters would lead to better outcomes than
the status quo, while an elastic price standard has a disappointing
performance when inattentiveness is pervasive.
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APPENDIX
Al. Inattentive Actions

Planner-savers, who every period face a probability 6 of revising
their plans, have a value function V(M,) conditional on date ¢ being a
planning date. They choose a plan for current and future consumption
all the way into infinity {C,_,,} 2, since with a vanishingly small
probability they may never update again:

S Cti}é“
- 1/6
V(M,)= max : (45)

t+i0) +§62§ 1 6 [V(Mt+1+l>]

subject to the sequence of budget constraints in equation (9) and a
no-Ponzi condition.
The optimality conditions are

ﬁ(l 6 Ct+ll/? §6Z& 1 6 [ (Mt+1+k)ﬁt+l,t+1+k] (46)

and

00

V/(M,)=85 ¢ (1-8) E, V! (M, )T, ) @
=0
where
_ t+k
i = H I,
z=t+1

is the the compound return between ¢t + [ and ¢ + 1 + k for £ > [. Now,
for [ =0, the right-hand side of equation (46) is the same as the right-
hand side of equation (47). Therefore, thol/ b=y’ (M , ), or the marginal
utility of an extra unit of consumption equals the marginal value of an
extra unit of wealth. Using this result to replace the V'(M,_,,) terms
in equation (47) and writing the equation recursively gives the Euler
equation in equation (10). The second Euler equation in equation (11)
then follows.
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The workers face a similar problem:

00 L1+1/w +1
_Z ﬁl (1 - w)l HEl 1+1,1
’ 1=0 1+1/
V(Mt) = maX\ ’ (48)
1410 >

+£w2 € (1-w) E[V(M,,,)

=0

subject to the sequence of budget constraints in equation (9), a no-
Ponzi scheme condition, and the demand for the variety of labor j
in equation (14), which each worker supplies monopolistically. The
optimality conditions are

l ~ P
¢ (1-w) kE, &, L)1 -7,)

VVt+l,Z

‘ / = - (49)

&wiﬁk (1- w)k E, VM, )Ht+z,1;+1+k (i —DLy
k=l t+1
and
A x A R _
V(M) = g0y € (1=w) B, [V (M, )T 00 (50)
#=0

Now, as in the consumer problem, combining equation (49) for
[ = 0 with equation (50) leads to the following conclusion:

‘/t/(Mt>‘/I/If,O — (1 _Fl;w)gf;HLt/g' . (51)
f\ft -

This expression shows that 1 is the Frisch elasticity of labor supply
for attentive agents and that the marginal disutility of working is
equated to the real wage rate times the marginal value of wealth times
a markup taking into account the elasticity of demand for the good.
Using it in the optimality condition leads to the two Euler equations
in equations (16) and (17).
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A2. The Log-Linear Equilibrium for the Full Model
At the nonstochastic steady state, the five exogenous processes are

constant. Using the conditions defining the optimum, it follows that
output is Y= ALP, consumption is C = Y/G, and labor is

T+ — BG(U71><F\{71>
“L (17’1’w)(177p)1}’\{'

(52)

I'log-linearize the equilibrium conditions around this point. Small
caps denote the log-deviations of the respective large-cap variable
from the steady state, with the exceptions of the following: v, and ~,,
which are the log-deviations of ¥, and 4,; r,, which is the log-deviation
of the short rate E[II, ,]; and R, which is the log-deviation of the
long rate lime—.of, [, 1],

Starting with the goods market, log-linearizing the demand for
good j by combining equations (3) and (6) gives

Yei =Y 7V (pt,i —-p). (53)

The production function (5) and the firm’s optimality condition (7)
become

Y=oyt Blt,i (54)

and

B(w, — p,)+(1-B)y, —a, —v,B8/(v-1)

55
B—i—v(l—B) (55)

p,;=E_|p+

Turning to the bond market, the consumer’s Euler equations in
equations (10) and (11) become

ct,O = Et(ct+1,0 - Ort) (56)
and

¢,; = E, (c,o) (57)
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Next, in the labor market, the demand for a labor variety in
equation (14), together with the market clearing condition in this
market, leads to:

lt,k = lt - ’\f<wt,k _wt)’ (58)
and the optimality conditions in the workers’ problem become

l

0 N _ 0 N
wt,o_pt_tE“'r\‘__tl_Et - ""wt+1,o_lz’z+1_%"~'ﬁ{t_jl1 (59)
and
w,, = E,_,w,) (60)

Finally, the static price indices and aggregate quantity are

D= xi(l ) P (61)
=0
w, = wi: (1-w) w,,, (62)
k=0
and
y, =g, + 65)(1 ~8) e, (63)
j=0

These eleven equations over time characterize the equilibrium
solution for the set of twelve Varlab_les (yt’i, Yo €0 Cojp lw, lt,k, L, W,
Wy Py Py T) @S a function of the flvg exogenous processes (Aa, 8y
Y Vp &) There is one equation missing, namely, the policy rule in

equation (23).
A3. The Reduced-Form Aggregate Relations

Integrating equation (54) over i gives the aggregate production
function in equation (19).
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For the Phillips curve, starting with equation (61), replace Vi)
using equation (53) and D using equation (55). Rearrange to obtain
equation (20).

Moving to the IS curve, iterate equation (56) forward and take the
limit as time goes to infinity. Then, the facts that there is complete
insurance and that eventually all agents become aware of the shocks
imply that limq oo, (€r o) = limoocE, (Q’HT =y, Using the definition
of the long rate R, and replacing for c 10 in equations (57) and (63) gives
an expression for output. Using the fact that lim....%, [gtﬁ 0 gives
the IS curve in equation (21).

Finally, for the wage curve, take very similar steps as in the IS
curve: iterate equation (59) forward and use the solution to replace

W, in equation (60). Combining the w, y in the aggregator for w, in
equatlon (62) and replacing out l us1ng equation (58) gives the Wage
curve in equation (22).

A4. Proof of Propositions 1 and 2

Take the case of s = a. By a method of undetermined coefficients,
equations (19) through (22) imply!”

3, =a, +Bl,; (64)
X . B, +(1-8)3, —a, —Bv,/(v-1)
= ; 65
"= eim _%; (66)
n+l1 n
(V) = D, (04 )8, +(@, — D)+, + o 7

Rearranging the first three equations immediately proves
proposition 2. Using the first two expressions to replace / and i), in
the fourth expression proves proposition 1. The case of the other four
shocks follows along the same lines.

17. I have omitted the (s) arguments to save space.
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A5. Proof of Proposition 3

Taking again the case s = a, combining the Taylor rule with
the Fisher equation, and again omitting the (s) arguments, the
undetermined coefficients are

i‘n +pn+1 _ﬁn = (I)p(ﬁn _ﬁn—l) + d>y (:);n - Enén)

Using the results in propositions 1 and 2 to replace 7 and y and
rearranging delivers the proposition. The other cases are similar.

A6. Proof of Proposition 4

Since the K, is known to all agents, real variables are neutral with
respect to it, and it only induces a deterministic component in prices.
Focusing on the stochastic component, in terms of moving-average

coefficients, the policy rule implies that

5= 0 (5,-5,8)

Using the expression in proposition 1 to replace y delivers the
result.

A7. Solutions for Other Interest Rate Rules

The proofs for the case of these rules follow along the same lines
as propositions 3 and 4 so they are omitted. First, consider alternative
interest rate rules:

Proposition 7. If policy follows the interest rate rules below, the
undetermined coefficients for the price level satisfy the following
second-order difference equation:

A . Pi(®)—B,ps) +C,_ B, (&) =Ds) forn=0,12,. (69)

with A =1+ ¥ /0A and D, () = -1 for all cases. The remaining
coefficients are as follows:

—For the employment rule, i, = d)pApt + cbylt,

d)y\ljn , C :d)p (69)

Bn:An+¢p+ 3 R
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T,() Lo (s)é o[V (s) 1

i fors=a
eAn eAn+lsn
(Tn (S) — 1) _ [Tn+1 <S> 7/\1]31’”1 + (byTn (8) for s = g
eAn eAn+18n
Tn <8) _ Tn+1 (s)fnﬂ + d)yTn (S) fOI‘ §= Y,V
A, 0A, 8, B

—For the speed-limit rule, i, = ¢,Ap, + &, Ay, — /),

B, = A+ o+ 0,9,,C =0 +06,0,

and

T, () Yoo (o
0A, 0A,.,8,

[TH (s)— E(s)] 5, for s = a,~,v
+¢y Tn (s)_E(s)_ :
[Tn (8)*1] - [Tnﬂ (8)71]§n+1
A, eAnﬂén f
= ~ ors=g
0,11, (8)—E(s)— [Tn_1 (3);~(S)]sn_1 J

—TFor the inertial rule, i, = (1 — ¢, )[(j)pApt + d)y(yt =¥+ 1, 4,

By = A, +(1-6,)b, +(1—8,)b,T,(s),

B,=A, (1+6,)+1-0,)0, +(1—0,)0,T,(s), n>1,

C,=(1-9,)0, +d,4,,

(70)

(71)

(72)

(73)

(74)

(75)
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and
Tn (8)(1 - d)l) _ Tn+1 (s)§n+1 _ dDi’rn—l (s)én—l
A, 0A, .3, 0A, .8, for s = a,v,v
. +0, (1=6,)(T, (5) ==(s) 76
Y0 ) 1a-0) L (0)-1s [Tl 15, (76)
0A, 0A, .8, 0A, |8, fors=g
+9, (1=6,)[T, (s) - Z(s)

—For the wage-inflation rule i, = d)pAwt + d)y(yt =),

B,=A, +o, l—l—v[%—l] [Ai—l +{1—%]\Ifn oW,
(77)
1 1 1

C = 1 ——1|||l— -1 1—— (V¥
R B et 2
and

inA(j)7%+%[Tn(3)75(8)]+¢p[17%]Tn(s)f% fors=a

T Bl Bon )20 .

+0, [1 - é] ¥, (5) - S)g“

e : 78
PO i e e o Tl
W*m*%[ n(s)*~(s)]+4’p[ *g] »(S)*T ors=n
Tl o -zt Y- Tle]
¢P '§n71
=~

Finally, consider alternative price-targeting rules,
Proposition 8. If the policy rule follows other price-level standards,
the undetermined coefficients for the price level are as follows:

—With an employment rule, p, = K, — ¢I,,
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o[1-, ()3,

ST ov fors=a

b,(8)= " (79)

—oT, (s)8,

_— for s = g,~,v

B+,

forn=0,1,2,....
—With a speed-limit rule, p, = K, — dA(y, — y7),

A . [E(s) =, (s)]s,
(1+0¥,)p,(8) =¥, 1B, () =bf ; (80)

—[:(s) -7, (s)]sn_1
forn=0, 1, 2,... and with p ,(s) = 0.
—With an inertial rule, p, = K, — ¢(y, —y7) + N T
(1+06¥,)D,(8)— 0,0, 1(s) = 6[E (5) =T, (9)]s, (81)
forn=0,1, 2,... and with p ,(s) = 0.
—With a wage-targeting rule, w, = K, — &(y, — 57),
Sn fors=a
{q)[é(s)—l“n (s)]—[é—l]l‘n (s)}én LB s
0 for s = g,~
b, (s)= P . (82)
1+1+v|=—1||——-1|+|1—-=|¥, + 07,
5+

forn=0,1, 2,....
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AS8. Proof of Proposition 5

Since X, is a sum of multivariate normal distributions it is also
multivariate normal. Its mean i1s a column vector of zeros, and its
variance-covariance matrix is QI,®3)€’. Using the formula for the
density of a multivariate normal, the result in the proposition follows
immediately.

A9. Proof of Proposition 6

Taking the unconditional expectation through the arguments of
expression (38), the goal is to maximize the folowing expression:

) E(L)]
fo E{ln(Ct’j)}—%/w) dj. (83)

With the definition of the log-linearized values, ;= ln(Ct’j) — In(C)
and lt’j = ln(Lt’j) —1In(L), this becomes

|‘LL1+1/¢E(6

¢)+ [E(c,,)- T (84)

(1+1/U)lt’j )

Recall that the model assumed that the tax on prices exactly offsets
the monopoly distortion in the goods market: 1 — T,= v/(v— 1); the tax
on wages exactly offsets the monopoly distortion in the goods market:
1—71,=/(y—1); and the distortion from government spending is, on
average, zero: G = 1. In this case, the nonstochastic steady state is an
efficient equilibrium without uncertainty. These assumptions lead to
focusing monetary policy on the task of stabilizing economic activity
(Woodford, 2003b). From equation (52), they imply that kL'""" = 8.

In the log-linear solution of the model, both c, and l jare normal
variables with a zero mean. Therefore, social welfare 1s

2
0.5 1+%] var(L,, ) dj. (85)

B 1
ln(C) — mﬁ exp
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Because [, ; is a normal variable, var(/, ) is a linear function of the
ti

variance of the exogenous shocks. These are small in the data, so

approximating exp[var(], )] by 1 + Var(l ) involves little numerical

error. Social welfare then becomes:

1 1 .
() {0+ varl, i (56

Using the distribution of workers according to when they last updated,
this becomes

ln(C)—l-B[l—i—llb] 05@[1+ ]w]z:;(l w) var(i, ) (87)

Next, combining equation (58) with equations (59) and (60) to
replace w, , gives the following expressions:

Li=1— ’\f(wz,j - wt) (88)

and

w, =B |p+ Ry (89)
tj i | Ps v A—1 t T Vn

Using a method of undetermined coefficients, make the guess
j—1 ] s .
that [, ; = ZSES[ZZ:OQ" (s)+zn:]gn (3)}%_" and solve to find the

expressions in equations (41) and (42). From this, it follows that

o* (s). (90)

; (1)
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where Q, = wzin:o(l —w)’. Ignoring the terms that are invariant to
policy changes, the social welfare function then becomes the expression
in equation (40). To evaluate the welfare benefit in percentage units
of steady-state consumption of a policy that implies 8 starting from
another that implies 8©, use equation (87) to obtain equation (39).

A10. MCMC Algorithm

T used a Metropolis-Hastings algorithm to draw from the posterior.
In the first step, I looked for the mode of the posterior distribution
by using line-search and Newton-Raphson algorithms starting from
twenty different points on the parameter space (chosen from previous
estimates of similar models and from drawing randomly from either
the prior or a uniform on the parameter space). In the second step,
I used a mixture of normal approximations around the highest local
maxima found, to obtain an approximation of the posterior. This is then
used as the proposal function for the Metropolis-Hastings algorithm.
In the third step, I took a few sequences of 2,000 draws, scaling the
variance-covariance matrix of the proposal function by different values,
until the acceptance rates of the Metropolis-Hastings algorithm are
10—20 percent.

In the fourth step, I took 5 independent sequences of 200,000
draws, discarding the first 100,000. Inspecting the 500,000 mixed
draws made clear that the algorithm was far from converging, and
that the normal approximation of the posterior was poor. I therefore
revised the proposal function to a normal distribution with a variance-
covariance matrix equal to the scaled estimate of the variance-
covariance matrix of the existing 500,000 draws.

In the fifth step, I took five independent sequences of 1,000,000
draws, discarding the first 100,000 draws and keeping only every tenth
draw to save on memory space. The Brooks-Gelman scale reduction
factors and the plots of the between-chain and within-chain variances
indicated that the results were satisfactory in terms of convergence,
so I proceeded to mix them to obtain the final 450,000 draws of the
posterior, which are used in all the tables.
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The presence of unobservable variables in the definitions of these
gaps poses significant problems for central banks as they implement
monetary policy. These problems are both conceptual in nature (what
is the right definition of the output gap, potential output or the
neutral real interest rate?) and practical (which of many empirical
strategies for estimating unobservables should be used?). These
problems are compounded by the fact that real-time data used to
estimate unobservables will be revised in the future, implying that
the best estimates available at the time policy decisions must be
taken may, in hindsight, diverge significantly from estimates based
on subsequent vintages of data.

To estimate these key unobservables, economists have drawn on a
variety of methodologies. Univariate approaches based on statistical
methods designed to decompose a time series into trend and cycle have
been widely used to estimate variables such as potential output or the
natural rate of unemployment. Multivariate approaches, in turn, employ
the joint behavior of several variables whose trend or cyclical elements
may be related. Multivariate strategies offer the possibility of bringing
economic structure to bear on the estimation problem by incorporating
the restrictions implied by an economic model. For example, Okun’s Law
suggests a relationship between the output gap and the gap between
unemployment and the natural rate of unemployment. Thus, the joint
behavior of output and unemployment may provide information that
1s useful for estimating both these gaps. However, the results obtained
by previous researchers studying different time periods or different
economies are difficult to compare across countries since estimation
methodologies often differ significantly. This hinders the ability to
assess how business cycles might be linked across countries, how
potential output or the neutral real interest rate in different countries
might be related, and how closely related the various gaps might be
across a sample of countries.

While the literature on international business cycles employs
common methods to estimate output gaps (Backus, Kehoe, and
Kydland, 1992), this work typically uses univariate statistical
techniques (such as the Hodrick-Prescott filter) to extract the cyclical
component of output. A univariate approach ignores the information
that is potentially available if one considers the joint behavior of
several macroeconomic variables that are affected by the same set
of unobservable variables. Variable definitions, sample periods, and
the set of unobservables examined also vary across applications
to individual countries. And while individual central banks have
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undertaken efforts to estimate these unobservable variables, their
approaches have generally been country specific and have not provided
either systematic estimation or comparison across countries.

Garnier and Wilhelmsen (2009) and Benati and Vitale (2007)
adopt a joint estimation approach to uncover important unobservables
for several countries. Garnier and Wilhelmsen focus on the United
States, the euro area, and Germany, while Benati and Vitale study
the United States, the United Kingdom, the euro area, Sweden, and
Australia. However, this approach has not been extended to include
a larger number of inflation-targeting economies or any emerging or
developing economies.

Our objective is to provide a consistent approach to estimating
potential output, the neutral interest rate, and the natural rate of
unemployment, using data from ten economies: the three largest
industrial economies (the United States, the euro area, and Japan)
and seven inflation-targeting countries (Australia, Canada, Chile,
New Zealand, Norway, Sweden, and United Kingdom). Country-
by-country estimation of the three unobservables is based on a
parsimonious monetary policy model, extending Laubach and
Williams’ (2003) sequential-step estimation procedure. This
allows us to exploit our ten countries’ time-series estimates of
unobservables to test for commonalities and differences in their
macroeconomic developments.

Section 1 provides a brief discussion of the role of unobservables
in the design and implementation of monetary policy. This
discussion serves, in part, to motivate the variables on which our
empirical analysis focuses—namely, potential output, the neutral
real interest rate, and the natural rate of unemployment. Section 2
then briefly sets out our empirical strategy. In section 3, we discuss
the monetary policy model, the estimation approach, and the data,
and report the country-by-country empirical results for parameter
estimates and unobservables’ time series. Section 4 extends the
model and reports the corresponding results and robustness test
results for the United States and Chile. Section 5 then uses our
estimated series on the key unobservables to provide evidence
of common trends, rising macroeconomic stability (the Great
Moderation), comovements across our sample economies, and
convergence of observables and unobservables in sample countries
toward the United States and the euro area. Section 6 concludes
and discusses extensions.
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1. THE RoLE AND IMPORTANCE OF UNOBSERVABLES IN
MonNETARY PoLricy

In this section, we discuss the role that key unobservables play in
policy design. We then briefly review how errors in estimating potential
gross domestic product (GDP) and the natural rate of unemployment
have contributed to critical policy mistakes.

1.1 Unobservable Variables and Policy Design

The theoretical foundations both for monetary policy analysis and
for the empirical models employed by central banks contain several
important variables that are not directly observable. The output gap
(the log difference between real GDP and an unobserved time-varying
benchmark such as potential GDP) and the unemployment rate
gap (the difference between the actual unemployment rate and the
unobserved natural rate of unemployment) are typically the driving
forces explaining inflation. Central banks may also need to monitor
these unobservables out of a direct concern for macroeconomic stability.
Both potential GDP and the natural rate of unemployment must be
inferred from observable macroeconomic variables. Policymakers must
also monitor difficult-to-measure expectations of inflation because
they need to ensure that private sector expectations are consistent
with the central bank’s inflation targets (that is, they need to ensure
that expectations are anchored) and because movements in inflation
expectations can contribute to fluctuations in actual inflation. They
also need to adjust policy interest rates to reflect changes in the
economy’s neutral real interest rate.

The critical role of these unobservable variables in designing
monetary policy can be illustrated using a simple New Keynesian
model. This benchmark model consists of a forward-looking Phillips
Curve, an expectational IS relationship, and a specification of policy
in terms of either an objective function (which the central bank is
then assumed to maximize) or a decision rule (see Clarida, Gali, and
Gertler, 1999).

If the central bank’s objective is to minimize the volatility of
inflation and the gap between output and potential output, then
optimal policy (under discretion) can be described in terms of what
Svensson and Woodford (2005) call a targeting rule. Such a rule
involves ensuring that a weighted sum of the output gap and the
inflation gap (that is, inflation minus the inflation target) is always
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kept equal to zero. Intuitively, the output gap should be negative when
inflation is above target, as this will tend to produce a fall in inflation
and thus bring inflation back to its target level. Similarly, the output
gap should be positive when inflation is below target. The Bank of
Norway describes such a targeting relationship between the output
gap and inflation in its inflation report, in discussing the desirable
properties of future interest rate paths. The discussions of interest
rate projections in the Reserve Bank of New Zealand’s monetary policy
statements are consistent with a similar, though implicit targeting
rule. In following such a rule, the central bank knows its inflation
target, and it has direct measures of both inflation and output (while
the latter may be subject to serious real-time measurement errors, it
is directly observable in principle), but it must estimate the level of
potential output.

Potential output is not the only unobserved variable the central
bank must estimate as it implements policy. To actually implement
an optimal targeting rule, the central bank must still determine how
to move its policy interest rate to maintain the required relationship
between the output and inflation gaps. Determining the nominal
interest rate that will implement the optimal policy requires knowledge
of the relationship between interest rates and real spending, a
relationship commonly summarized in New Keynesian models by
an expectational IS curve. Using a standard specification of the IS
relationship, one finds that the optimal interest rate will satisfy the
following relationship (see Clarida, Gali, and Gertler, 1999):

14 ok(1—p)
pPA

it = r}* + Etﬂt+1’ (1)

where i is the nominal interest rate, = is the inflation rate, r" is the
neutral real interest rate, the rate consistent with a zero output gap,
and E is the conditional expectations operator.! The parameters o,
K, A, and p are, respectively, the inverse of the interest elasticity of
aggregate demand, the output gap elasticity of inflation, the relative
weight the policymaker places on output gap volatility relative to
inflation volatility, and the degree of serial correlation in shocks to

1. There are numerous ways to write this relationship and to define the various
unobservables. For example, it would be more in keeping with standard New Keynesian
models to define r* as the real interest rate consistent with output and the flexible-price
equilibrium level of output being equal.
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the inflation equation. Both the variables on the right-hand side of
equation (1) are unobservable or measurable only indirectly—for
example, via surveys, asset prices, or the term structure of interest
rates.?

To solve for the equilibrium under the interest rate rule given
by equation (1), the IS and Phillips curve relationships must also
be specified. The ones underlying the derivation of equation (1)
take the form

1],. .
X = Etxt+1 - [;](Lt - EtﬁH—l —r") @
and
T, = BEtﬁHl T KX, +e, 3)

where x is the output gap and e is a zero-mean stochastic error term.
The parameter (3 is the inflation-expectations elasticity of inflation.

It is clear from equation (1) that the neutral real interest rate
will be of critical importance for getting the level of the policy rate
right. Under an interest rate operating procedure for monetary policy,
the level of the nominal rate when the inflation rate is equal to its
target must be consistent with the economy’s equilibrium real rate of
return. When inflation is equal to its (constant) target level, the Fisher
relationship requires that the nominal interest rate equal the neutral
rate plus the target inflation rate. Thus, while most of the recent
literature emphasizes the importance of the Taylor Principle—that
is, the need to adjust the nominal rate more than one for one with
changes in inflation—it is equally important to fully adjust the nominal
rate in response to changes in the neutral real interest rate. Woodford
(2003) has labeled the equilibrium real interest rate associated with
the absence of fluctuations resulting from nominal distortions as the
Wicksellian real rate. An optimal monetary policy that maintains zero
inflation to “undo” the real distortions created by nominal rigidities
would ensure that the gap between the nominal interest rate and the
Wicksellian rate remains equal to zero.

2. If the inflation-adjustment relationship incorporates lagged inflation, the
targeting rule would also include further terms involving forecasts of future inflation
rates and output gaps.
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Unfortunately, this Wicksellian or neutral real rate is unobservable.
It is, however, closely related to another key unobservable—the output
gap. In the context of the simple model used to derive equation (1), the
neutral real interest rate is proportional to the growth rate of potential
real output. Laubach and Williams (2003) use this relationship
between these two unobservable variables to help them estimate the
neutral real interest rate for the United States.

Equations (2) and (3) also serve to highlight the key role of
unobservable variables. The output gap appears in both, as does
expected future inflation, while the neutral real interest rate appears
in the IS relationship. Before a central bank can actually use this
simple framework for policy analysis, methods need to be developed
for estimating potential output (to obtain an output gap measure),
expected inflation, and the neutral real interest rate.

The difficulties in measuring the output gap go, in some sense,
beyond the need to measure potential output, because the very definition
of the output gap has evolved over the past twenty years. At the
conceptual level, three distinct definitions have been employed. The first
definition of the output gap is in terms of the relationship between actual
GDP and potential GDP, where potential GDP is typically associated
with the level of GDP that would be produced at full employment of
labor and capital at normal utilization rates. This is the definition most
commonly used in models employed by central banks.

In recent years, the development of the New Keynesian Phillips
curve has focused attention on a second definition of the output gap,
which the underlying theory identifies as the key variable driving
inflation. This is the output gap measured as the gap between actual
GDP and the level of GDP that would be produced in the absence
of nominal wage and price rigidities. This flexible-price output gap
provides a measure of economic fluctuations that are due to nominal
rigidities. These nominal rigidities allow monetary policy to have real
effects, but they also create real distortions. Standard New Keynesian
models imply that monetary policy should aim at eliminating these
distortions by minimizing fluctuations in the output gap.

However, stabilizing the flexible-price output gap is difficult,
not least because the economy’s equilibrium output that would arise
if there were no nominal rigidities is clearly not observable, and it
cannot be estimated using the (often) univariate statistical approaches
employed to estimate potential output. Instead, any estimate must
come from employing a dynamic stochastic general equilibrium
(DSGE) model that can simulate the behavior of an economy that is not
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subject to nominal rigidities. Since the correct model of the economy
is unknown, any estimate of the output gap will be subject to a great
deal of uncertainty. Levin and others (2006) provide one example
of a DSGE model that is estimated based on U.S. data, which they
use to construct a measure of the flexible-price output level and the
associated flexible-price output gap. To date, no central banks have
employed such a definition of the output gap in their formal policy
models.? Nevertheless, many central banks are working on developing
DSGE models and applying them to estimate flexible-price output
levels, as well as other unobservables.

Finally, a third definition of the output gap is the gap between
output and the welfare-maximizing level of output. The gap defined
in this manner is sometimes called the welfare gap. While this gap
may be the most relevant for policy from a conceptual viewpoint, it is
also the hardest to measure. The welfare gap and the flexible-price
output gap move together in standard New Keynesian models, so
stabilizing one is equivalent to stabilizing the other, a property that
Blanchard and Gali (2007) label “the divine coincidence.” In general,
however, the relationship between the two gap measures holds only
under very special conditions. If real wages are sticky or if there are
other labor market frictions or fluctuations in distortionary taxes, the
flexible-price output gap and the welfare gap will diverge.

In addition to illustrating the general point that hard-to-measure
variables are conceptually relevant for policy, equations (1) through
(3) highlight the variables that are the primary focus of our study.
These are the neutral real interest rate, potential output, and expected
inflation. For our purposes, we define the output gap as the log of real
GDP minus the log of potential GDP, which is the common definition
among central banks. The natural rate of unemployment, which is
linked to potential output, does not appear explicitly in equation (1),
but we incorporate it into our analysis.

3. A possible exception is models that have developed from the Bank of Canada’s
Quarterly Projections Model (QPM), such as the Forecasting and Policy System model
of the Reserve Bank of New Zealand. This model distinguishes between a long-run
component, a short-run equilibrium component, and a cyclical component to output. The
output gap is then defined relative to the short-run equilibrium level and thus might
correspond to a flexible price output gap. However, the short-run equilibrium level of
output is an estimate of a slow-moving trend, based on a multivariate filter. Variables
(in addition to output) included in the trend estimation procedure include capacity
utilization, unemployment, and inflation. QPM was replaced recently at the Bank of
Canada by a new open economy DSGE model, called the Terms-of-Trade Economic
Model (ToTEM); see Murchison and Rennison (2006).
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1.2 Unobservable Variables and Policy Mistakes

Unobservable variables play a critical role in the design and
implementation of optimal monetary policy, but these same
variables have also been center stage in a number of accounts of
past policy errors.* For example, Orphanides (2002, 2003), Erceg
and Levin (2003), Reis (2003), and Primiceri (2006) all argue that
errors by either policymakers or the public in estimating key
macroeconomic variables were central to an understanding of
critical episodes in the inflation history of the United States over
the past forty years.

Orphanides focuses on the Federal Reserve’s real-time
overestimation of potential (trend) output following the productivity
slowdown of the early 1970s. Simply put, overestimation of
potential GDP implied an underestimation of the output gap. This
led to a policy stance that was, in retrospect, too expansionary
and contributed to producing the Great Inflation of the 1970s.
Orphanides and Van Norden (2002) document the difficulties of
estimating the output gap when, for policy purposes, this must be
done using real-time data.? McCallum (2001) draws the conclusion
that policymakers should not respond strongly to movements in the
estimated output gap.®

Primiceri (2006) argues that the Fed’s failure to correctly estimate
potential output is only part of the story behind the Great Inflation.”
He argues that if that were the only mistake, inflation would not
have risen so much or for so long. The second factor contributing
to the persistence of high inflation was the Fed’s underestimation
of the persistence of inflation. Initial increases in inflation were
not expected to persist, so policy did not react strongly. Because
potential output was overestimated, economic slowdowns that were

4. See Sargent (2008) for an overview and discussion.

5. The Reserve Bank of New Zealand provides a figure comparing their real-time
quarterly output gap estimates and estimates prepared using final data (as of November
2002) for the period 1997-2002 (Reserve Bank of New Zealand, 2004, figure 9, page 15).
There are sizable differences between the two: for instance, the final series changes
sign four times during the period shown, while the real time series changes sign three
times and never in the same quarter as the final estimate series.

6. Orphanides and Williams (2002) find that policy rules that respond to the change
in the unemployment rate gap or the output gap perform well. One reason might be that
differencing eliminates much of the error in measuring the level of the output gap.

7. Primiceri’s model is actually expressed in terms of the natural rate of
unemployment rather than potential output.
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thought to be associated with negative output gaps did not seem
to lower inflation. Policymakers thus concluded that inflation was
unresponsive to economic activity and that a major recession would
be needed to lower inflation. Perceiving that they faced a large
sacrifice ratio if they tried to lower inflation, policymakers hesitated
to try to bring inflation down. Primiceri develops a simple general
equilibrium model in which the policymaker learns about the natural
rate and the degree of inflation persistence, and his model accounts
for both the policy mistakes of the 1970s, as the Fed underestimated
the natural rate of unemployment and overestimated the sacrifice
ratio associated with lowering inflation, and the disinflationary shift
in policy under Volcker. Primiceri’s analysis shows that both the
difficulties in estimating unobservable variables and the fact that
central banks do not know the true structure of the economy can
contribute to policy errors.

The public also faces the need to estimate unobservable variables.
Erceg and Levin (2003) focus on shifts in the Fed’s implicit inflation
target when these shifts are not publicly announced. In this case, the
public becomes aware of the shift in target only gradually. Erceg and
Levin characterize the Volcker disinflation as the result of a fall in
the Fed’s target inflation rate. Since this target change was not made
explicit through any public announcement, agents overestimated
inflation, which led to a significant contraction in real economic
activity. While our focus is on estimating unobservable variables
for use in designing monetary policy, the work of Erceg and Levin
provides a reminder of the consequences that can occur when the
central bank’s inflation target is, from the perspective of the public,
an unobservable.

2. ALTERNATIVE APPROACHES TO ESTIMATING THE NEUTRAL
REAL RATE, THE OUTPUT GAP, AND THE NATURAL RATE OF
UNEMPLOYMENT

There is a vast literature that uses a range of empirical techniques
to estimate unobservable macroeconomic variables. Our survey is
therefore brief and highly selective, focusing on contributions that
are the most directly relevant for our own empirical approach. For
example, while a large amount of work employs univariate methods
to estimate potential output or the natural rate of unemployment, we
do not focus on these approaches. We follow multivariate approaches
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that incorporate information from other macroeconomic variables,
usually employing theory to guide the relationship between the
variables or employing structural equations motivated by theory. We
focus on multivariate approaches that are directly relevant for the
methods we use to obtain estimates of key unobservable variables.
These approaches generally combine statistical representations
borrowed from the literature on identifying trend and cyclical
components of a time series with relationships among variables
implied by an economic model.

The general methodology we employ involves a multivariate
Kalman filter to extract estimates of unobserved components from
observed time series. The basic framework can be represented in
quite general terms of a specification for the dynamic evolution of a
vector Z, of unobserved factors and a vector of observed variables Y,
that are related to Z,. The evolution of the unobserved variables is
given in state-space form by

Zi,,=AZ,*u,,. )
The measurement equations linking Y, to Z, take the form
Y,=BY, , +CZ,+ th/t +GX, + v, 5)

where Z, ,is the time ¢ estimate of the state vector Z, and X, is a vector
of exogenous and observable variables. Both u,,, and v, are zero-mean
stochastic error terms. In section 3, we specify the formulations of
equations (4) and (5) that we use in our empirical analysis.

Time t estimates of Z, are updated using the Kalman filter.
Since

t

Y,-BY, - (C+D)Z, , - GX

is the new information available from observing Y, in period ¢, the
equation for updating estimates of Z is given by

Zt/t = Zt/t—l +K [Yt - BYt—l - (C+D)Z - GXt]- (6)

t/i-1
The basic structure given by equations (4) through (6) has been used
extensively to estimate a range of unobservable variables. Data on

the observables Y, and X, are used to estimate the parameter matrices
A, B, C, D, and G.
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An early application of the Kalman filter approach to estimating
potential GDP for the United States is provided by Kuttner (1994).8
Kuttner lets Z, consist of trend and cyclical components of output,
with the trend following a random walk with drift and the cyclical
component described by a second-order autoregressive, or AR(2),
process. The vector Y, consists of real output and inflation and reflects
a Phillips curve relationship. Output is the sum of its trend and cyclical
components, and inflation is a function of lagged output growth and
the cyclical component of output.

Basistha and Nelson (2007) take a related approach to estimating
potential GDP and output in the United States. Like Kuttner, they
adopt a latent variable approach and incorporate a Phillips curve
relationship. They also include the unemployment rate and allow
trend and cyclical components of output to be correlated.

Laubach and Williams (2003) extend the Kuttner framework
to incorporate the neutral real interest rate, r, as an additional
unobserved variable. They assume that r* is a function of the growth
rate of potential GDP and a stochastic component that follows
an autoregressive process. They expand the set of measurement
equations to include an IS relationship linking the output gap to
the gap between the real and neutral interest rates.? While this
specification allows for an integrated approach to estimating
potential GDP and the neutral real interest rate, Laubach and
Williams employ a separate univariate inflation-forecasting
equation to obtain the estimate of expected inflation they need to
construct the real interest rate.

Fuentes, Gredig, and Larrain (2008) further extend the
approach of Laubach and Williams by incorporating the
unemployment rate and Okun’s Law linking the output gap and
the gap between the unemployment rate and the natural rate
of unemployment. The latter is assumed to follow a random
walk. They compare the resulting measures of the output gap
for Chile with gap estimates obtained from structural vector
autoregressions (VARs) and production function approaches.
Interestingly, the estimates based on the Kalman filter provided
the best out-of-sample forecasts for inflation.

8. Orphanides and Williams (2002) provide an overview of the literature that
estimates the natural rates of unemployment and the neutral real interest rates for
the United States.

9. They also allow the growth rate of potential GDP to follow a random walk.
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Each of these examples from the literature focuses on a single
country; the United States in the cases of Kuttner (1994), Basistha
and Nelson (2007), and Laubach and Williams (2003) and Chile in the
case of Fuentes, Gredig, and Larrain (2008). The closest formulation
to our approach is by Benati and Vitale (2007). They, too, focus
on multiple unobservables (namely, potential output, the natural
unemployment rate, the neutral real interest rate, and expected
inflation), and they obtain estimates of each unobservable for five
economies (Australia, the euro area, Sweden, the United Kingdom,
and the United States). Benati and Vitale allow for time variation
in the model parameters. We restrict our attention to constant
coefficient models.

Bjorksten and Karagedikli (2003) report estimates of the neutral
real interest rate for seven countries (namely, Australia, Canada,
New Zealand, Sweden, Switzerland, the United Kingdom, and the
United States), using a methodology based on long- and short-term
interest rates. To extract real interest rates, however, they assume
that expected inflation is equal to actual inflation. They find a marked
decline since 1998 in neutral real rates for all seven countries.!?
Similarly, Fuentes and Gredig (2008) find evidence of a trend decline
in Chile’s neutral interest rate.

3. EmPiricAL RESULTS

Our approach, following the preceding literature, is based on
a parsimonious New Keynesian specification. We use the core
relationships in the New Keynesian model to guide our specification of
the linkages between observable variables and the key unobservables
as summarized in equation (5). The two relationships from the New
Keynesian model that we draw on are the IS equation and the Phillips
curve. We also use a Taylor rule to represent monetary policy and
Okun’s Law to link the unemployment gap and the output gap.

3.1 The Model
We start with a simple backward-looking IS relationship, as

in Rudebusch and Svensson (1999), where the output gap (x) is
determined by its own lag, the lagged real interest rate gap (the

10. See also Basdevant, Bjorksten, and Karagedikli (2004).
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difference between the observed ex ante real interest rate, r, and the
unobserved neutral real interest rate, r"), and a serially uncorrelated
error term (g,):

X, = ouX, ;) + oy, — rt*—l) +&,- (7)

The output gap is defined as the difference between actual output (y)
and unobserved potential output or the natural level of output (y"),
both in logs:

X,=y, - ®)

The second relationship is a standard Phillips curve specification
for inflation. We specify this equation in terms of the inflation gap
rather than the level of inflation, where the inflation gap, %, is the
difference between actual inflation and either trend inflation (in the
case of non-inflation-targeting countries) or between actual inflation
and the target inflation rate (for inflation targeters). The inflation gap
is determined by its own lag, the expected inflation gap, the lagged
output gap, and a serially uncorrelated error term (g,):

T, =BT,y + By +85%,, +e,,. 9
The inflation gap is an observable variable, given by

T, =T, -, (10)
where 7, is actual inflation and TYtT is the trend or target rate.
Similarly, the inflation expectations gap is defined as the difference

between observed (estimated) inflation expectations and trend or
target inflation:

=x—x . (11)
We specify a standard Taylor rule that relates the observed ex ante
real interest rate to the ex ante real natural rate, the real interest

rate lag, the inflation expectations gap, the lagged output gap, and a
serially uncorrelated error term (g,):

= r‘; +8,(r, — 7}i1) + 8,7, +0,%,, + 25, (12)
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Equations (7) through (12) comprise our basic model. As an
extension of this model, we add Okun’s Law that relates the observed
unemployment rate () to the unobserved natural rate of unemployment
("), the lagged gap between the observed unemploymen