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The importance of economic growth cannot be overstated. In-
come growth is essential for achieving economic, social, and even
political development. Countries that grow strongly and for sustained
periods of time are able to reduce their poverty levels significantly,
strengthen their democratic and political stability, improve the qual-
ity of their natural environment, and even diminish the incidence of
crime and violence.! Economic growth is not a panacea; but it greatly
facilitates the implementation of public programs that complement
its effects and correct its deficiencies, even if its direct beneficial
impacts are modest.

It comes as no surprise, then, that an enormous amount of talent
and effort has been invested in understanding the process of economic
growth. The recent surge in academic research on endogenous growth
and the policy preoccupation with poverty-alleviating growth are just
two examples indicating that economic growth is a focal point in re-
search and policy circles.

The present collection of studies contributes to this literature on
two dimensions. First, it provides a systematic account of the styl-
ized facts that characterize economic growth and, in particular, of
the role that policies play in fostering periods of sustained growth.
Some of the papers revisit the question of what drives long-run eco-
nomic growth, drawing on new and improved data, while others

1. See Barro (1996); Easterly (1999); Dollar and Kraay (2002a); Fajnzylber,
Lederman, and Loayza (2002).
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analyze the consequences that growth has on various aspects of de-
velopment and welfare. These studies share a concern for identify-
ing the most efficient policies to promote or facilitate growth. They
thus critically analyze a broad spectrum of policies, such as finan-
cial development, public infrastructure, regulatory framework, and
direct government intervention in industrial policies. Second, the
papers in this volume focus on new and potentially crucial questions
regarding the intricate relationship between economic growth and
cyclical fluctuations, particularly whether business cycles have pro-
longed effects on long-run growth.

The studies included in the volume apply to most countries, par-
ticularly in the developing world. Some studies, however, provide spe-
cific applications to Chile or use this country for illustration of general
issues. Moreover, Chile’'s experience may be of independent interest to
scholars and policymakers, in that it provides an example of a develop-
ing country that suffered protracted stagnation (in the 1970s) and then
conducted successful economic reforms (in the 1980s and 1990s).

1. REceNT TRENDS

Growth performance has varied notably across regions and coun-
tries in the last four decades; in some economies, it has also experienced
major shifts over time. For the world as a whole, the rate of growth of per
capita output has followed a declining path since the 1960s (see figures 1
and 2 and table 1).2 To some extent, this reflects the trend in industrial-
ized countries and its influence on developing economies. There are, how-
ever, some notable differences across geographic regions. The economic
growth rates in East Asia and the Pacific were not only among the high-
est but also the most stable of all developing economies, showing a steady
increase in the 1970s and 1980s and only a mild decline in the 1990s.
South Asia also had a relatively successful growth experience in the last
two decades, achieving rates of per capita output growth beyond 3 per-
cent per year with remarkable stability.

Other regions have had rather unsatisfactory growth performances.
The economic growth rates of Eastern Europe and Central Asia ex-
hibit the fastest decline from the 1960s onward; the negative rates in

2. When comparing per capita growth rates over long periods of time, changes
in demographic factors can distort the conclusions. We nevertheless use per capita
GDP figures—as opposed to per worker GDP or per family income—to maintain
comparability with the rest of the literature.



Figure 1. Growth Rates of GDP per Capita, GDP-Weighted
Average by Region, 1961-1999 (constant sample)
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Figure 2. Coefficient of Variation of GDP per Capita,
GDP-Weighted Average by Region, 1961-1999 (constant sample)
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Table 1. Growth Rates of per Capita GDP by Region, 1961-19992
Percent

Period
Region Observations  1961-1970 1971-1980 1981-1990 1991-1999
All countries 109 415 268 229 172
Industrial countries 21 4.28 250 242 148
Developing countries
East Asia and the Pacific 14 358 490 5.88 544
Eastern Europe and Central Asia 4 592 394 173 -3.80
Latin Americaand the Caribbean 26 271 344 -0.74 205
Middle East and North Africa 9 411 4.00 -0.86 094
South Asia 5 172 0.64 340 323
Sub-Saharan Africa 30 268 1.08 -1.00 -0.58

Source: World Development Indicators and authors’ calculations.
a. GDP-weighted average growth rate by region. Sample is constant over time.

the 1990s reveal the high costs of adjustment from planned to market
economies. Sub-Saharan Africa shares some interesting features with
the Middle East and North Africa: both regions had similar growth
rates in the 1960s, and both experienced a large decline in growth
rates in the 1970s and 1980s. The Middle East and North Africa re-
covered to positive growth rates in the 1990s, but sub-Saharan Africa
continued its downward spiral. Not only did sub-Saharan Africa suf-
fer from negative average growth in the last two decades, but its growth
performance was also the most volatile in the world. Meager growth
and high volatility in Africa appear to be the result of an unfortunate
combination of poor policies and negative external shocks on these
resource-dependent economies. For Latin America and the Caribbean,
the 1960s and 1970s were decades of moderate but stable growth rates.
This situation changed in the 1980s, when the growth rate of per
capita output fell to negative values and its volatility increased nota-
bly. In the 1990s, economic growth became positive again but did not
recover its pre-1980s level.

The countries within each region display some interesting dispari-
ties as well as common features. Consider, for instance, the case of
Latin America in the last decades (see table 2). The large majority of
Latin American countries experienced negative growth rates in the
1980s. The only exceptions were Chile and Colombia, and for good rea-
sons. Up to the 1980s, Colombia was the country with the best record of
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Table 2. Growth Rates of per Capita GDP in Selected Latin
American Countries, 1961-1999

Percent
Period
Region and country 1961-1970 1971-1980  1981-1990 1991-1999
Southern Cone
Argentina 231 132 -2.99 3.72
Brazil 318 5.75 -0.42 1.07
Chile 1.82 122 208 5.00
Paraguay 179 5.69 -0.30 -0.60
Uruguay 0.36 2.60 -0.66 2.70
Andean Community
Bolivia 0.35 167 -1.95 153
Colombia 221 3.05 1.26 0.72
Ecuador 124 5.65 -0.47 -0.43
Peru 231 0.84 -2.99 232
Venezuela 146 -0.76 -1.75 -0.30
Central America
CostaRica 193 2.75 -0.32 348
El Salvador 215 -0.18 -1.47 267
Guatemala 256 287 -1.62 143
Honduras 152 2.06 -0.73 0.12
Mexico 3.37 358 -0.29 142
Nicaragua 336 -2.84 -4.07 033
Panama 4.70 147 -0.71 2.80

Source: World Development Indicators and authors’ calculations.

macroeconomic stability and external credit worthiness in the region,
and this played to the country’s advantage in the turmoil of the debt
crisis that characterized the decade. Chile, on the contrary, did not
enjoy such status, and it suffered a deep banking crisis and, conse-
quently, a large fall in output in the first part of the 1980s. This
country, however, found its way back to growth starting in the sec-
ond half of the decade, after substantial reforms in the financial sec-
tor allowed the economy to reap the benefits of the market-oriented
reforms started in the 1970s. Mexico was hit by similar shocks and
had a similar crisis but chose to delay paying the costs of reform,
inevitably postponing its recovery.?

For most of Latin America, the 1990s was a decade of reform and
recovery. Except for Paraguay and (surprisingly) Colombia, all countries

3. For a comparative analysis of the debt crisis and its aftermath, see Bergoeing
and others (2002).
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in Latin America underwent an increase in growth rates in the 1990s
relative to the previous decade. The improvement was quite notable in
Argentina, Chile, Bolivia, Peru, Costa Rica, El Salvador, Uruguay, and
Mexico. These countries have in common that they conducted strong
market-oriented reforms and accomplished processes of economic and
political stabilization. Only in a few instances, however—Argentina, Chile,
Costa Rica, and El Salvador—did the recovery of the 1990s result in
economic growth rates that surpassed those of the 1960s and 1970s.

The 1980s was thus a lost decade for growth and socioeconomic
development in many countries and almost entire regions. The 1990s
started with high expectations as it witnessed economic reforms in many
places around the world, particularly in Latin America. It was a de-
cade full of promise, and, all in all, the performance of reforming coun-
tries was not disappointing. Toward the end of the decade, however,
some worrisome signs threatened to spoil the growth excitement. Re-
peated international crises, cases of interrupted reforms, and instances
of macroeconomic mismanagement led to severe economic downturns
in a number of countries around the world at the start of the new
century. For policymakers, particularly in developing economies, one
of the most pressing questions is how their countries can find or re-
cover the path of high and sustained growth.

Fortunately, the task of identifying the keys to economic growth
does not necessitate the launching of a new research venture. The
economics profession has inherited a vast and rich literature. The
objective of this volume is to contribute to that literature by exploring
some of the issues that are most relevant to developing countries in
the present context.

2. THE ORIGINS OF THE NEw GROWTH LITERATURE

In the 1950s, Robert Solow and Trevor Swan revitalized the study
of economic growth by modeling it as the result of factor accumulation
in the medium term and as the outcome of technological progress in
the long run. Despite its parsimony, the Solow-Swan model was rich in
conclusions and practical implications. Some of these were examined
empirically, particularly in the United States, as exemplified by the
work of Dale Jorgenson and research associates. However, academic
interest in economic growth dwindled and gradually turned to the study
of business cycles and stabilization policies.

After about twenty-five years, interest in economic growth studies
was rekindled for a number of reasons, of which we highlight two.
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First, the use of new theoretical tools allowed researchers to model
growth paths as a result of dynamic, intertemporal optimization. Sec-
ond, the development of new and more reliable databases facilitated
cross-country comparisons of per capita income levels and growth rates.
The databases generated by Summers and Heston and by the World
Bank helped researchers check the sometimes ethereal economic theo-
ries against reality.

The new literature on economic growth starts precisely as a reac-
tion to the apparent shortcomings of the neoclassical model in explain-
ing some actual facts. At least in its simplest forms, the neoclassical
model implies that owing to diminishing returns, poorer economies
should grow faster than richer ones. It further predicts that the return
differentials generated by large gaps in capital stocks would produce
massive capital flows from richer to poorer countries. Both implica-
tions are strongly rejected by the evidence.

The weakness of the neoclassical growth model led several research-
ers to propose alternatives. Paul Romer (1986) presents a model in which
economic growth in the long run occurs not because of exogenous tech-
nological progress, but because the accumulation of capital generates
externalities that compensate for diminishing returns. Robert Lucas
(1988), another pioneer of the new growth literature, introduces a model
in which human capital plays a fundamental role in perpetuating eco-
nomic growth and preventing diminishing returns to physical capital
accumulation. Lucas opens his 1988 article with the now famous words,
“Once one starts to think about [the human welfare consequences of
economic growth], it is hard to think about anything else.” These were
premonitory words judging by the large number of talented people who,
in the years to follow, devoted their energies to describing the stylized
facts of economic growth, deciphering its theoretical puzzles, and pro-
posing public policies to promote and support it.

The paper by Xavier Sala-i-Martin in this volume is devoted to re-
viewing the main contributions of the new growth literature. Sala-i-Martin
identifies three defining characteristics of this literature. They are, first,
the empirical touch, that is, the close connection between the new theo-
ries and the empirical data and methods used to test them; second, the
emphasis on endogenous technological progress, in particular on the type
that generates increasing returns and is provided by the market through
monopolistic competition; and third, the merging of different strands of
economics, which is both a feature of the new growth literature and a
consequence of it. One particular example is the fruitful interaction,
induced by economic growth, between macroeconomics—previously
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dominated by business cycle theories—and economic development—for-
merly centered on institutional analysis and economic planning. Sala-i-
Martin’s article derives its authoritative perspective partly from his work
on the already classic textbook on economic growth that he coauthored
with Robert Barro (Barro and Sala-i-Martin, 1995).

3. DETERMINANTS OF EconomMic GrRowTH?

As an introduction to the study of growth determinants, which is
the common thread of the papers in this volume, we now estimate an
encompassing model of economic growth. We follow the largest strand
of the empirical endogenous-growth literature, which seeks to link a
country’s economic growth rate to economic, political, and social vari-
ables using a large sample of countries and time periods.> Although
our interpretation of the results accords with the mainstream of the
literature, we acknowledge the caveats on this type of exercise pointed
out by Steven Durlauf, whose study is included in the volume and
discussed below.

3.1 Setup

We estimate the following variation of a growth regression:

Yie = Yitsr = @ieq + 0 (Vies — yl—1) X U N +E,

whereyy is the log of per capita output, y' represents the trend compo-
nent of per capita output, (y;,_; - yTit_l) is the output gap at the start of
the period, X is a set variables postulated as growth determinants, |, is
a period-specific effect, n, represents unobserved country-specific fac-
tors, and ¢ is the regression residual. The subscripts i and t refer to
country and time period, respectively (for simplicity, the length of the
time period is normalized to 1). The expression on the left-hand side of
the equation is the growth rate of per capita output in a given period.
On the right-hand side, the regression equation includes the level of
per capita output at the start of the period (to account for transitional
convergence) and a set of explanatory variables measured during the
same period. The inclusion of the output gap as an explanatory vari-
able allows us to control for cyclical output movements and thus to

4. This section is based on Loayza, Fajnzylber, and Calderén (2002).
5. See, for example, Barro (1991, 1999); King and Levine (1993).
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differentiate between transitional convergence and cyclical reversion.
The time-specific effect, |, allows us to control for international condi-
tions that change over time and affect the growth performance of all
countries in the sample. The term n, accounts for unobserved country-
specific factors that both drive growth and are potentially correlated
with the explanatory variables.

3.2 Growth Determinants

A large variety of economic and social variables can be proposed as
determinants of economic growth. We focus on the variables that have
received the most attention in the academic literature and in policy
circles. These variables can be divided into five groups: transitional
convergence, cyclical reversion, structural policies and institutions,
stabilization policies, and external conditions (see appendix A for de-
tails on definitions and sources).

Transitional convergence

One of the main implications of the neoclassical growth model,
and indeed of all models that exhibit transitional dynamics, is that
the growth rate depends on the initial position of the economy.® The
“conditional convergence” hypothesis maintains that, ceteris paribus,
poor countries should grow faster than rich ones because of decreasing
returns to scale in production . We control for the initial position of
the economy by including the initial level of real per capita GDP in
the set of explanatory variables.

Cyclical reversion

Although our main objective is to account for long-run trends in
economic growth, in practice, we work with relatively short time
periods (five- or ten-year averages) for both econometric estimation and
forecasts. At these frequencies, cyclical effects are bound to play a role.
We include some explanatory variables that are not standard in the
long-run growth literature but capture important elements of the
business cycle. One of them deals with cyclical reversion to the long-run
trend. Other cyclical factors are included under the category of stabilization

6. See Barro and Sala-i-Martin (1995) and Turnovsky (2002) for a review.
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policies, which is introduced below. We account for cyclical reversion
by including the output gap at the start of each period as a growth
determinant. Apart from improving the regression fit, controlling for
the initial output gap allows us to avoid overestimating the speed of
transitional convergence, which is inferred from the coefficient on ini-
tial per capita output. The output gap used in the regression is ob-
tained as the difference between potential and actual GDP around the
start of the period. We use the Baxter-King filter to decompose GDP
and estimate annual series of potential (trend) and cyclical output for
each country in the sample.

Structural policies and institutions

The underlying theme of the endogenous growth literature is that
the rate of economic growth can be affected by public policies and
institutions. Although there may be disagreement on which policies
are most conducive to growth or on the sequence in which policy changes
must be undertaken, there is no doubt that governments can and do
influence long-run growth in their countries. Theoretical work usu-
ally concentrates on one policy in particular or the combination of a
few policies, whereas empirical work tends to be comprehensive in
the sense of considering a wide array of policy and institutional deter-
minants of growth.” Given our objective, we also take a comprehen-
sive approach to explaining economic growth performance. Thus, we
consider explanatory variables representing all major categories of
public policies. This subsection focuses on structural policies and in-
stitutions; the next considers stabilization policies. We recognize that
to some extent the separation between structural and stabilization
policies is arbitrary. However, the division helps us examine the trends
and roles of policies directed at growth in the long run from those
related also to cyclical fluctuations.

The first area of structural policies is education, and human capital
formation in general. Human capital can counteract the forces of dimin-
ishing returns in other accumulable factors of production—such as physi-
cal capital—to render long-run growth. Apart from its direct role as a
factor of production, education and human capital can serve as a comple-
ment to other factors such as physical capital and natural resources,
determine the rate of technological innovations in countries that produce

7. See Barro (1991); De Gregorio (1992); Easterly and Rebelo (1993); King and
Levine(1993); Levine, Loayza, and Beck (2000).
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technology, and facilitate technological absorption in countries that imi-
tate it. We measure the policies directed toward increasing education
and human capital with the rate of gross secondary school enrollment.®

The second policy area is related to financial depth. Well-function-
ing financial systems promote long-run growth. They influence eco-
nomic efficiency and economic growth through different channels. Fi-
nancial markets facilitate risk diversification by trading, pooling, and
hedging financial instruments. They can help identify profitable in-
vestment projects and mobilize savings to them. Moreover, financial
systems can help monitor firm managers and exert corporate controls,
thereby reducing the principal-agent problems that lead to inefficient
investment. Firm-level, industry-level, and cross-country studies pro-
vide ample evidence that financial development leads to higher growth.®
Our measure of financial depth is the ratio of private domestic credit
supplied by private financial institutions to GDP.

The third area of economic policy is international trade openness.
The literature points out five channels through which trade affects
economic growth.10 First, trade leads to higher specialization and, thus
to gains in total factor productivity (TFP), by allowing countries to
exploit their areas of comparative advantage. Second, it expands poten-
tial markets, which allows domestic firms to take advantage of econo-
mies of scale, thus increasing their TFP. Third, trade diffuses both
technological innovations and improved managerial practices through
stronger interactions with foreign firms and markets. Fourth, freer
trade tends to lessen anticompetitive practices of domestic firms. Fi-
nally, trade liberalization reduces the incentives for firms to conduct
rent-seeking activities that are mostly unproductive. The bulk of the
empirical evidence indicates that the relationship between economic
growth and international openness is indeed positive, and that it re-
flects a virtuous cycle by which higher openness leads to growth im-
provement, which, in turn, generates larger trade. Our measure of
openness is the volume of trade (real exports plus imports) over GDP,
adjusted for the size (area and population) of the country, for whether it
is landlocked, and for whether it is an oil exporter.'!

8. This is the variable used as a proxy for human capital in Barro (1991),
Mankiw, Romer, and Weil (1992), and Easterly (2001).

9. See Levine (1997) for a review of the theoretical foundations of the role of
financial development and a summary of the available macro- and microeconomic
empirical evidence.

10. See Lederman (1996).

11. See Pritchett (1996) for a similar adjustment.
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The fourth area is related to the government burden; it focuses on
the drain that government may represent for private activity. Although
government can play a beneficial role for the economy (as discussed
below), it can be a heavy burden if it imposes high taxes, uses this
revenue to maintain ineffective public programs and a bloated bureau-
cracy, distorts markets incentives, and interferes negatively in the
economy by assuming roles most appropriate for the private sector.'?
We account for the burden of government through a proxy, namely, the
ratio of government consumption to GDP.

The fifth important area of policy involves the availability of public
services and infrastructure. The importance of productive public ser-
vices in generating long-run growth has been highlighted in the ana-
lytical work of Barro (1990) and Barro and Sala-i-Martin (1992), among
others. These papers underscore the channels through which public
services and infrastructure affect economic growth. Whether they are
treated as classic public goods or as subject to congestion, public ser-
vices and infrastructure can affect growth by entering directly as in-
puts of the production function, by serving to improve total factor pro-
ductivity, and by encouraging private investment as they help protect
property rights. In any case, their theoretical importance is well estab-
lished, and recent empirical studies confirm this conclusion.® There
are a few alternative measures of public services and infrastructure.
Among these, the variables with the largest cross-country and time-
series coverage focus on the provision of infrastructure. Because of data
considerations, we work with telecommunications capacity, measured
by the number of main telephone lines per capita.

The last area is related to governance. This large area comprises
several aspects of the institutional quality of government, including the
respect for civil and political rights, bureaucratic efficiency, absence of
corruption, enforcement of contractual agreements, and prevalence of
law and order. After the seminal work by Mauro (1995) and Knack and
Keefer (1995), governance has received increasing attention as a deter-
minant of economic growth.™ In our regression analysis, we use the first
principal component of four indicators reported by Political Risk Ser-
vices in their publication International Country Risk Guide (ICRG). They
are the indicators on the prevalence of law and order, quality of the
bureaucracy, absence of corruption, and accountability of public officials.

12. See Corden (1991); Fischer (1993).

13. See Loayza (1996); Calderdn, Easterly, and Servén (2001).

14. See, for instance, Barro (1996); Kaufman, Kraay, and Zoido-Lobatén
(1999b); and the survey in Przeworski and Limongi (1993).
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Stabilization policies

Including stabilization policies as determinants of economic growth
is important because the regression’s fit and forecasting power increases
significantly over horizons that are relevant to economic policy (say,
five to ten years). An even more important reason is that stabilization
policies affect not only cyclical fluctuations, but also long-run growth.
In fact an argument can be made that cyclical and trend growth are
interrelated processes (see Fatés, in this volume), which implies that
macroeconomic stabilization and crisis-related variables have an im-
pact both over short horizons and on the long-run performance of the
economy (see Fischer, 1993). Fiscal, monetary, and financial policies
that contribute to a stable macroeconomic environment and avoid fi-
nancial and balance-of-payments crises are thus important for long-
run growth. By reducing uncertainty, they encourage firm investment,
reduce societal disputes for the distribution of ex post rents (for in-
stance between owners and employees in the face of unexpected high
inflation), and allow economic agents to concentrate on productive ac-
tivities (rather than trying to manage high risk).

The first area in this category is related to macroeconomic stabili-
zation policies. This is a vast subject, and we consider two interrelated
effects of fiscal and monetary policies. The first is the lack of price
stability, which we measure by the average inflation rate for the corre-
sponding country and time period. This is a good summary measure of
the quality of fiscal and monetary policies, and it is positively corre-
lated with other indicators of poor macroeconomic policies such as fis-
cal deficits and the black market premium on foreign exchange.'® The
second aspect is the cyclical volatility of GDP, which reflects the lack
of output stability. Itis measured by the standard deviation of the output
gap for the corresponding country and period.

The second area is related to external imbalances and the risk of
balance-of-payments crises. This factor is measured by an index of real
exchange rate overvaluation, which is constructed following the meth-
odology in Dollar (1992). Real exchange rate overvaluation captures
the impact of monetary and exchange rate policies that distort the allo-
cation of resources between the exporting and domestic sectors. This

15. The correlation coefficient between the inflation rate and the ratio of
fiscal deficit to GDP and the black-market premium is, respectively, 0.24 and
0.26. The inflation rate is the indicator of macroeconomic stability in many
cross-country growth studies, including Fischer (1993); Easterly, Loayza, and
Montiel (1997); Barro (2001).
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misallocation leads to large external imbalances, whose correction
is frequently accompanied by balance-of-payments crises and followed
by sharp recessions.

The third area concerns the occurrence of systemic banking crises
and serves to account for the deleterious effect of financial turmoil on
economic activity, particularly over short and medium horizons. Bank-
ing crises may be the product of an inadequate regulatory framework
for financial transactions, which leads to overlending and unsustain-
able consumption booms. They can also result from monetary and fis-
cal policies that put undue burden on creditors and financial institu-
tions. This is the case, for instance, of monetary policies that are overly
contractionary or fiscal policies that tap scarce domestic financial re-
sources excessively, only to default on debt repayment later on. The
occurrence of banking crises is measured by the fraction of years that a
country undergoes a systemic banking crisis in the corresponding pe-
riod, as identified in Caprio and Klingebiel (1999).

External conditions

A country’s economic activity and growth are shaped not only by
internal factors, but also by external conditions. These have an influ-
ence on the domestic economy in both the short and long runs. There is
ample evidence of transmission of cycles across countries via interna-
tional trade, external financial flows, and investors’ perceptions of the
expected profitability of the global economy.1® Changes in long-run trends
can also be spread across countries. This is achieved through, for ex-
ample, the demonstration effect of economic reforms and the diffusion
of technological progress.1”

We take external conditions into account by including two addi-
tional variables in the growth regression: the terms-of-trade shocks
affecting each country individually and a period-specific shift affect-
ing all countries in the sample. Terms-of-trade shocks capture changes
in both the international demand for a country’s exports and the cost
of production and consumption inputs.8 The period-specific shifts (or
time dummy variables) summarize the prevalent global conditions at
a given period of time and reflect worldwide recessions and booms,

16. See Boileau (1996).

17. See Keller (2002).

18. The terms-of-trade shocks variable is important in several empirical stud-
ies on growth, including Easterly and others (1993); Fischer (1993); Easterly,
Loayza and Montiel (1997).
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changes in the allocation and cost of international capital flows, and
technological innovations.

3.3 SAMPLE AND EsTIMATION METHODOLOGY

As mentioned above, we estimate a dynamic model of per capita GDP
growth rates using cross-country, time-series panel data. Our sample is
dictated by data availability; it contains seventy-eight countries repre-
senting all major world regions (see appendix B for a complete list). The
regression analysis is conducted using averages of five-year periods. Each
country has a minimum of three and a maximum of eight nonoverlapping
five-year observations spanning the years 1960-1999 (evidently, the
panel is unbalanced). A minimum of three observations per country is
required to run the instrumental variable methodology outlined below.
Since one observation must be reserved for instrumentation, the first
period in the regression corresponds to the years 1966—1970. The total
number of observations is 350.

Our main econometric methodology is the generalized method-of
moments (GMM) estimator developed for dynamic models of panel data,
which was introduced by Holtz-Eakin, Newey, and Rosen (1988), Arellano
and Bond (1991), and Arellano and Bover (1995).1° The growth regres-
sion to be estimated poses three challenges. First, the regression equa-
tion is dynamic in the sense that it represents a lagged-dependent-
variable model. Second, the regression equation includes an unobserved
country-specific effect, which cannot be accounted for by regular meth-
ods (such as the within estimator) given the dynamic nature of the
model. Third, the set of explanatory variables includes some that are
likely to be jointly endogenously determined with the growth rate. The
GMM methodology that we use allows us to control for country-specific
effects and joint endogeneity in a dynamic model of panel data. For
comparison purposes, we also report the results obtained with a simple
pooled ordinary least squares (OLS) estimator.

3.4 EsTIMATION RESULTS

Table 3 presents the results obtained by estimating the empirical
model. The results obtained with the pooled OLS estimator are quite

19. This methodology has been applied to empirical growth models in, for
instance, Caselli, Esquivel, and Lefort (1996); Levine, Loayza, and Beck (2000);
Gallego and Loayza (in this volume).



Table 3. Determinants of Economic Growth: Panel
Regression Analysis?®

Explanatory variable (1) 2)
Transitional convergence
Initial per capita GDP —-0.0139** -0.0176**
(inlogs) (-3.49) (-3.80)
Cyclical reversion
Initial output gap -0.2834** -0.2371**
(log[actual GDP/potential GDP]) (-6.13) (-8.52)
Structural policies and institutions
Education 0.0085** 0.0172**
(secondary enrollment, in logs) (2.52) (6.70)
Financial depth 0.0031 0.0066**
(private domestic credit/GDP, in logs) (1.57) (4.28)
Trade openness 0.0083** 0.0096**
(structure-adjusted trade volume/GDP, in logs) (2.67) (3.14)
Governmentburden -0.0125** -0.0154**
(government consumption/GDP, in logs) (-3.16) (-3.18)
Public infrastructure 0.0073** 0.0071**
(main telephone lines per capita, in logs) (3.08) (2.71)
Governance 0.0012 -0.0012
(first principal component of ICRG indicators) (1.02) (-0.68)
Stabilization policies:
Lack of price stability —0.0085** —0.0048*
(inflation rate, in log [100+inf. rate]) (-2.61) (-1.89)
Cyclical volatility —-0.3069** —0.2771**
(standard deviation of output gap) (-3.58) (-3.76)
Real exchange rate overvaluation -0.0080** -0.0061**
(in logs; overvaluation if greater than 100) (~2.71) (-3.90)
Systemic banking crises -0.0171** -0.0289**
(frequency of years under crisis: 0-1) (-3.96) (-7.42)
External conditions:
Terms-of-trade shocks 0.0619** 0.0720**
(growth rate of terms of trade) (2.34) (4.98)
Period shifts®
1971-1975 — —0.0090**
1976-1980 0.0017 -0.0092**
1981-1985 -0.0147** -0.0238**
1986-1990 -0.0110** -0.0194**
1991-1995 -0.0158** -0.0258**
1996-1999 -0.0168** -0.0270**
Intercept 0.1418** 0.1216**

4.12) (2.79)
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Table 3. (continued)

Explanatory variable (1) (2)
Summary statistics
No. countries 78 78
No. observations 350 350
Specification tests (P values)
Sargan test 0.996
Serial-correlation test, first-order 0.000 0.000
Serial-correlation test, second-order 0.021 0.461

Source: Authors’ calculations.

* Significant at the 10 percent level.

** Significant at the 5 percent level.

a. The dependent variable is the growth rate of per capita GDP. The estimation method in column 1 is pooled OLS,
while column 4 uses a system GMM estimator. Observations correspond to nonoverlapping five-year periods
spanning the years 1966—1999. T statistics are in parentheses.

b. The benchmark for column 1 is 1971-1975; the benchmark for column 2 is 1966-1970.

similar to those found with the GMM estimator. In what follows, we
concentrate on the latter given its superior properties. The specifica-
tion tests (namely, Sargan and serial-correlation tests) support the GMM
system estimator of our model.

Transitional convergence. The coefficient on the initial level of per
capita GDP is negative and statistically significant. It is consistent
with conditional convergence—that is, holding constant other growth
determinants, poorer countries grow faster than richer ones. Given the
estimated coefficient, the implied speed of convergence is 1.84 percent
per year, with a corresponding half-life of about thirty-eight years (this
is the time it takes for half the income difference between two growing
countries to disappear solely due to convergence).°

20. Linearizing the neoclassical growth model around the steady state, the
annual speed of convergence is given by the formula (-1/T)*In(1 + Ta), where T
represents the length of each time period (that is, five in the main sample) and a
is the estimated coefficient on initial per capita GDP. The half-life in years is given
by In(2)/annual speed of convergence. See Knight, Loayza, and Villanueva (1993).
This estimate for the speed of convergence is almost identical to estimates re-
ported in the early cross-country growth regressions (such as Barro, 1991). Previ-
ous panel regressions estimate faster speeds of convergence, claiming that this is
due to their correction of the downward bias produced by unobserved country-
specific effects (see Knight, Loayza, and Villanueva, 1993; Caselli, Esquivel, and
Lefort, 1996). By working with shorter time periods, however, these panel studies
introduced an upward bias owing to cyclical reversion to the trend; for instance, a
post-recession recovery was confused with faster convergence. In this paper we
control for both country-specific effects and cyclical factors, and we find that their
corresponding biases on the speed of convergence nearly cancel each other.
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Cyclical reversion. The estimated coefficient on the initial output
gap is negative and significant. This indicates that the economies in
the sample follow a trend-reverting process. In other words, if an economy
is undergoing a recession at the start of the period, it is expected that
its growth rate be higher than otherwise in the following years, so as to
close the output gap. This result is symmetric, such that a cyclical
boom is expected to be followed by lower growth rates. The cyclical
reversion effect is sizable: according to the point estimate, if initial
output is, say, 5 percent below potential output, the economy is ex-
pected to grow about 1.2 percentage points higher in the following years.

Structural policies and institutions. All variables related to struc-
tural policies present coefficients with expected signs and statistical
significance. Economic growth increases with improvements in educa-
tion, financial depth, trade openness, and public infrastructure. It de-
creases when governments apply an excessive burden on the private
sector. These results are broadly consistent with a vast empirical lit-
erature on endogenous growth, including Barro (1991) on the role of
education, trade, and government burden; Dollar (1992) on trade open-
ness; Canning, Fay, and Perotti (1994) on public infrastructure; and
Levine, Loayza, and Beck (2000) on financial depth.

Perhaps surprisingly, we find that governance does not have a sta-
tistically significant impact on economic growth, and the correspond-
ing coefficient even presents a negative sign. This is so despite the fact
that among the proposed explanatory variables, the governance index
has the second largest positive correlation with the growth rate of per
capita GDP.2! Dollar and Kraay (2002b) obtain a similar result: vari-
ous measures of governance become insignificant in their growth re-
gressions when they control for trade openness. We interpret these re-
sults as saying that the effect of governance on economic growth most
likely works through the actual economic policies that governments
implement and maintain.

Stabilization policies. For the variables in these categories, all esti-
mated coefficients carry the expected signs and statistical significance.
Economic growth generally decreases when governments do not carry
out policies conducive to macroeconomic stability, including the ab-

21. To check the robustness of this result, we replaced the ICRG index with
each of its components in turn, namely, the indicators on bureaucratic efficiency,
corruption, law and order, and accountability. We also replaced it with Gastil's
index on civil rights. The estimated coefficients were never statistically signifi-
cant, although the coefficient sign became positive for some governance proxies
(law and order and bureaucratic efficiency).
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sence of financial and external crises. Like Fischer (1993), we find that
an increase in the inflation rate leads to a reduction in economic growth.
The volatility of the cyclical component of GDP also has a negative
impact on the growth rate of per capita GDP. This reveals an impor-
tant connection between business cycle factors and economic growth, a
subject seldom explored in the endogenous growth literature. Our re-
sults in this regard are consistent with the theoretical and empirical
work by Fatas (in this volume).

The overvaluation of the real exchange rate is also negatively related
to economic growth. This is explained by the misallocation of resources
away from export-oriented sectors and the risk of balance-of-payments
crises that real exchange rate overvaluation entails. Finally, the frequency
of systemic banking crises has a hegative effect on economic growth. This
effectis particularly large, as it indicates that countries that experience a
continuous banking crisis over, say, a five-year period suffer a slowdown
in their annual growth rate of almost 3 percentage points.

External conditions. Negative terms-of-trade shocks have the ef-
fect of slowing down the economy’s growth rate. This result is consis-
tent with previous studies. Easterly and others (1993), for instance,
find that good luck (in the form of favorable terms-of-trade shocks) is as
important as good policies in explaining growth performance over me-
dium-term horizons (such as decades).

Regarding the period shifts (or time dummies), we find that world
growth conditions experienced a gradual change for the worse after the
1960s, with the biggest downward break occurring at the beginning of
the 1980s. Broadly speaking, the deterioration of world growth condi-
tions between the 1970s and 1980s leads to a decrease in a country’s
growth rate of about 1.5 percentage points. Considering only world
growth conditions, our results indicate that any country in the sample
is expected to grow almost 3 percentage points more slowly in the 1990s
than in the 1960s. This is a considerable effect. After noting the world
growth slowdown after 1980, Easterly (2001) concludes that worldwide
factors are partly responsible for the stagnation of developing countries
in the last two decades despite policy reforms.

4. THE CONTRIBUTIONS OF THIS VOLUME

As mentioned, the article by Sala-i-Martin reviews the economic
growth literature of the last fifteen years and thus provides the academic
context for the volume. Most of the studies included therein apply to all
countries, particularly in the developing world. Some studies, however,
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provide specific applications to Chile or use this country for illustration
of general issues. For didactical purposes, we divide the studies included
in the volume into five groups. The first addresses the characteristics
and causes of economic growth from an international perspective. The
second undertakes the analysis of the relationship between business cycles
and long-run growth. The third group analyzes the role that specific
public policies may play in promoting economic growth. The fourth con-
siders the relevance of the financial sector for economic growth and de-
velopment more generally. Finally, the fifth group of papers derives a
number of lessons from the Chilean experience, which can be useful for
understanding the path of other developing economies.

4.1 Causes and Characteristics of Economic Growth

William Easterly and Ross Levine's paper describes what the au-
thors believe are the most salient characteristics of economic growth
as it happens around the world. The first is that the differences in
economic growth across countries are explained not by the rate of capi-
tal accumulation, but by the growth of productivity. The second is that
the levels of per capita income in different countries do not tend to
converge—that is, the gap between rich and poor countries has wid-
ened in the last decades.?? While Easterly and Levine’s finding of abso-
lute divergence across countries is not optimistic, their conclusion that
growth does not occur randomly, but responds to the quality of public
policies is more encouraging. In this paper, the authors also seek to
identify the theoretical models that best match the stylized facts. They
favor the models that emphasize the growth in productivity, such as
those of increasing returns, technological innovations, and externali-
ties. Easterly and Levine recognize, however, that empirical studies
have not yet advanced sufficiently to be able to discern among different
concepts of productivity growth.2® They pose this as a challenge for
future theoretical and empirical work.

Romulo Chumacero offers an alternative view on the issue of abso-
lute convergence, and he questions the interpretation of the statistical

22. This finding of absolute divergence is not inconsistent with conditional
convergence, which requires that the analyst control for policies and other growth
determinants before assessing whether growth diminishes with the level of output.

23. Parente and Prescott (2000) provide an alternative mechanism through
which policies can explain the observed differences in productivity levels and
growth. Their evidence suggest that policies in low productivity economies usually
inhibit technical progress in order to serve interest groups that extract rents from
privileged positions.
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evidence on the subject. His paper starts by reviewing the empirical
tests that have been used to demonstrate or reject the finding of income
convergence across countries. Chumacero then asks how effective these
tests are in detecting convergence in data generated by models in which
by construction there is convergence. He designs his experiment by
formulating stochastic growth models (that is, with random productiv-
ity shocks), generating artificial data from them, and applying the usual
convergence tests to these data. Revealingly, Chumacero finds that very
often, statistical tests incorrectly reject convergence across countries,
particularly when productivity shocks are persistent and somewhat
volatile. Apart from its cautionary message regarding convergence, this
result should alert researchers to the limitations of empirical tests de-
signed from nonstochastic models and encourage the inclusion of sto-
chastic elements in growth models. In this regard, Chumacero’s con-
tribution is an interesting empirical complement to the reservations
expressed by Steven Durlauf (in this volume) with regard to the policy
interpretations derived from cross-country regression results.

Robert Barro's study links economic growth to the general process
of development. Using the cross-country framework for which he is
renowned, Barro examines the economic, social, and political elements
that accompany economic growth, whether as its causes or consequences.
These aspects of human development determine the quality of people’s
lives and are, consequently, the ultimate objectives of public policy and
private actions. Economic growth that promotes human development
can thus be considered high quality growth. Barro’s study attempts to
measure the quality of economic growth by examining its relationship
with socioeconomic variables (such as life expectancy, fertility, income
inequality, and environmental degradation), political variables (such
as democracy, rule of law, and corruption in the public administra-
tion), and cultural and social variables (such as criminality and religi-
osity). The importance of Barro’s study is that it gives a human and
social face to mere economic progress.

The paper by Steven Durlauf provides an interesting critique of the
use of growth regressions to derive policy implications. The author chal-
lenges the conventional interpretation of empirical results, arguing that
current econometric practice has yielded a body of evidence that is not
policy relevant. Extending his own previous work, Durlauf raises two
issues of critical importance for policy purposes.2* First, policy recom-
mendations arising from growth regressions are usually based on the

24. See, for example, Brock and Durlauf (2001).
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statistical significance of some regression coefficients, which does not
necessarily constitute a valid evaluation of alternative policy trajecto-
ries. Moreover, the statistical significance of a parameter does not pro-
vide information on the relative merit of the parameter for the objec-
tives of policymakers. Second, growth regressions as conventionally
constructed do not provide credible evidence of economic structure. Con-
sequently, policymakers are unable to make better decisions based only
on regression results. Durlauf proposes an alternative approach to the
interpretation of growth regression based on Bayesian averaging tech-
niques, which allow the weighting of different growth determinants
relative to the payoff function of the policymaker and in the context of
model uncertainty (because the modeler does not know what growth
determinants must be included in a model or what forms of country-
level heterogeneity need to be accounted for in the model).

4.2 Business Cycles and Long-Run Growth

As explained in our brief review of growth determinants (section 3),
the processes of business cycles and trend growth are not independent.
The connection between the two processes opens up a humber of inter-
esting questions for academic and policy analyses. Two studies in this
volume address some of these questions.

The paper by Antonio Fatas presents evidence from cross-country
empirical analysis that reveals an interesting and significant connec-
tion between cycles and growth. Fatds examines two main aspects of
this relationship. The first consists of a strong positive correlation be-
tween the persistence of short-term fluctuations and long-run growth,
which implies that business cycles cannot be regarded as temporary
deviations from a trend. One way to understand this correlation is that
business cycles affect long-run growth, and it is this explanation that
Fatas presents in a stochastic endogenous growth model. The second
aspect is the connection between business cycle volatility and growth.
The author presents robust empirical evidence that countries that suf-
fer from more volatile cycle fluctuations exhibit lower rates of economic
growth. Consistent with the evidence in Carkovic and Levine’'s and
Caballero’s work (discussed below), Fatas finds that the negative effect
of business cycle volatility on growth is much larger for poor countries
or countries with weak financial development. Fatés also provides pre-
liminary evidence on the growth effect of different sources of volatility
related to monetary and fiscal policies, thus augmenting the paper’s
practical value for policymakers.
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While the linkages between cyclical fluctuations and long-run growth
pose a theoretical puzzle to scholars, they pose a much more pressing
challenge to policymakers, namely, to determine whether observed high
or low growth rates in GDP correspond to turning points in the busi-
ness cycle or long-term changes in the growth path of an economy.
Andrew Harvey's article explores this issue and proposes a novel meth-
odology for separating out trends and cycles, which overcomes the well-
known limitations of standard filters such as those of Hodrick and
Prescott (1997) and Baxter and King (1999). Harvey’s method com-
bines unobserved components with an error correction mechanism and
allows the decomposition of a series into trend, cycle, and convergence
components. This provides insight into what happened in the past, en-
ables the current state of an economy to be more accurately assessed,
and gives a procedure for the prediction of future observations. The
methods are applied to data on the United States, Japan, and Chile.

4.3 Public Policies That Promote or Inhibit Growth

The problem of disentangling economic growth from cyclical fluc-
tuations is at the root of several dilemmas that authorities face when
choosing among different sets of policies. On the one hand, whenever
growth weakens and a country faces external shocks, it is common to
hear voices calling for a revision of the policies in place and recom-
mending new mechanisms to help the country cope with the hardships
of recessionary periods. A typical suggestion is that of enacting so-called
industrial policies that favor specific sectors. On the other hand, when-
ever growth resumes and a country enjoys a bonanza, the reforms that
should be implemented to guarantee future growth are easily postponed
or dismissed, under the wrong impression that the country has already
achieved its optimal economic structure. Industrial policies and the
need for second-generation (governance-related) reforms are the respec-
tive subjects of the papers by Marcus Noland and Howard Pack and by
Harald Beyer and Rodrigo Vergara.

When countries undergo a stage of stagnation, government au-
thorities are increasingly pressured to embark on policies that pro-
mote specific industries and economic sectors. The experience of East
Asian countries is often cited as an example of the success of indus-
trial policies. Marcus Noland and Howard Pack exhaustively review
the experience of industrial policies in three successful East Asian
economies: Japan, South Korea, and Taiwan. The authors focus on
two questions. First, were industrial policies indeed the engine of
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growth in these countries? Second, are their current economic stag-
nation problems a legacy of the same industrial policies? Noland
and Pack provide original and systematic evidence that, notwith-
standing industrial policies’ positive effects on industrial develop-
ment and international trade in certain sectors, they had at best a
minor contribution to the overall growth of East Asia. Moreover, the
implementation of industrial policies distorted the economic incen-
tives faced by the corporate sector. Industrial policies encouraged
firms to take undue risks and allocate their resources inefficiently,
given the policies’ implicit guarantees and explicit relative-price dis-
tortions. Industrial policies also pushed firms to devote an impor-
tant share of their human and financial resources to rent-seeking
activities. It is not surprising, then, to see the grave cases of corrup-
tion of public officials that occurred particularly in Japan and Ko-
rea. Noland and Pack end their paper by admonishing governments
to refrain from picking winners, an activity for which they are ill-
prepared, and to focus on growth-enhancing measures that do not
differentiate among sectors, such as improving primary and second-
ary schooling, building a large and efficient social infrastructure,
and promoting international technology transfer.

Industrial policies are only one component of the incentive scheme
faced by entrepreneurs when making investment and production de-
cisions. Surely a larger component for the majority of firms com-
prises the facilities and restrictions inherent in public laws and in-
stitutions. Harald Beyer and Rodrigo Vergara'’s paper studies how
economic growth and, specifically, factor productivity are affected
by the structure of incentives in the areas of property rights, mar-
ket regulation, legal and economic institutions, and political stabil-
ity. The authors conduct their examination on two levels. First, they
use cross-country data to evaluate the effects of broadly defined gov-
ernance-related rules and institutions. Second, they discuss specific
incentives, regulations, and restrictions that affect firm investment
and productivity growth, using Chile as an example. Beyer and
Vergara’s objective for the latter part is to identify specific issues
and policies that can be improved in Chile at the macro- and
microeconomic levels. Even in a country as advanced as Chile in
terms of market-oriented reforms, Beyer and Vergara conclude that
further reduction in bureaucracy'’s red tape, removal of certain ex-
cessive regulations, and improved opportunities to compete in exter-
nal markets can contribute to larger growth in the country.
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4.4 The Role of the Financial Sector

The financial system has two major roles in the economy. The first
is to promote sustained growth by channeling savings to profitable in-
vestment opportunities and monitoring firms to ensure the proper use
of such financial resources. The second is to protect consumers and
investors from the risks inherent in economic activity. The two papers
on the financial sector included in this volume deal, respectively, with
each of the major roles of the financial system.

Ross Levine and Maria Carkovic's paper presents confirmatory evi-
dence on the growth-promoting impact of private banking and stock
market development. With the clear objective of identifying proper fi-
nancial policies, the paper also examines the commercial bank regula-
tions and supervisory practices that lead to banking sector develop-
ment. The authors thus use cross-country regression analysis to find
that the depth and activity of banking and stock market operations
have a large and significant effect on the growth rate of per capita
output. They also expand on previous work by Barth, Caprio, and Levine
(2001) to show that bank regulatory and supervisory policies that sup-
port private sector monitoring of banks, impose few restrictions on bank
entry and activities, and curb the generosity of their deposit insurance
schemes achieve stronger banking development than do other policy
regimes. Taking Chile as an illustrative example, Levine and Carkovic
note that this country is an outlier in the regression analysis on the
connection between financial development and economic growth—Chile
has less liquid stock markets and lower levels of banking development
than other fast growing countries. This implies, first, that there must
be some impediments to the development of the financial sector in Chile
despite its relatively high level of income and growth and, second, that
the removal of such impediments should confer potentially large gains.
The analysis of regulatory and supervisory practices that lead to bank-
ing development serves as the basis for identifying potential problems
in Chile in this regard. The authors conclude that at least part of the
problem resides in the fact that Chile has comparatively few regula-
tions to encourage private sector monitoring, while at the same time it
imposes tight restrictions on bank entry and activities and provides an
overly generous deposit insurance.

Ricardo Caballero’s paper addresses the importance of financial
development from a different perspective. Caballero’s main concern is
reducing a country’s vulnerability to external shocks. Although the
paper focuses on Chile, it can readily be applied to small developing
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countries that face imperfect financial markets. The large domestic
macroeconomic imbalances that characterized the 1980s are no longer
a problem in most countries, yet the external sector remains a source
of instability. As Caballero argues in the case of Chile, the business
cycle in most small countries is driven by external shocks, such as a
decline in the terms of trade. In practice, these shocks have an effect
many times larger than predicted in the presence of perfect financial
markets. The financial system’s inability to limit the effects of exter-
nal shocks has large consequences over employment, income, and pro-
ductivity growth not only during the crisis itself, but also over the
long run. Caballero argues that the excess sensitivity to external
shocks is primarily a financial problem, in that, first, access to inter-
national financial markets contracts sharply precisely when the coun-
try needs it the most and, second, this access is distributed ineffi-
ciently among competing domestic borrowers. Caballero’s diagnosis
of the problem leads him to recommend a structural solution based on
two pillars. The first is the formation of institutions that are condu-
cive to the development of the domestic financial system and its inte-
gration with international markets. This is a long-run solution that
may take many years to implement, such that it requires a comple-
mentary solution to be applied right away. The second pillar, to which
Caballero devotes the most effort in the paper, is the design of an
appropriate international liquidity management strategy—specifically,
to encourage the private sector’s development of financial instruments
that are contingent on the country’s main external shocks. The Cen-
tral Bank could aide in the process by issuing a benchmark instru-
ment contingent on these shocks. In addition, the Central Bank could
design a countercyclical monetary policy with the main goal of per-
suading banks and investors to hold larger and more liquid foreign
asset positions in anticipation of crises.

4.5 Lessons from an Emerging Economy

As mentioned above, in the past twenty-five years, Chile has suc-
cessfully implemented substantial reforms to its economy. Neverthe-
less, growth faltered in recent years, raising a number of questions
that are addressed in the last set of papers. These questions relate to
three aspects that are of obvious interest to every emerging economy.
First, what is the engine of growth, and will it ran out of fuel in the
near future? Second, when facing adverse shocks, can monetary and
fiscal policies ameliorate the effects without jeopardizing the
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sustainability of growth? And third, is it possible and useful to base
policies on the notion of potential long-run output growth?

As argued in the introduction, the welfare impact of economic
growth can be profound. Even small changes in growth rates can have
substantial welfare effects if they last over sustained periods of time.
An interesting example of these effects is Chile. Between 1960 and 1980,
GDP grew at a moderate average rate of 3 percent per year. Neverthe-
less, per capita consumption levels—and, to a large extent, welfare—
remained basically constant. The Chilean economy responded vigor-
ously to the promarket reforms of the late 1970s. Between 1980 and
2001, GDP grew at around 5.5 percent a year, while per capita con-
sumption levels nearly doubled and poverty levels halved. Since a num-
ber of countries have applied or are implementing reforms similar to
the Chilean initiatives, it is natural to ask why these reforms were so
successful. The paper by Francisco Gallego and Norman Loayza pro-
vides a simple, but powerful message: the most important factor be-
hind Chile’s success is that market-oriented reforms were implemented
strongly and jointly.

Gallego and Loayza's paper applies the concepts and methodologies
of cross-country empirical analysis to an examination of the process of
economic growth in Chile. First, using a variety of methods ranging
from Solow growth decompositions to vector regression analysis, the
paper describes the main stylized facts of growth in Chile over the last
three decades. The authors highlight, in particular, the change that
occurred after 1985: growth in Chile jumped to a higher level, became
less volatile and more balanced across sectors, and featured a greater
role for productivity improvements. Second, Gallego and Loayza use
international evidence from regression analysis to explain what they
call the golden age of growth in Chile. Their model is able to explain
about 70 percent of the change in the growth rate from the period be-
fore 1985 to the period after 1985. According to the authors, the expan-
sion of growth in the golden age stems from improvements in human
capital, financial depth, government efficiency, public infrastructure,
and, most importantly, the joint implementation of public policies. For
the future, the paper identifies the importance of improving the quality
of education, expanding the provision of public infrastructure, and elimi-
nating excessive regulatory restrictions as the engines for renewed and
sustained economic growth.

Vittorio Corbo and José Tessada’s study provides a thorough revi-
sion of the post-1998 slowdown in economic growth in Chile. Thiswas a
rather turbulent period in economic history, and as such, it provides
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ample space for speculation on the causes of the slowdown and its likely
solutions. The authors use an econometric model to test three compet-
ing hypotheses and derive general implications from the analysis. The
first hypothesis puts the blame on bad luck resulting from external
shocks: namely, terms-of-trade losses and a slowdown in capital in-
flows following the Asian crisis. A second hypothesis blames the slow-
down on policies implemented as a response to the deteriorating exter-
nal conditions, in particular the inability to achieve a balanced mix of
monetary and fiscal policy during the 1997-1998 period. Fiscal imbal-
ances and restrictive monetary policy, it is argued, led to very high
capital costs, thus reducing profitability and the incentives to invest.
Finally, a third explanation is that the slowdown resulted from the
completion of a high growth cycle associated with the structural re-
forms introduced in the 1985-1995 period. After a careful evaluation of
the econometric results, Corbo and Tessada conclude that the slow-
down in the Chilean economy was a mix of severe external shocks and
lack of cooperation between fiscal and monetary policies.

Gabriela Contreras and Pablo Garcia examine different methodolo-
gies for the estimation of potential output levels and, consequently,
long-run growth rates. Beyond the technical aspects of these method-
ologies—which are thoughtfully discussed by the authors—the motiva-
tion for the paper lies with the importance of long-run growth esti-
mates for monetary and fiscal policies. This is of particular relevance
in an emerging economy (such as Chile) where the Central Bank pur-
sues an inflation target and the fiscal sector usually has to accommo-
date activity shocks. Under inflation targeting, the forecast path of
aggregate demand largely determines monetary policy; errors in esti-
mating the output gap or trend growth can misguide monetary policy
and jeopardize the achievement of the inflation target. Information on
the duration and nature of the shock is also vital for fiscal policy. For
instance, real shocks usually have significant effects on tax revenues
and, consequently, on fiscal deficits, and they should be accommodated
or not depending on whether they are transitory. Moreover, in coun-
tries that have adopted stabilization mechanisms (such as commodity
funds) to smooth out cyclical fluctuations, their efficacy largely depends
on the ability to determine the magnitude and frequency of transitory
shocks, that is, to separate trends from cycles. Contreras and Garcia’s
study provides key elements for correctly characterizing the shocks
hitting the economy and their effects on cyclical fluctuations and po-
tential output, which is essential for conducting proper stabilization
and growth-promoting policies.
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5. CoNcLUDING REMARKS

Economic growth is, and most likely will continue to be, one of the
most dynamic fields in economic analysis. The question of why most
economies in the world are not decisively moving toward a state of
development challenges both scholars and policymakers. Economic
theory has progressed enormously in the last fifteen years in explain-
ing the mechanics of growth. Its empirical counterpart has provided
substantial evidence on the relative importance of the different deter-
minants of growth across countries and on the role of policies in pro-
moting sustained progress. Nevertheless, our knowledge on important
aspects of the problem is still rather limited, and creative research is
badly needed in these areas.

This volume contributes to the field on two dimensions. First, it
extends the frontiers of our understanding about the determinants of
sustained growth, going beyond the realms of macroeconomic poli-
cies—such as stabilization and basic structural reforms—and into
areas dealing with microeconomic and regulatory policies, technologi-
cal adoption, market formation, and governance institutions. Second,
most of the papers in the volume focus on the intricate relationship
between long-run growth and cyclical fluctuations, and some provide
analytical models or statistical techniques that allow for a rigorous
analysis of how and when short-term fluctuations affect long-run
growth trends. In this volume, the recent experiences of several de-
veloped and developing countries—in particular, Chile—are dissected
and studied to provide further insights on and quantification of the
determinants of long-run growth and its relationship with business-
cycle fluctuations.



APPENDIX A

Definitions and Sources of Variables Used in
Regression Analysis

Variable

Definition and construction

Source

Output

Real per capita GDP (in 1985

US$PPP)

Cyclical reversion

Initial output gap

Structural policies and
institutions

Gross secondary-school
enrollment

Domestic credit to the
private sector (% of GDP)

Openness (% of GDP)

Government consumption
(%GDP)

Main telephone lines per
1,000 workers

Governance (index)

Ratio of total GDP to total population.
GDP isin 1985 PPP-adjusted US$.
Growth rates are obtained from constant
1995 US$ per capita GDP series.

Difference between the log of actual GDP
and (the log of) potential (trend) GDP
around the start of the period. The
Baxter-King filter is used to decompose

the log of GDP.

Ratio of total secondary enrollment,
regardless of age, to the population of
the age group that officially corresponds

to that level of education.

Ratio to GDP of the stock of claims on
the private sector by deposit money
banks and other financial institutions.

Residual of a regression of the log of the
ratio of exports and imports (in 1995
US$) to GDP (in 1995 US$), on the logs of
area and population, as well as dummies
for oil-exporting and landlocked

countries.

Ratio of government consumption to GDP

Telephone mainlines are telephone lines
connecting a customer’s equipment to
the public switched telephone network.
Dataare presented per 1,000 population

for the entire country.

First principal component of four
indicators: prevalence of law and order,
quality of bureaucracy, absence of
corruption, and accountability of public

officials.

Authors’ construction,
based on Summers and
Heston (1991) and
World Bank (2002).

Authors’ calculations.

World Bank (2002).

Beck, Demirgic-Kunt,
and Levine (2000).

Authors’ calculations,
based on data from
World Bank (2002).

World Bank (2002).

Canning (1998);
International
Telecommunications
Union.

International Country
Risk Guide (ICRG)
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Variable Definition and construction Source
Stabilization policies
Inflation Measured by the consumer price index: ~ World Bank (2002).

Cyclical volatility of GDP

Real exchange rate
overvaluation

Systemic banking crises

External conditions

Terms-of-trade shocks

Period-specific shift

annual percentage change in the cost to
the average consumer of acquiring a
fixed basket of goods and services.

Standard deviation of the output gap for
the period.

Real effective exchange rate, with the
level adjusted such that the average for
1976-1985 equals Dollar's (1992) index of
overvaluation (based on the ratio of
actual to income-adjusted Summers-
Heston purchasing power parity
comparisons).

Number of years in which a country
underwent a systemic banking crisis, as
afraction of the number of years in the
corresponding period.

Log difference of the terms of trade.
Terms of trade are defined as
customary.

Time dummy variable.

Authors’ calculations.

Easterly (2001).

Authors’ calculations,
based on data from
Caprio and Klingebiel
(1999) and Kaminsky and
Reinhart (1999).

World Bank (2000).

Authors’ construction.




APPENDIX B
Sample of Countries

The database is constructed of observations from a five-year panel sample for the period 1961-1999. The
sample includes seventy-nine countries, but not all countries have observations for all of the subperiods. The
table below shows the available observations per country and time period. The first two observations per country
are reserved for differencing and serve as instruments. The regression sample thus comprises 350 observations
in levels and an equal number in first differences.

Period

Country 1961-1965 1966-1970 1971-1975 1976-1980 1981-1985 1986-1990  1991-1995  1996-1999
Algeria X X X X X

Argentina X X X X X
Australia X X X X

Austria X X X X X X
Bangladesh X X X
Belgium X X X X X X X X
Bolivia X X X X
Botswana X X X X
Brazil X X X X
Burkina Faso X X X X
Canada X X X X X X
Chile X X X X X X
Colombia X X X X X X
Congo, Democratic Rep. of the (Zaire) X X X X X
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Country

Period

1961-1965

1966-1970

1971-1975

1976-1980

1981-1985

1986-1990

1991-1995

1996-1999

Congo, Republic of the
CostaRica

Cote d'lvoire

Denmark

Dominican Republic
Ecuador

Egypt, Arab Republic of
El Salvador

Finland

France

Gambia

Ghana

Greece

Haiti

Honduras

Iceland

India

Indonesia

Iran, Islamic Republic of
Ireland

Israel

X

xX X X X

X X X X X

x

X X X X

X X X X X

xX X

X X X X

x

X X X X X X X X X X X X X

X X X X X X X

X X X X X X X X X X X X X X X X X X X X X

X X X X X X X X X X X X X X X X X X X X X

X X X X X X X X X X X X X X X X X X X X X

X X X X X X X X X X

X X X X

X X X X X
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Period

Country 1961-1965 1966-1970  1971-1975 1976-1980  1981-1985  1986-1990  1991-1995  1996-1999
Italy X X X X X X X X
Jamaica X X X X X X X X
Japan X X X X X X X X
Jordan X X X X
Kenya X X X X X X X X
Korea, Republic of X X X X X X
Madagascar X X X X X X X X
Malawi X X X X
Malaysia X X X X X X X X
Mexico X X X X X X X X
Morocco X X X X X X X X
Netherlands X X X X X X X X
Nicaragua X X X X X
Niger X X X X X X X
Nigeria X X X X
Norway X X X X X X X X
Pakistan X X X X X X X X
Panama X X X X X
Papua New Guinea X X X X X

Paraguay X X X X X X X X
Peru X X X X X X X X




ApPPENDIX B (continued)

Country

Period

1961-1965

1966-1970

1971-1975

1976-1980

1981-1985

1986-1990

1991-1995

1996-1999

Philippines
Portugal

Senegal
SierraLeone
South Africa
Spain

SriLanka
Sweden
Switzerland
Syrian Arab Republic
Thailand

Togo

Trinidad and Tobago
Tunisia

Turkey

Uganda

United Kingdom
United States
Uruguay
Venezuela
Zambia
Zimbabwe

X X X X X

x

X X X X X X X

x

X X X X X X X

X X X X

X X X X

X X X X X X X X

X X X X

X X X X

X X X X X X X X

X X X X

X X X X X X X X X X X X X X X X X X X X X X

X X X X X X X X X X X X X X X X X X X X X X

X

X X X X X X X X X X X X

X X X X
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FIFTEEN YEARS
oF New GrRowTH EcoNowMmics:
WHAT HAVE WE LEARNED?

Xavier Sala-i-Martin
Columbia University and Universitat Pompeu Fabra

Paul Romer’s paper, “Increasing Returns and Long-Run Growth,”
is now fifteen years old. This pathbreaking contribution led to a resur-
gence in research on economic growth. The resulting literature has
had a number of important impacts. In particular, it shifted the re-
search focus of macroeconomists. From the time when Lucas, Barro,
Prescott, and Sargent led the rational expectations revolution until
Romer, Barro, and Lucas started the new literature on economic growth,
macroeconomists devoted virtually no effort to the study of long-run
issues; they were all doing research on business cycle theory. In this
sense, the new growth theory represented a step in the right direction.

The new growth literature has had a similar impact on macroeco-
nomics classes and textbooks. Until 1986, most macroeconomics classes
and textbooks either relegated economic growth to a marginal role or
neglected it altogether. Things are very different now. Modern under-
graduate textbooks devote more than a third of their space to economic
growth, and both graduate and undergraduate macroeconomics classes
devote a substantial amount of time to this important subject. The
impact of these two changes on the training of young economists is
very important, and this should be viewed as another contribution of
the new economic growth literature.

The contributions I wish to highlight in this conference, however,
are the substantial ones: | want to discuss the most significant ways in
which the new economic growth literature has expanded our under-
standing of economics.

| thank Laila Haider for her comments.

Economic Growth: Sources, Trends, and Cycles, edited by Norman Loayza
and Raimundo Soto, Santiago, Chile. © 2002 Central Bank of Chile.
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1. THE EmMPIRICAL ToOUCH

One of the key differences between the current and the old litera-
ture is that this time around, growth economists address empirical
issues much more seriously. This has led to the creation of a number of
extremely useful data sets. The Summers and Heston data set tops the
list. Summers and Heston (1988, 1991) construct national accounts
data for a large cross-section of countries for a substantial period of
time (for some countries the data start in 1950; for most countries they
start in 1960). In principle, the data are adjusted for differences in
purchasing power across countries, which allows for strict comparabil-
ity of levels of gross domestic product (GDP) at a given point in time.
Even though some researchers have complained about the quality of
this data set, overall it represents one of the main contributions of this
literature because it allows researchers to confront their theories with
actual data. This was not true the last time growth economics was a
popular area of research in the 1960s (perhaps because they did not
have access to the data that we have today).

The Summers-Heston data set is not the only data set that has
been created recently. Barro and Lee (1993), for example, also construct
a large number of variables, mainly related to education and human
capital. This is especially important because the first generation of
endogenous growth theories emphasize the role of human capital as the
main (or at least one of the main) engines of growth. Other recently
constructed data sets include social and political variables that are es-
pecially useful for one of the newest lines of research, which empha-
sizes institutions (see, for example, Knack and Keefer, 1995; Deininger
and Squire, 1996).

1.1 Better Relation between Theory and Empirics

A second important innovation of the new growth literature is that
it has brought empirical studies closer to the predictions of economic
theory. The neoclassical literature of the 1960s links theory and evi-
dence by simply mentioning a number of stylized facts (such as the
Kaldor “facts”) and showing that the theory being proposed is consis-
tent with one, two, or perhaps several of these so-called facts.!

1. Some of these facts, including the Kaldor facts, did not really come from
careful empirical analysis, but they were quoted and used as if they were widely
proved empirical facts.
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Today's research, on the other hand, tends to derive more precise
econometric specifications, and these relationships are taken to the data.
The best example can be found in the convergence literature. Barro
and Sala-i-Martin (1992) use the Ramsey-Cass-Koopmans growth model
(Ramsey, 1928; Cass, 1975; Koopmans, 1965) to derive an econometric
equation that relates the growth of Per capita GDP to the initial level
of GDP. Mankiw, Romer, and Weil (1992) derive a similar equation
from the Solow-Swan model (Solow, 1956; Swan, 1956). These research-
ers derive a relationship of the form

Gieeer = Do-D INy;+ b In Yi+ e @

where g . ., is the growth rate of per capita GDP for country i be-
tween time tand timet + T, y;, is per capita GDP for country i at time
t, and y;* is the steady-state value of per capita GDP for country i.
The term e, is an error term. The coefficient is positive if the produc-
tion function is neoclassical, and it is zero if the production function
is linear in capital (which is usually the case in the first generation
one-sector models of endogenous growth, also known as AK models).?
In particular, if the production function is Cobb-Douglas with a capi-
tal share given by a then, the parameter b (also known as the speed of
convergence) isgiven by b = (1 —a) (d + n), where d is the deprecia-
tion rate and n is the exogenous rate of population growth.3 (Notice
that when a = 1, which corresponds to the AK model, the speed of
convergenceisb =0.)

My main point is that the modern literature took equation 1 as a
serious prediction of the theory and used it to test the new models of
endogenous growth (the AK models, which predict b = 0) against the
old neoclassical models (which predict b > 0.) Initially, some research-
ers mistakenly took equation 1 to suggest that neoclassical theory pre-
dicted absolute convergence. In other words, if b > 0 (that is, if the
world is best described by the neoclassical model), then poor countries
should be growing faster than others. People therefore started running
regressions of the type

Oitesr = 60 - 6 Ny + wit, @)

2. Paul Romer’s seminal paper (Romer, 1986) is an example of an AK model.
See also Rebelo (1991); Jones and Manuelli (1990); Barro (1990).

3. The derivation of this equation assumes constant savings rates a la Solow-
Swan.
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and tested whether the coefficient b was positive. Notice thatif b > 0,
then poor countries grow faster than rich ones, such that there is con-
vergence across countries. On the other hand, if b = 0, then the growth
rate and the level of income are not related, and the neoclassical model
was rejected in favor of the AK model of endogenous growth. The main
empirical results found were that the estimated b was not significantly
different from zero. This was thought to be good news for the new theo-
ries of endogenous growth and bad news for the neoclassical model.

Researchers quickly realized, however, that this conclusion is erro-
neous. Regressions of the form of equation 2 implicitly assume that all
countries approach the same steady state, or at least that the steady-
state is not correlated with the level of income.AIfyi* =y*inequation 1,
then this term gets absorbed by the constant b, in equation 2 and dis-
appears from the regression. The problem is that if researchers as-
sume that countries converge to the same steady state when, in fact,
they don't, then equation 2 is misspecified and the error term becomes
w, = e, + Iny;*. If the steady state is correlated with the initial level of
income, then the error term is correlated with the explanatory vari-
able, which biases the estimated coefficient toward zero. In other words,
the early finding that there is no positive association between growth
and the initial level of income could be a statistical artifact resulting
from the misspecification of equation 2.

Researchers proposed various solutions to this problem, such as
considering data in which the initial level of income is not correlated
with the steady-state level of income. Many researchers therefore started
using regional data sets (like states within the United States, prefec-
tures within Japan, or regions within European, Latin American, and
other Asian countries).*

Another solution is to use cross-country data but—instead of esti-
mating the univariate regression as in equation 2—to estimate a mul-
tivariate regression in which, on top of the initial level of income, the
researcher also holds constant proxies for the steady state. This came
to be known as conditional convergence. Further research shows that
the conditional convergence hypothesis is one of the strongest and
most robust empirical regularities found in the data. Hence, by tak-
ing the theory seriously, researchers arrived at the exact opposite
empirical conclusion: the neoclassical model is not rejected by the
data, whereas the AK model is.

4. See Barro and Sala-i-Martin (1992; 1998, chaps. 10-12).
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My reason for highlighting these results is not to emphasize the
concepts of convergence or conditional convergence. Rather, my point
is that the new growth economists took the theory seriously when they
took it to the data. This was a substantial improvement over the previ-
ous round of economic growth research.

1.2 Models That Are Consistent with Convergence

The results from the convergence literature are interesting for a
variety of reasons. Most importantly, the literature finds that condi-
tional convergence is a strong empirical regularity, indicating that the
data are consistent with the neoclassical theory based on diminishing
returns. This was the initial and most widespread interpretation. These
empirical results also mean that the simple closed-economy, one-sector
model of endogenous growth (the AK model) is easily rejected by the
data. However, more sophisticated models of endogenous growth that
display transitional dynamics are also consistent with the convergence
evidence.5 For example, the two-sector models of endogenous growth
proposed by Uzawa (1965) and Lucas (1988) were later shown to be
consistent with this evidence. AK models of technological diffusion (where
the A flows slowly from rich countries to poor countries) also tend to
make similar predictions.

1.3 Other Findings from the Convergence Literature

The first reason for studying convergence is to test theories. A sec-
ond reason is to discover whether the world is such that the standard of
living of the poor tends to improve more rapidly than that of the rich or
whether the rich get richer while the poor become poorer. In dealing
with these questions, perhaps the concept of conditional convergence is
not as interesting as the concept of absolute convergence. Another rel-
evant concept is that of s-convergence, which looks at the level of in-
equality across countries (measured, for example, as the variance of
the log of per capita GDP) and checks whether this level increases over
time. The key result here is that inequality across countries tends to
increase over time.®

5. See Barro and Sala-i-Martin (1998, chaps. 6 and 8).
6. This led Lance Pritchett to write a paper entitled “Divergence Big Time.”
The title is self-explanatory.
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This analysis has recently come under criticism from two fronts.
The first is the so-called Twin Peaks literature led by Danny Quah
(1996, 1997). These researchers are interested in the evolution of the
world distribution of income, and the variance is only one aspect of this
distribution. Quah notices that in 1960, the world distribution of in-
come was unimodal, whereas it became bimodal in the 1990s,. He then
uses Markov transitional matrices to estimate the probabilities that
countries improve their position in the world distribution and to fore-
cast the evolution of this distribution over time. He concludes that in
the long run, the distribution will remain bimodal, although the lower
mode will include a lot fewer countries than the upper mode.

Although Quah’s papers triggered a large body of research, his con-
clusion does not appear to be very robust. Jones (1997) and Kremer,
Onatski, and Stock (2001) show that a lot of these results depend cru-
cially on whether the data set includes oil-producing countries. For
example, the exclusion of Trinidad and Tobago or Venezuela from the
sample changes the prediction of a bimodal steady-state distribution to
a unimodal distribution: because these two countries were once rela-
tively rich but have now become poor, excluding them from the sample
substantially lowers the probability that a country will move down in
the distribution.

The second line of criticism comes from researchers who claim that
the unit of analysis should not be a country. Countries are useful units
for testing theories because many of the policies or institutions consid-
ered by the theories are countrywide. But if the question is whether
poor people’s standard of living improves more rapidly than rich people’s,
then the correct unit may be a person rather than a country. In this
sense, the evolution of per capita income in China is more important
than the evolution of per capita income in Lesotho, because China has
a lot more people. In fact, China has almost twice as many citizens as
all African countries combined, even though Africa has around 35 inde-
pendent states. A better measure of the evolution of personal inequal-
ity, therefore, is the population-weighted variance of the log of per capita
income (as opposed to the simple variance of the log of per capita in-
come, which gives the same weight to all countries, regardless of popu-
lation). The striking result is that the weighted variance does not in-
crease monotonically over time. As shown by Schultz (1998) and Dowrick
and Akmal (2001), the weighted variance increases for most of the 1960s
and 1970s, but it peaks in 1978. After that, the weighted variance de-
clines, rooted in the fact that China, with 20 percent of the world’s
population, has experienced large increases in per capita income. This
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effect was reinforced in the 1990s when India (with another billion in-
habitants) started its process of rapid growth.

Population-weighted variance analysis assumes that each person
within a country has the same level of income, while some countries have
more people than others.” This obviously ignores the fact that inequality
within countries may increase over time. In particular, it has been claimed
that inequality within China and India increased tremendously after 1980,
which may more than offset the process of convergence of the per capita
income of these two countries to that of the United States.

1.4 Cross-Country Growth Regressions

Another important line of research in the empirical literature fol-
lows Barro (1991) in using cross-country regressions to find the empiri-
cal determinants of the growth rate of an economy:®

Oiter = b Xit + wit » ©)

where X, is a vector of variables thought to reflect determinants of long-
term growth. In the context of the theory that predicts equation 1, if one of
the variables in the vector X reflects the initial level of income, then the
rest of the variables can be thought of as proxies for the steady-state, Iny;*.

The cross-country regression literature is enormous. A large num-
ber of papers claim to have found one or more variables that are par-
tially correlated with the growth rate: from human capital to invest-
ment in research and development (R&D), to policy variables such as
inflation or the fiscal deficit, to the degree of openness, to financial
variables, to measures of political instability. In fact, the number of
variables claimed to be correlated with growth is so large that it raises
the question of which of these variables are actually robust.®

Some important lessons from this literature include the following:

—There is no simple determinant of growth.

—The initial level of income is the most important and robust
variable (so conditional convergence is the most robust empirical fact
in the data).

7. The unweighted analysis assumes that each person has the same income
and that all countries have the same population.

8. For surveys of the literature, see Durlauf and Quah (1999); Temple (1999).

9. See the work of Levine and Renelt (1992) and, more recently, Sala-i-
Martin, Doppelhoffer and Miller (2001) for some analysis of robustness in cross-
country growth regressions.
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—The size of the government does not appear to matter much,
whereas the quality of government does. (For example, governments
that produce hyperinflation, distortions in foreign exchange markets,
extreme deficits, or inefficient bureaucracies are detrimental to an
economy.)

—The relation between most measures of human capital and growth
is weak, although some measures of health (such as life expectancy)
are robustly correlated with growth.

—Institutions (such as free markets, property rights, and the rule
of law) are important for growth.

—NMore open economies tend to grow faster.

2. TEcHNOLOGY, INCREASING RETURNS, AND IMPERFECT
COMPETITION

If one important set of contributions of the economic growth litera-
ture is empirical, another is theoretical: the endogenization of techno-
logical progress. The main physical characteristic of technology is that
it is a nonrival good. This means that the same formula, the same
blueprint may be used by many people simultaneously. This concept
should be distinguished from that of nonexcludability. A good is exclud-
able if its use can be prevented.

Romer (1993) provides a simple matrix that helps clarify the is-
sues. The first column in the matrix shows rival goods, while the sec-
ond displays nonrival goods. The three rows are ordered by the degree
of excludability: goods in the upper rows are more excludable than goods
in the lower rows.1° In the upper left corner, for example, cookies are
categorized as both rival and excludable. They are rival goods because
when someone eats a cookie, no one else can eat it at the same time.
They are excludable because the owner of the cookies can prevent any-
one else from using them unless they pay for them.

Rival Nonrival
More excludable Cookies Cable television signal
Intermediate excludable Software
Less excludable Fish in the sea Pythagorean theorem

10. The concept of rivalry is a discrete or 0-1 concept (goods can either be
used by more than one user or they cannot). The concept of excludability is more
continuous.
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The bottom row of column one lists fish in the sea. The fish are
rival because if someone catches a fish, no one else can catch it. The
fish are nonexcludable, however, because it is virtually impossible to
prevent people from going out to the sea to catch fish. The goods in this
box (rival and nonexcludable) are said to be subject to the tragedy of the
commons. This term comes from medieval times, when the land sur-
rounding cities was common land used for pasture; this meant that
everyone could take their cows to pasture in the fields. The grass that
a person’s cow ate could not be eaten by other cows, so it was rival. Yet
the law of the land allowed everyone’s cows to pasture, so the grass was
nonexcludable. The result was, of course, that the city overexploited
the land and everyone ended up without grass, which was a tragedy.
Hence the name.

These two types of goods are important, but they are not the goods
that I want to discuss here. The second column—nonrival goods—is
the relevant one. In the top box, a cable television signal, such as HBO,
is nonrival in the sense that many people can watch HBO simulta-
neously. It is excludable, however, because the owners can prevent
anyone from seeing HBO if they don't pay the monthly fee. In the bot-
tom box, basic knowledge is represented by the Pythagorean theorem:
many people can use it at the same time so it is a nonrival piece of
knowledge, but the formula is also nonexcludable since it is impossible
for anyone to prevent its use.

The middle box contains technological goods that are nonrival and
partially excludable. This category includes goods such as computer
software. Many people can use Microsoft Word at the same time, so the
codes that make this popular program are clearly nonrival. In prin-
ciple, people cannot use the program unless they pay a fee to Microsoft,
but in practice, people frequently install a copy of the program that a
friend or relative bought, and it is very hard to prevent this from hap-
pening. It is thus not fully excludable. This is why it occupies an inter-
mediate position.

Whether a good is more or less excludable depends not only on its
physical nature, but also on the legal system. The economic historian
and Nobel Prize winner, Douglas North, argued that the industrial revo-
lution occurred in England in the 1760s precisely because it was then
and there that the institutions to protect intellectual property rights
were created. Intellectual property rights are a way to move technologi-
cal goods up the excludability ladder in column 2. The existence of such
institutions that make goods excludable allow inventors to charge for
and profit from their inventions, which provides incentives to do research.
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2.1 Modeling Technological Progress

The old neoclassical literature points out that the long-run growth
rate of the economy is determined by the growth rate of technology.
The problem is that it is impossible to model technological progress
within a neoclassical framework in which perfectly competitive price-
taking firms have access to production functions with constant returns
to scale in capital and labor. The argument goes as follows. Since tech-
nology is nonrival, a firm should be able to double its size by simply
replicating itself—creating a new plant with exactly the same inputs.
The firm would need to double capital and labor, but it could use the
same technology in both places. This means that the concept of con-
stant returns to scale should apply to capital and labor only. That is,

F(IK,|L,A=I F(K,L,A), @)

where A is the level of technology, K is capital, and L is labor.
Euler’s theorem says that

Yi=KFk+LF_.. ®)

Perfectly competitive neoclassical firms pay rental prices that are
equal to marginal products. Thus,

Yi= ReKi+twile- ©6)

In other words, once the firm has paid for its inputs, the total out-
put is exhausted. The firm therefore cannot devote resources to im-
proving technology. It follows that if technological progress exists, it
must be exogenous to the model in the sense that R&D cannot be in-
duced and financed by neoclassical firms.

Since technology is nonrival, it must be produced only once (be-
cause once it is produced, many people can use it over and over). This
suggests that a large fixed cost (the R&D cost) is associated with its
production, which leads to the notion of increasing returns. The aver-
age cost of producing technology is always larger than the marginal
cost. Under perfect price competition (a competition that leads to the
equalization of prices with marginal costs), the producers of technology
who pay the fixed R&D costs will always lose money. The implication is
that no firm will engage in research in a perfectly competitive environ-
ment. Put another way, endogenously modeling technological progress
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requires abandoning the perfectly competitive, Pareto-optimal world
that is the foundation of neoclassical theory and allowing for imperfect
competition.’ Therein lies another contribution of the literature: un-
like the neoclassical researchers of the 1960s, today’s economists deal
with models that are not Pareto optimal.

Romer (1990) introduced these concepts in a Dixit and Stiglitz (1977)
model in which innovation took the form of new varieties of products.
Aghion and Howitt (1992, 1998) extended the theory to a Schumpeterian
framework in which firms devote R&D resources to improving the qual-
ity of existing products. The quality ladder framework differs from the
product variety framework in that the improvement of the quality of a
product tends to make the previous generation of products obsolete.
This leads to the Schumpeterian notion of creative destruction, by which
firms create new ideas in order to destroy the profits of the firms that
had the old ideas (Schumpeter, [1942] 1975).

The new growth models of technological progress have clarified
some important issues when it comes to R&D policies, perhaps the
most important being that despite market failures (caused by imper-
fect competition, externalities, and increasing returns), it is not at all
obvious whether the government should intervene, what this poten-
tial intervention should look like, and, in particular, whether it should
involve R&D subsidies. This is important given the widespread popu-
lar notion that countries tend to underinvest in technology and that
the government should do something about it. The R&D models high-
light a number of distortions, but subsidizing R&D is not necessarily
the best way to deal with them. For example, the one distortion that
is common across models is that arising from imperfect competition:
prices tend to be above marginal cost and the quantity of ideas gener-
ated tend to be below optimal. The optimal policy to offset this distor-
tion, however, is not an R&D subsidy, but rather a subsidy for the
purchase of the overpriced goods.

A second distortion may arise from the externalities within the
structure of R&D costs. If the invention of a new product affects the
cost of invention of the new generation of products, then there is a role
for market intervention. The problem is that it is not clear whether a
new invention will increase or decrease the cost of future inventions:
while it can persuasively be argued that the cost of R&D declines with

11. The path-breaking paper by Romer (1986) uses an alternative trick to get
around the problem: it assumes that firms do not engage in purposefully financed
R&D. Instead, knowledge is generated as a side product of investment. This line of
research, however, was quickly abandoned.
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the number of things that have already been invented (following Newton’s
idea of shoulders of giants), it can also be argued that easy inventions
are pursued first, such that R&D costs increase with the number of
inventions. If the cost declines, then firms doing R&D tend not to inter-
nalize all the benefits of their inventions (in particular, they do not
take into account the fact that future researchers will benefit by the
decline in R&D costs), so they tend to underinvest in R&D. In this
case, the correct policy is an R&D subsidy. If the costs increase with
the number of inventions, however, then current researchers exert a
negative externality on future researchers and they tend to overinvest.
The required policy becomes an R&D tax rather than an R&D subsidy.

The Schumpeterian approach brings in additional distortions, be-
cause current researchers tend to exert a negative effect on past re-
searchers through the process of creative destruction. These effects tend
to call for taxes on R&D (rather than subsidies), as current research-
ers tend to perform too much, not too little, R&D. Finally, government
intervention is not required at all if the firm doing current research is
the technological leader. For example, Intel owns the Pentium Il and
performs research to create the Pentium I11 and then the Pentium 1V,
thereby destroying the profits generated by its past investments. When
the new inventor is also the technological leader, the inventor will tend
to internalize the losses of current research on past researchers, so no
government intervention is called for.

Although the new generation of growth models is based on strong
departures from the old Pareto-optimal neoclassical world, the models
do not necessarily call for strong government intervention, and when
they do, the recommended intervention may not coincide with the popu-
lar view that R&D needs to be subsidized.

2.2 Markets for Vaccines

An influential idea that has come out of the economic growth litera-
ture is Michael Kremer’s recommendation to create a market for vac-
cines to help solve the new African pandemics of AIDS and malaria
(Kremer, 2000). Kremer emphasizes that financing public research is
not the best way to provide incentives for R&D related to diseases that
mainly affect the poor. Rather, the best solution is to create a fund with
public money (donated by rich governments and rich private philanthro-
pists). This fund would not be used to finance research directly, but to
purchase vaccines from the inventor. The price paid would be above
marginal cost, which would provide incentives for pharmaceutical
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companies to devote resources to investigating and developing vaccines
against malaria and AIDS, which is something they do not currently do.

3. MERGING EcoNnomMiIc LITERATURES

Another important contribution of the new economic growth litera-
ture is that it has exerted some influence on other economic literatures
and, in turn, has benefited from them. One of the most prominent
examples of this symbiosis is the discipline’s interaction with the new
development literature, which traditionally was largely institutional
and centered around economic planning. Growth economists who used
to rely almost exclusively on Pareto-optimal, complete-market, perfectly
competitive neoclassical models now systematically abandon their tra-
ditional paradigms, and they discuss the role of institutions without
thinking they are doing second-rate research. At the same time, devel-
opment economists have learned the value of incorporating general equi-
librium and macroeconomic features into their traditional models.

This kind of cross-discipline interaction with growth economics
can also be observed in other fields such as economic geography (see
Krugman, 1991; Matsuyama, 1991; Fujita, Krugman, and Venables,
1999), macroeconomics and trade theory (Grossman and Helpman,
1991), industrial organization (Aghion and Howitt, 1992, 1998; Peretto,
1998), public finance (Barro, 1990; Barro and Sala-i-Martin, 1998),
econometrics (Quah, 1993; Durlauf and Quah, 1999; Sala-i-Martin,
Doppelhoffer, and Miller, 2001), and economic history and demogra-
phy (Kremer, 1993; Hansen and Prescott, 1998; Jones, 1999; Lucas,
1999; Galor and Weil, 1998).12

4, INSTITUTIONS

Another important lesson to be learned from the new economic
growth literature is that institutions are important empirically, and
they can be modeled. By institutions, | mean various aspects of law

12. Following the influential paper by Kremer (1993), a humber of researchers
attempt to model the history of the world over the last million years with a single
model that explains the millennia-long periods of stagnation, the industrial revolution
and the subsequent increase in the rate of economic growth, and the demographic
transition that led families to become smaller, which allowed them to increase their
per capita income. This literature has made use of long-term data (and | mean really
long-term data, dating back to 1 million B.C.). The insights from these historical
analyses are perhaps another interesting contribution of the growth literature.
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enforcement (property rights, the rule of law, legal systems, peace), the
functioning of markets (market structures, competition policy, open-
ness to foreign markets, capital and technology), political institutions
(democracy, political freedom, political disruption, political stability),
the health system (as previously mentioned, life expectancy is one of
the variables most robustly correlated with growth), financial institu-
tions (an efficient banking system, a good stock market), government
institutions (the size of the bureaucracy, the extent of red tape, govern-
ment corruption), and inequality and social conflicts,!3.

Institutions affect the efficiency of an economy much in the same
way as technology does: an economy with bad institutions is more ineffi-
cient, in the sense that it takes more inputs to produce the same amount
of output. In addition, bad institutions lower incentives to invest (in physi-
cal and human capital as well as technology) and to work and produce.
Despite their similar effects on the economy, however, the promotion or
introduction of good institutions differs substantially from the promotion
of new technologies. In fact, it is hard to develop new and better technolo-
gies in an economy that does not have the right institutions.

Although the new economic growth literature has quantified the im-
portance of having the right institutions, it is still in the early stages
when it comes to understanding how to promote them in practice. For
example, the empirical level-of-income literature mentioned above demon-
strates that the institutions left behind in liberated colonies directly affect
the level of income enjoyed by the country one half century later: colonies
in which the colonizers introduced institutions that helped them live a
better life in the colony tend to have more income today than colonies in
which the colonizers introduced predatory institutions. This seems to be a
robust empirical phenomenon. The lessons for the future are not clear,
however. Is it possible to undo the harm done by the colonial predators? If
so, what sort of actions would be effective, and how should they be imple-
mented? Although these important questions are currently being addressed
in the literature, the answers are still unclear.

Indeed, the process of incorporating institutions into growth theo-
ries is itself still in the early stages. Empirically, however, it is be-
coming increasingly clear that institutions are an important deter-
minant of growth.*

13. The relation between inequality and growth has been widely studied. See
Aghion, Caroli, and Garcia-Pefalosa (1999); Barro (1999a); Perotti (1996).

14. Excellent examples include the recent of work of Hall and Jones (1999);
Acemoglu, Johnson, and Robinson (2000); McArthur and Sachs (2001).
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5. CoNCLUSIONS

The recent economic growth literature has produced a number of
important insights at both the theoretical and empirical levels. This
paper has analyzed some of the most salient. Although this might seem
as pessimistic, let me close with a confession of ignorance. Economists
have learned a lot about growth in the last few years, but we still do not
seem to understand why Africa turned out to have such a dismal growth
performance. The welfare of an entire continent—with close to 700
million citizens—has deteriorated dramatically since independence, and
the main reason is that the countries in which these people live have
failed to grow. Understanding the underlying reasons for this gargan-
tuan failure is the most important question the economics profession
faces as we enter the new century.
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IT's NoT FACTOR ACCUMULATION:
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The central problem in understanding economic development and
growth is not, in fact, to understand the process by which an economy
raises its savings rate and increases the rate of physical capital accu-
mulation.! Many development practitioners and researchers continue
to target capital accumulation as the driving force in economic growth.2
This paper, however, presents evidence regarding the sources and pat-
terns of economic growth, the patterns of factor flows, and the impact

This paper was originally published in the World Bank Economic Review 15(2):
177-219, 2001. Reprinted with permission. We owe a great deal to Lant Pritchett,
who shaped the paper, gave comments, and provided many of the stylized facts. We
are grateful to Francois Bourguignon, Ashok Dhareshwar, Robert G. King, Michael
Kremer, Peter Klenow, Paul Romer, Xavier Sala-i-Martin, Robert Solow, and Albert
Zeufack for useful comments. This paper’s findings, interpretations, and conclu-
sions are entirely those of the authors; they do not necessarily represent the views
of the World Bank, its Executive Directors, or the countries they represent.

1. This is a reversal and slight rewording of Arthur Lewis’'s (1954, p. 155)
famous quote, “The central problem in the theory of economic development is to
understand the process by which a community which was previously saving and
investing 4 or 5 percent of its national income or less, converts itself into an economy
where voluntary saving is running at about 12 to 15 percent of national income or
more. This is the central problem because the central fact of development is rapid
capital accumulation (including knowledge and skills with capital).” While Lewis
recognizes the importance of knowledge and skills and later in his book highlights
the importance of institutions, many development economists who followed Lewis
adopted the more limited focus on saving and physical capital accumulation.

2. Academic researchers in the 1990s started a neoclassical revival (in the
words of Klenow and Rodriguez-Clare, 1997b). The classic works in the academic

(continued)
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of national policies on economic growth that suggest that something
other than capital accumulation is critical for understanding differ-
ences in economic growth and income across countries. The paper does
not argue that factor accumulation is unimportant in general; nor do
we deny that factor accumulation is critically important for some coun-
tries at specific junctures. The paper’s more limited point is that when
comparing growth experiences across many countries, something be-
sides factor accumulation plays a prominent role in explaining differ-
ences in economic performance. As Robert Solow argued in 1956, econo-
mists construct models to reproduce crucial empirical regularities and
then use these models to interpret economic events and make policy
recommendations. This paper documents important empirical regu-
larities regarding economic growth in the hopes of highlighting pro-
ductive directions for future research and improving public policy.

A growing body of research indicates that after accounting for
physical and human capital accumulation, something else accounts
for the bulk of cross-country growth differences. This “something else”
accounts for the majority of cross-country differences in both the level
of per capita gross domestic product (GDP) and the growth rate of per
capita GDP. The profession typically uses the term total factor pro-
ductivity (TFP) to refer to the “something else” (other than physical
factor accumulation) that accounts for economic growth differences.
We follow the convention of using the term TFP to refer to this unex-
plained part of growth.

Different theories provide very different conceptions of TFP. Some
model TFP as changes in technology (the “instructions” for producing

literature’s focus on factor accumulation are Mankiw, Romer and Weil (1992),
Barro, Mankiw, and Sala-i-Martin (1995), Mankiw (1995), and Young (1995).
The summary of the Global Development Network conference in Prague in
June 2000, representing many international organizations and development
research institutes, says “physical capital accumulation was found to be the
dominant source of growth both within and across regions. Total factor produc-
tivity growth (TFPG) was not as important as was previously believed”
(www.gdnet.org/pdfs/IGRPPragueMtgReport.pdf). A leading development text-
book (Todaro, 2000) says that an increase in investment is “a necessary condi-
tion” for economic takeoff. Another development textbook (Ray, 1998) refers to
investment and saving as “the foundations of all models of economic growth.”
Many development practitioners also stress investment. For example, the Inter-
national Monetary Fund argues, “The adjustment experience of sub-Saharan
Africa has demonstrated that to achieve gains in real per capita GDP an expan-
sion in private saving and investment is key” (see Easterly, 1999). The Bank for
International Settlements concludes, “recent experience has underlined the cen-
tral importance of national saving and investment rates in promoting growth”
(Easterly, 1999). The International Labor Organization argues that “policies to
raise the rate of investment... are critical for raising the rate of growth and
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goods and services); others highlight the role of externalities. Some
focus on changes in the sector composition of production; still others
see TFP as reflecting the adoption of lower cost production methods.
These theories thus provide very different views of TFP. Empirically
distinguishing among these different theories would provide clearer
guidance to policymakers and growth theorists. We do not have empiri-
cal evidence, however, that confidently assesses the relative importance
of each of these conceptions of TFP in explaining economic growth.
Economists need to provide much more shape and substance to the
amorphous term, TFP.

This paper examines five stylized facts. While we examine each
individually, we emphasize a simple theme: researchers need a better
understanding of TFP and its determinants to more precisely model
long-run economic growth and design appropriate policies.

Stylized fact 1: Factor accumulation does not account for the bulk
of cross-country differences in the level or growth rate of per capita
GDP; something else—TFP—accounts for a substantial amount of cross-
country differences. The search for the secrets of long-run economic
growth must therefore place a high priority on rigorously defining the
term TFP, empirically dissecting TFP, and identifying the policies and
institutions most conducive to TFP growth.

Stylized fact 2: The huge, growing differences in per capita GDP
worldwide indicate that divergence—not conditional convergence—is
the big story. An emphasis on TFP growth with increasing returns to
technology is more consistent with divergence than models of factor
accumulation with decreasing returns, no scale economies, and some

employment in an economy” (Easterly, 1999). The United Nations boldly claims
that “additional investment is the answer—or part of the answer—to most policy
problems in the economic and social arena” (Easterly, 1999). Similarly, the World
Bank states that in East Asia, “accumulation of productive assets is the founda-
tion of economic growth” and promises that in Latin America, “enhancing saving
and investment by 8 percentage points of GDP would raise the annual growth
figure by around 2 percentage points” (Easterly, 1999). World Bank (2000a)a
says the saving rate of the typical African country “is far below what is needed to
sustain a long-term boost in economic performance.” The World Bank (2000c)
says that South Eastern Europe can only seize trade opportunities if “domestic
and foreign entrepreneurs increase their investment dramatically.” For more
citations, see Easterly (1999) and King and Levine (1994).Although common,
the stress on capital accumulation is far from universal among development
practitioners and researchers. For example, the World Bank (2000b) report on
East Asia’s recovery suggests “future growth hinges less on increasing physical
capital accumulation and more on raising the productivity growth of all factors.”
Collier, Dollar, and Stern (2000) stress policies, incentives, institutions, and ex-
ogenous factors as the main drivers in growth with little mention of investment,
as does the World Development Report (World Bank, 2000-2001, pp. 49-52).
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fixed factor of production. The big story of the past two centuries is that
the difference between the richest countries and poorest countries is
growing. Moreover, the growth rates of the rich are not slowing, and
returns to capital are not falling. Just as business-cycles look like little
wiggles around the big story when viewed over a long horizon, under-
standing slow, intermittent conditional convergence seems far less per-
tinent than uncovering why the United States has enjoyed very steady
growth for two hundred years while much of the earth’s population
still lives in poverty.

Stylized fact 3: Growth is not persistent over time—some countries
take off, others are subject to peaks and valleys, a few grow steadily, and
others have never grown—but capital accumulation is persistent, much
more so than overall growth. Changes in factor accumulation do not
match up closely with changes in economic growth. This finding is con-
sistent across very different frequencies of data. This stylized fact fur-
ther suggests that models of steady-state growth, whether based on capi-
tal externalities or technological spillovers, will not capture the experi-
ences of many countries. While the United States has grown very consis-
tently over time, other countries have had very different experiences.
Steady-state growth models may thus fit the United States’ experience
over the last two hundred years, but they will not fit the experiences of
Argentina, Venezuela, Korea, or Thailand. In contrast, models of mul-
tiple equilibria do not fit the U.S. data very well. Our models thus tend
to be country-specific rather than general theories. Meanwhile, the
profession’s empirical work still centers on discovering why the United
States is the United States, how a country like Argentina can go from
being like the United States early in this century to struggling as a
middle-income country today, and how a country like Korea or Thailand
can go from being like Somalia to enjoying a thriving economy.

Stylized fact 4: All factors of production flow to the same places,
suggesting important externalities. This fact is noted and modeled by
Lucas (1988), Kremer (1993), and others. Our paper further demonstrates
the powerful and pervasive tendency for all factors of production, includ-
ing physical and human capital, to bunch together. The consequence is
that economic activity is highly concentrated. The tendency holds whether
considering the globe, countries, regions, states, ethnic groups, or cities.
This force—this “something else”—needs to be fleshed out and then firmly
imbedded in economic theories and policy recommendations.

Stylized fact 5: National policies influence long-run growth. In
models with zero productivity growth, diminishing returns to the fac-
tors of production, and some fixed factor, national policies that boost
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physical or human capital accumulation have only a transitional effect
on growth. In models emphasizing total factor productivity growth,
however, national policies that enhance the efficiency of capital and
labor or alter the endogenous rate of technological change can boost
productivity growth and thereby accelerate long-run economic growth.
The finding that policy influences growth is thus consistent with theo-
ries that emphasize productivity growth and technological externali-
ties, and it makes one increasingly wary of theories that focus exces-
sively on factor accumulation.

Although many authors examine total factor productivity growth
and assess growth models, this paper makes a number of new contri-
butions. Besides conducting traditional growth accounting based on
capital stock data from the new Penn World Table (Summers and
Heston, 1991), this paper fully exploits the panel nature of the data.
Specifically, we use the international cross-section of countries to ad-
dress two questions: what accounts for cross-country growth differences,
and what accounts for growth differences over time? Overwhelmingly
the answer is total factor productivity, not factor accumulation. The
paper also examines differences in the level of gross domestic product
per worker across countries. We update Denison’s (1962) original level
accounting study, and we extend Mankiw, Romer, and Weil’s (1992)
study by allowing technology to differ across countries and by assess-
ing the importance of country-specific effects. Unlike Mankiw, Romer,
Weil, we find that huge differences in total factor productivity account
for the bulk of cross-country differences in per capita income, even af-
ter controlling for country-specific effects. In terms of divergence, the
paper compiles and presents new information that further documents
massive divergence in the level of per capita income across countries.
We show that although many authors frequently base their modeling
strategies on the U.S. experience of steady long-run growth (for ex-
ample, Jones, 1995a, 1995b; Rebelo and Stokey 1995), the U.S. experi-
ence is the exception rather than the rule. Much of the world is charac-
terized by miracles and disasters, by changing long-run growth rates,
and not by stable long-run growth rates. Finally, the paper presents an
abundance of new evidence on the concentration of economic activity.
We draw on cross-country information, data from counties within the
United States, developing country studies, and information on the in-
ternational flow of capital, labor, and human capital to demonstrate
the geographic concentration of activity and relate it to models of eco-
nomic growth. The overwhelming concentration of economic activity is
consistent with some theories of economic growth and inconsistent with
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others, in that specific countries at specific points in their develop-
ment processes fit different models of growth. The big picture emerg-
ing from cross-country growth comparisons, however, is the simple
observation that creating the incentives for productive factor accu-
mulation is more important for growth than factor accumulation per
se. In assembling and presenting these stylized facts of economic
growth, we hope to stimulate growth research and thereby enhance
public policy and poverty alleviation.

1. I7’s NoTt FACTOR ACCUMULATION

Physical and human capital accumulation play key roles in ignit-
ing and accounting for economic progress in some countries, but factor
accumulation does not account for the bulk of cross-country differences
in the level or growth of per capita GDP in a broad cross-section of
countries. Something else—namely, total factor productivity (TFP)—
accounts for the bulk of cross-country differences in both the level and
growth rate of per capita GDP.

The empirical importance of TFP has motivated many economists to
develop models of TFP. Some models focus on technological change
(Aghion and Howitt, 1998; Grossman and Helpman, 1991; Romer, 1990),
others on impediments to adopting new technologies (Parente and Prescott,
1996). Some highlight externalities (Romer, 1986; Lucas, 1988), while
others focus on disaggregated models of sectoral development (Kongsamut,
Rebelo, and Xie, 1997) or cost reductions (Harberger, 1998). The remain-
der of this section briefly presents evidence on factor accumulation and
growth and discusses the implications for models and policy.

1.1 Growth Accounting and Variance Decomposition

We consider three questions. First, what part of a country’s growth
rate is accounted for by factor accumulation and TFP growth? We thus
examine the sources of growth in individual countries over time. Sec-
ond, what part of cross-country differences in economic growth rates is
accounted for by cross-country differences in growth rates of factor ac-
cumulation and TFP? Here, we examine the ability of the sources of
growth to explain cross-country differences in growth rates. Third, what
part of the intertemporal difference in economic growth rates is ac-
counted for by time-series differences in growth rates of factor accumu-
lation and TFP? We address this question later in the paper, fully ex-
ploiting the cross-country, time-series nature of the data as the basis
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for our assessment. Traditional growth accounting forms the basis for
answering these questions.

Growth accounting

The organizing principle of growth accounting is the Cobb-Douglas
aggregate production function. Lety represent national output per per-
son, k the physical capital stock per person, n the number of units of
labor input per person (reflecting work patterns, human capital, etc.),
a a production function parameter (that equals the share of capital
income in national output under perfect competition), and A techno-
logical progress:

y = Ak (nl'a). 1)

The standard procedure in growth accounting is to divide output
growth into components attributable to changes in the factors of pro-
duction. To demonstrate this, we rewrite equation 1 in growth rates:

Dy DA Dk Dn
7—T+aT+(l'a)7. (2)

Consider a hypothetical country with the following characteristics:
a growth rate of output per person of 2 percent, a capital per capita
growth rate of 3 percent, a growth rate of human capital of 0, and a
share of capital in national income of 40 percent (a = 0.4). In this ex-
ample, TFP growth is 0.8 percent, and therefore, TFP growth accounts
for 40 percent (0.8/2) of output growth in this country.

Many authors conduct detailed growth accounting exercises of one or
a few countries, using disaggregated data on capital, labor, human capi-
tal, and capital shares of income. Early, detailed growth accounting exer-
cises of a few countries by Solow (1957) and Denison (1962, 1967) find that
the rate of capital accumulation per person accounted for between one-
eighth and one-fourth of GDP growth rates in the United States and other
industrialized countries, while TFP growth accounted for more than half
of GDP growth in many countries. Subsequent detailed studies highlight
the importance of accounting for changes in the quality of labor and capi-
tal. For example, if growth accountants fail to consider improvements in
the quality of labor inputs stemming from changes in education and health,
then these improvements would be assigned to TFP growth. Unmeasured
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improvements in physical capital would similarly be inappropriately as-
signed to TFP. Nonetheless, to the extent that TFP comprises quality
improvements in capital, then a finding that TFP explains a substantial
amount of economic growth will properly focus our attention on productiv-
ity, rather than on factor accumulation per se.

Subsequent detailed growth accounting exercises of a few countries
incorporate estimates of changes in the quality of human and physical
capital. These studies also find that TFP growth tends to account for a
large component of the growth of output per worker. Christenson,
Cummings, and Jorgenson (1980) carry out this exercise for a few mem-
ber countries of the Organization for Economic Cooperation and Devel-
opment (OECD), albeit prior to the productivity growth slowdown.
Dougherty (1991) includes the slow productivity growth period in a
study of some OECD countries. Elias (1990) conducts a rigorous growth
accounting study for seven Latin American countries, while Young
(1995) focuses on fast-growing East Asian countries. Table 1 summa-
rizes some of these results. Some general patterns emerge despite large
cross-country variations in the fraction of growth accounted for by TFP
growth. The fraction of output growth accounted for by TFP growth
hovers around 50 percent for OECD countries. Latin American coun-
tries exhibit greater variation, with the average accounted for by TFP
growth around 30 percent. Finally, factor accumulation appears to have
been a key component of the growth miracle in some of the East Asian
economies (Young, 1995).

These detailed growth accounting exercises may seriously underes-
timate the role of TFP growth in accounting for growth in output per
worker, as emphasized by Klenow and Rodriguez-Clare (1997a). The
studies summarized in table 1 examine output growth. If, however, the
analysis is adjusted to focus on output per worker, then TFP growth
accounts for a much larger share of growth than indicated by the fig-
ures presented in table 1. In particular, Klenow and Rodriguez-Clare
(1997a) show, in an extension of Young (1995), that factor accumula-
tion plays the crucial role only in Singapore (a small city-state) and
that none of the other East Asian miracles suggest that factor accumu-
lation played a dominant role in accounting for economic growth. In
addition, the share attributed to capital accumulation may be exagger-
ated, because it does not take into account how much TFP growth
induces capital accumulation.* In sum, while factor accumulation is

3. We use the summary in Barro and Sala-i-Martin (1995, p.380-81).
4. This point is due to Barro and Sala-i-Martin (1995, p. 352).
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Table 1. Selected Growth Accounting Results for Individual
Countries

Share of growth component
) (in percent)
Share of capital GDP growth

Period and country in output (in percent) Capital Labor TFP
OECD, 1947-1973
France 0.40 540 41 4 55
Germany 0.39 6.61 41 3 56
Italy 0.39 5.30 34 2 64
Japan 0.39 950 35 23 42
United Kingdom 0.38 3.70 47 1 52
United States 040 400 43 24 33
OECD, 1960-1990
France 042 350 58 1 41
Germany 0.40 320 59 -8 49
Italy 0.38 4.10 49 3 48
Japan 042 6.81 57 14 29
United Kingdom 0.39 249 52 —4 52
United States 041 310 45 42 13
Latin America, 1940-1980
Argentina 054 360 43 26 31
Brazil 045 6.40 51 20 29
Chile 052 3.80 34 26 40
Mexico 0.69 6.30 40 23 37
Venezuela 055 5.20 57 34 9
East Asia, 1966-1990
Hong Kong 0.37 7.30 42 28 30
Singapore 053 850 73 32 -5
South Korea 0.32 10.32 46 42 12
Taiwan 0.29 9.10 40 40 20

Source: OECD: Christenson, Cummings, and Jorgenson (1980) and Dougherty (1991); Latin America: Elias (1990);
East Asia: Young (1995).

very closely tied to economic success in some cases, detailed growth
accounting examinations suggest that TFP growth frequently accounts
for the bulk of output per worker growth.

A second group of studies carries out aggregate growth accounting
exercises of a large cross-section of countries using a conglomerate mea-
sure of capital and an average value of the capital share parameter
from microeconomic studies. Aggregate growth accounting faces the
unenviable task of estimating capital stocks for a broad cross-section of
countries. King and Levine (1994) and Nehru and Dhareshwar (1993)
make some initial estimates of the capital stocks of countries in 1950.
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They then use aggregate investment data and assumptions about
depreciation rates to compute capital stocks in later years for over a
hundred countries. The importance of the estimate of the initial capital
stock diminishes over time as a result of depreciation.

We use the capital stock data from the new Penn World Tables 5.6,
based on disaggregated investment and depreciation statistics (such as
equipment and machines, structures, and so forth) for sixty-four coun-
tries (Summers and Heston, 1991). While these data exist for a smaller
number of countries, the Penn World Tables 5.6 capital data suffer
from less aggregation and measurement problems than the aggregate
growth accounting exercises using less precise data.®

The aggregate growth accounting results for a broad selection of
countries also emphasize the role of TFP in accounting for economic
growth. There is enormous cross-country variation in the fraction of
growth accounted for by capital and TFP growth. In the average coun-
try, if we consider only physical capital accumulation, TFP growth
accounts for about 60 percent of output per worker growth using the
Penn World Tables 5.6 capital data and setting a equal to 0.4, which
is consistent with individual country-studies. Other measures of the
capital stock from King and Levine (1994) and Nehru and Dhareshwar
(1993) yield similar results. The aggregate growth accounting results
are illustrated in figure 1 using data from Penn World Tables 5.6
over the period 1980-1992. We divide countries into ten groups ac-
cording to their output per capita growth. The first decile represents
the slowest-growing group of countries. Figure 1 depicts output growth,

5. The paper reports results using the capital stock estimates from the Penn
World Tables, version 5.6 (Summers and Heston, 1991). The Penn World Tables
document the construction of this data. We also constructed capital stock figures
for more countries using aggregate investment figures. For some countries, the
data start in 1951. These data use real investment in 1985 prices and real per
capita GDP (chain index) in constant 1985 prices. We use a perpetual inventory
method to compute capital stocks. Specifically, let K(t) equal the real capital
stock in period t. Let I(t) equal the real investment rate in period t. Let d equal
the depreciation rate, which we assume equals 0.07. Thus, the capital accumula-
tion equations states that K(t + 1) = (1 —d) K(t) + I(t). To compute the capital per
worker ratio we divide K(t) by L(t), where L(t) is the working age population in
period t as defined in the Penn World Tables. To compute the capital-output
ratio, we divide K(t) by Y(t), where Y(t) is real per capita GDP in period t. To
make an initial estimate of the capital stock, we make the assumption that the
country is at its steady-state capital-output ratio. Thus, in terms of steady-state
value, let k = K/Y, let g equal the growth rate of real output, and let | = I/Y. Then,
from the capital accumulation equation plus the assumption that the country is
at its steady state, we know that k = i/[g + d]. If we can obtain reasonable esti-
mates of the steady-state values of i, g, and d, then we can compute a reasonable
estimate of k. The Penn World Tables have data on output going back to 1950,
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highlighting that part attributable to per capita capital stock growth.
The figure indicates that capital growth generally accounts for less
than half of output growth. Furthermore, the share of growth ac-
counted for by TFP growth is frequently larger in the faster-growing
countries. Finally, there are large differences across countries in the
relationship between capital accumulation and growth. For example,
output growth in some countries is negative over the period 1980—
1990, while the capital stock per person ratio rose through the de-
cade. Costa Rica, Ecuador, Peru, and Syria all saw real per capita
GDP fall during the 1980-1992 period at more than one percent per
year, while at the same time their real per capita capital stocks were
growing at over one percent per year and educational attainment was
also increasing. Clearly, these factor injections were not being used
productively. These cases are not representative, but they illustrate
the shortcoming of focusing too heavily on factor accumulation.®
Incorporating estimates of human capital accumulation into these
aggregate growth accounting exercises does not materially alter the
findings. TFP growth still accounts for more than half of output per
worker growth in the average country. Moreover, the data suggest a
weak—and sometimes inverse—relationship between improvements in
the educational attainment of the labor force and output per worker
growth. Benhabib and Spiegel (1994) and Pritchett (1997) use cross-
country data on economic growth rates to show that increases in hu-
man capital resulting from improvements in the educational attain-
ment of the work force have not positively affected the growth rate of

which we use to compute the initial capital stock estimate as k*Y(initial). To
make the initial estimate of k, the steady-state capital output ratio, we setd = 0.07.
We construct g—the steady-state growth rate—as a weighted average of the
countries’ average growth rate during the first ten years for which we have
output and investment data and the world growth rate. The world growth rate is
computed as 0.0423. Based on Easterly and others (1993), we give a weight of
0.75 to the world growth rate and 0.25 to the country growth rate in computing
an estimate of the steady-state growth rate for each individual country, g. We
then compute i as the average investment rate during the first ten years for
which we have data. With values for d, g, and i for each country, we can estimate
k for each country. To reduce the influence of business-cycles in making the
estimate of Y(initial), we use the average real output value between 1950-1952
as an estimate of initial output, Y(initial). The capital stock in 1951 is thus given
as Y(initial)*k. If output and investment data do not start until 1960, everything
is moved up one decade for that country. Given depreciation, the guess at the
initial capital stock becomes relatively unimportant decades later.

6. It may be that the conventional measure of investment effort is a cost-
based measure that does not necessarily translate into increasing the value of the
capital stock. Pritchett (1999) makes this point, especially—but not exclusively—
with regard to public investment.
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Figure 1: Growth Accounting, with Growth Rates by Decile
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Source: Summers and Heston (1991).

output per worker. It may be that, on average, education does not
effectively provide useful skills to workers engaged in activities that
generate social returns. There is disagreement, however. Krueger and
Lindahl (1999) argue that measurement error accounts for the lack of
a relationship between per capita growth and human capital accumula-
tion. Hanushek and Kimko (2000) find that the quality of education is
very strongly linked with economic growth. Klenow (1998), however,
demonstrates that models highlighting the role of ideas and productivity
growth do a much better job of matching the data than models focusing
on the accumulation of human capital. More work is clearly needed on
the relationship between education and economic development.

Variance decomposition

While traditional growth accounting measures the portion of a
country’s growth rate that may be attributed to factor accumulation,
we construct indicators of the portion of cross-country differences in
economic growth rates accounted for by cross-country differences in
TFP and factor growth. A variance decomposition of growth provides
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Table 2. Variance Decomposition?

Specification and period Contribution of growth component

Without human capital g(tfpk) g(k) cov[g(tfpk), g(k)]
1960-1992 0.58 041 0.01
1980-1992 0.65 0.21 0.13

With human capital g(tfpkh) g(kh) cov[g(tfpkh), g(kh)]
1960-1992 (44) 0.94 0.52 -0.45
1980-1987 (50) 0.68 0.20 012

a. Based on a sample of sixty non-oil-producing countries. The decomposition with human capital includes
forty-four countries in the longer period (1960-1992) and fifty countries in the 1980s subperiod.

useful information on the relative importance of cross-country differ-
ences in TFP growth in accounting for cross-country differences in long-
run GDP growth (Jones, 1997). Assuming that a = 0.4, the following
holds for the cross-section of countries:

aEDyb aeDTFPo 2€  abk ol é aeDTFP Dkou
=v 04) & 2(0.4
ey e TR 5 +(04) e E.a”+ ( ) YSTFP Tk i

After we decompose the sources of growth across countries using
different datasets, cross-country variations in TFP growth account for
more that 60 percent of output growth (see table 2). Furthermore, the
cross-country variation in physical capital alone—excluding the cova-
riance with TFP growth—never accounts for more than 25 percent of
the cross-country variation in per capita GDP growth.

Researchers also incorporate human capital accumulation into these
types of decomposition exercises. We rewrite the variance-decomposi-
tion equations as

aeDyo EEDTFPO D € aDTFP EOU
varg " 8TFP = +(0. 7) evarg —u+2(0 7)gc CTFP T %

where Df/f refers to factor accumulation per worker and is defined as
the average of the growth rate of physical capital per worker and edu-
cational attainment per worker. Specifically,

Df _ Dk/k+Dh/h
f 2
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where h is educational attainment per worker.”

Incorporating human capital does not alter the basic result: TFP
growth differentials account for the bulk of cross-country growth differ-
ences. Klenow and Rodriguez-Clare (1997b) estimate that differences in
TFP growth account for about 90 percent of the variation in growth
rates of output per worker across a sample of 98 countries over the period
1960-1995 after accounting for human capital accumulation.? We obtain
similar results using the newly constructed capital stock series from
disaggregated investment data from the Penn World Tables and esti-
mates of the growth rate human capital from Benhabib and Spiegel (1994):
differences in TFP growth account for about 90 percent of cross-country
differences in real per capita GDP growth over the period 1960-1992.
Thus, as we seek to explain cross-country differences in long-run growth
rates, differences in TFP growth—rather than differences in factor accu-
mulation rates—seem like the natural place to start.

Before continuing, it is important to stress the limits of growth ac-
counting. Growth accounting is a mechanical procedure. Using it to eluci-
date a causal story is dangerous. In Solow’s (1956) model, for instance, if A
grows at the exogenously given steady-state rate x, then y and k grow at
the steady-state rate X, too. Growth accounting will, therefore, attribute
ax of output growth to capital growth and then yield the conclusion that
(a*100) percent of growth is due to physical capital accumulation. Also,
growth accounting does not test the statistical significance of the relation-
ship between output growth and capital accumulation. We discuss the
temporal (Granger-causal) relationship between growth and savings, in-
vestment, and education later in the paper. Here, we simply note this
inherent feature of growth accounting before turning to level accounting.

1.2 Level Accounting and the K/Y Ratio

Hall and Jones (1999) renew the level-accounting question: what
part of cross-country differences in per capita income is accounted for
by differences in per capita physical capital? They find that productiv-
ity differences across countries account for the bulk of cross-country
differences in output per worker. We address this question using both
the traditional Denison approach and a modified Mankiw, Romer, and
Weil (1992) approach.

7. Again, different authors use different weights, though this tends not to
change the basic findings.
8. These estimates are based on schooling and job experience.
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Denison level accounting

To conduct Denison level accounting, take the ratio of two national
incomes of output per person from equation 1:
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Given data on the factors of production, we can then measure cross-
country differences in total factor productivity:
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Now, note that the fraction of differences in national output levels
stemming from capital equals the ratio, f ;:
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Equation 5 can be rewritten as
alog (ki/kj)
fki = 7\
" Tloa(v/y,) ®

using the fact that Iog(ki/kj) = Iog(ki/kj) - Iog(yi/yj) and letting k = kly.
This allows us to measure the extent to which the contribution of
capital is due to capital share, a, and the extent to which it is due to
differences in the capital-output ratio equations. If capital-output ra-
tios are constant across countries i and j, then the contribution of
capital toward accounting for differences in per capita output in coun-
triesiand j simply equals a.

To conduct level accounting, first calculate the percentage short-
fall in output of country i relative to the reference country j:
P, = 100*(yj - yi)/yj. Then we construct the contribution of capital to
accounting for the output difference as, P; f ;. As in King and Levine
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(1994), we conduct the level accounting using figures on aggregate capital
stocks, though we use the Penn World Tables 5.6 capital numbers. The
world is divided into five groups of countries ranging from the poorest
to the richest. The richest group is the reference group of countries.

Figure 2 summarizes the level accounting results: TFP accounts
for the bulk of cross-country differences in levels of per capita income.
Group 1 is the poorest group; it has more than a 90 percent shortfall in
per capita GDP relative to the reference group. The very dark area
shows that part of the shortfall in per capita income from the reference
group is due to capital share of output (a), assuming that capital-out-
put ratios are constant. The other marked areas indicate the additional
amount resulting from the fact that capital-output ratios tend to rise
with per capita income. TFP differences are indicated by the clear part
of the bar. As shown, TFP accounts for a large fraction of the huge
differences in per capita income. Even accounting for systematic cross-
country differences in capital-output ratios, the data indicate that capi-
tal differences account for less than 40 percent of the cross-group differ-
ences in per capita income.®

Mankiw, Romer, and Weil’s approach to level
accounting

We consider a second approach to level accounting, suggested by
Mankiw, Romer ,and Weil (1992). They argue that the Solow model
does a good job of accounting for cross-country differences in the level of

9. The K/Y ratio systematically varies with per capita income. Capital-output
ratios are systematically larger in richer countries, and they tend to rise as coun-
tries grow, which is inconsistent with Kaldor’'s stylized fact on capital-output ra-
tios. Consider the regression of the capital-output ratio (k;) on a measure of per
capita income relative to that in the United States in the 1980s (y;/y g,)- The
regression yields the following result:

k; =0.76 + 0.59(y;/y ,sp):
(0.10) (0.18)

where k; is the capital-output ratio in country i, standard errors are in parentheses,
and the regression includes fifty-seven non-oil-producing countries. There is a strong
positive relationship between per capita output relative to the United States and the
K/Y ratio. Also, figure 3 shows that K/Y ratio tends to rise in fast-growing countries.
Here, we take countries that grew faster than 3.5 percent per year in per capita
terms over the period 1960-1992. We then plot, year by year, the average value of
their K/Y ratios. As shown, the K/Y ratio rises rapidly over this period of fast growth.
While these differences might be due to transitional dynamics, past work suggests
that physical capital accumulation along the transition path is unlikely to fully
explain level and growth differences (King and Rebelo, 1993).
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Figure 2: Development Accounting, by Income Quintile?
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a. Fifty-seven non-oil-producing countries.

per capita income. In the steady state of the Solow model, output per
person is given by

Y _ & s &t

— =AY 7 ,

L  &x+d+ng ()
where Y/L is output per person, A is the level of labor-augmenting pro-
ductivity, s is the investment-to-GDP ratio, x is the rate of labor-aug-
menting productivity growth, dis depreciation, n is population growth,
and a is the share of capital income in GDP. We assume productivity
growth of 2 percent and a depreciation rate of 7 percent. Following
Mankiw, Romer ,and Weil, we take logs of both sides and regress the
log of output per person on a constant (In A) and the log of the second
multiplicative term in equation 7:

&

In —2=InA+ a
&L 3

1-a

gns-ln(x+d+n)|§|. ®)

We call this second term MRW.
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Table 3. MRW Regression with Continent Dummies?

William Easterly and Ross Levine

Variable Coefficient Standarderror t statistic ~ Probability
OECD 1.087817 0.107084 10.15857 0.0000
East Asia 7.559995 0.176696 42.78525 0.0000
South Asia 7.065895 0.139239 50.74634 0.0000
Sub-Saharan Africa 6.946945 0.090968 76.36658 0.0000
Western Hemisphere 7.838313 0.102363 76.57349 0.0000
Middle East and North Africa 7.777138 0.143632 54.14642 0.0000
Europe 7.717543 0.133190 57.94384 0.0000
OlL 0.691058 0.157605 4.384760 0.0000
MRW 0.442301 0.096847 4567031 0.0000
Summary statistics

R? 0.752210

Adjusted R? 0.738969

Standard error of regression 0.508076

Sum squared residuals 3381651

Log likelihood —98.99247

Mean dependent variable 7.79

Standard deviation dependent variable 0.994

Akaike information criterion 1539

Schwarz information criterion 1.708

F statistic 56.810

Prob (F statistic) 0.000

a. Dependent variable is the average log per capita income 1960-1995. Estimation method is ordinary least squares,
with 139 included observations. Standard errors and covariance are White heteroskedasticity consistent.

We extend the MRW approach by allowing A to differ across conti-
nents, across oil-producing versus non-oil-producing countries, and
across OECD versus non-OECD countries (the regions are all inclu-
sive; the OECD and OIL dummies measure shifts relative to their re-
spective regions). The results are in table 3.

While there is a significant correlation of income with the MRW
investment term (consistent with the Solow model), we refute the
original MRW idea that productivity levels are the same across coun-
tries. South Asia and sub-Saharan Africa have significantly lower
productivity than other regions (that is, income differences that are
not explained with the MRW term). The OECD group has higher
productivity than the rest of the world by a factor of 3 (e1-%87). Once
we allow the productivity level to vary, the coefficient on MRW im-
plies a capital share of 0.31, which is in line with most estimates
from national income accounting.
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Table 4. MRW Regression with Continent Dummies,
Including Human Capital?

Standard
Variable Coefficient error t statistic Probability
OECD 0.999172 0.126361 7.907255 0.0000
East Asia 8.040507 0.212161 37.89818 0.0000
South Asia 7593671 0.184937 41.06093 0.0000
Sub-Saharan Africa 7.636055 0.207923 36.72545 0.0000
Western Hemisphere 8.285468 0.136361 60.76117 0.0000
Middle East and North Africa 8.345100 0.192838 4327516 0.0000
Europe 8.222288 0.161656 50.86290 0.0000
OlL 0.618785 0.179383 3449517 0.0008
MRW 0.168531 0.095305 1.768343 0.0796
MRWH 0.433868 0.089235 4.862086 0.0000
Summary statistic
R2 0.812286
Adjusted R? 0.797722
Standard error of regression 0.460689
Sum squared residuals 2461913
Log likelihood -75.92250
Mean dependent variable 7.779659
Standard deviation dependent variable ~ 1.024315
Akaike information criterion 1.363849
Schwarz information criterion 1588951
F statistic 55.77363
Prob (F statistic) 0.000000

a. Dependent variable is LQAV6095. Estimation method is ordinary least squares, with 126 included observa-
tions. Standard errors and covariance are White heteroskedasticity consistent.

Mankiw, Romer ,and Weil report that they are even more suc-
cessful at explaining cross-country income differences when they in-
clude a measure of human capital investment, which they define as
[Ins, —In(x + d + n)]. They define the flow of investment in human
capital, s, as the secondary enrollment ratio times the proportion of
the labor force of secondary school age. Klenow and Rodriguez-Clare
(1997b) and Romer (1995) criticize this measure as overestimating
the cross-country variation in human capital by ignoring primary
enrollment, which varies much less across countries than secondary
enrollment. Nevertheless, we reproduce this calculation for the pe-
riod 1960-1995 and call the resultant term MRWH. This new regres-
sionis reported in table 4.

Although the human capital investment term is highly significant,
the original physical capital investment term is only marginally
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significant. The OECD productivity advantage and the continental
differences in productivity are of the same magnitude as before.

We go on to estimate equation 8 in first differences from the first
half of the period to the second half of the period to eliminate country
fixed effects. These results indicate that the change in the MRW vari-
able is not statistically significant. We also find that TFP growth—the
constant in the equation in first differences—varies significantly across
continents. This is consistent with our earlier finding that most of the
cross-country variation in per capita growth rates is due to differences
in TFP growth and not to transitional dynamics between steady states.

1.3 Causality

Growth accounting is different from causality. Factor accumula-
tion could ignite productivity growth and overall economic growth. Fac-
tor accumulation could thus cause growth even though it does not ac-
count for much of the cross-country differences in growth rates or cross-
country differences in the level of per capita GDP. If this were the case,
then it would be both analytically appropriate and policy-wise to focus
on factor accumulation. There is also the well-known cross-section cor-
relation between the investment share and growth (see, for example,
Levine and Renelt, 1992).

Available evidence, however, suggests that physical and human
capital accumulation do not cause faster growth. For instance,
Blomstrom, Lipsey, and Zejan (1996) show that output growth Granger-
causes investment. Injections of capital do not seem to be the driving
force of future growth. Similarly, Carroll and Weil (1994) show that
causality tends to run from output growth to savings, not the other
way around. Evidence on human capital tells a similar story. Bils and
Klenow (2000) argue that the direction of causality runs from growth
to human capital, not from human capital to growth. Thus, in terms of
both physical and human capital, the data do not provide strong sup-
port for the contention that factor accumulation ignites faster growth
in output per worker.

1.4 Remarks

Although there are important exceptions, as Young (1995) makes
clear, something other than factor inputs accounts for the bulk of cross-
country differences in both per capita income and growth rates. Fur-
thermore, while growth accounting does not equal causality, research
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suggests that increases in factor accumulation do not ignite faster out-
put growth in the future. More work is certainly needed in this area,
but the available evidence does not suggest that the direction of causal-
ity runs from physical or human capital accumulation to economic
growth in the broad cross-section of countries. Finally, measurement
error may reduce the confidence that we have in growth and level ac-
counting. The residual is large, however, in both level and growth ac-
counting. Also, growth and level accounting in the 1950s and 1960s
produce similar estimates to those generated in the 1990s. This im-
plies that measurement error would have to have two systematic com-
ponents: the growth rate of measurement error would have to be posi-
tive and large in fast-growing countries, and the level component of
measurement error would have to be positive and large in rich coun-
tries. A considerable body of evidence suggests that while measure-
ment problems may play a role, “something else” besides factor accu-
mulation is critical for understanding cross-country differences in the
level and growth rate of per capita GDP.

The profession uses the rather vague term, TFP, to refer to the
“something else” that accounts for growth and level differences across
countries. In giving theoretical content to this residual, Grossman and
Helpman (1991), Romer (1990), and Aghion and Howitt (1998) focus on
technology; that is, better instructions for combining raw materials
into useful products and services. Others take a different approach for
providing economic meaning to the residual. Romer (1986), Lucas (1988),
and others focus on externalities, including spillovers, economies of scale,
and various complementarities in explaining the large role played by
TFP in accounting for differences in the level and growth rates of GDP
per worker.10 Alternatively, Harberger (1998) views the residual in
terms of real cost reductions. He argues that “there are at least 1001
ways to reduce costs and that most of them are actually followed in one
part or other of any modern complex economy” (p. 3). He urges econo-
mists not to focus on one underlying cause of the residual, since several
factors may produce real cost reductions in different sectors of the
economy at different times.' This is consistent with industry studies
that reveal considerable cross-sector variation in TFP growth (Kendrick
and Grossman, 1980). Prescott (1998), who also focuses on technology,

10. Burnside (1996) presents evidence that suggests that physical capital ex-
ternalities seem to be relatively unimportant. Klenow (1998) reports evidence
that is consistent with technological change based model of growth.

11 . Costello (1993) shows that TFP has a strong country component and is not
specific to particular industries.
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suggests that cross-country differences in resistance to the adoption of
better technologies (arising from politics and policies) help explain cross-
country differences in TFP.12 Empirically determining the relative im-
portance of each of these conceptions of TFP would be very useful for
the design of both models and policies.

2. DivErRGENCE, NoT CONVERGENCE

Over the very long run, the world’s economies have undergone “di-
vergence, big time,” in the words of Pritchett (1997). Figure 3 shows
that the richest nations in 1820 subsequently grew faster than the
countries that ranked poorest that year. The ratio of richest to poorest
grewfrom6to1in1820to 70 to1in 1992. If we look back even further
in time, prior to the Industrial Revolution (1700-1750) the difference
between the richest and poorest countries was probably only about 2 to
1 (Bairoch, 1993, p. 102-6). The big story over the last 200 or 300 years
is thus one of massive divergence in the levels of per capita income of
the rich and the poor.1® While the poor are not getting poorer, the rich
are getting richer a lot faster than the poor.

The rich continue to grow faster than the poor. Absolute divergence
has continued over the last thirty years, though not as dramatically as
in earlier periods When countries are classified into quintiles based on
per capita income in 1960, the average growth of per capita income for
each quintile in the period 1960-1992 is as follows: the poorest fifth of
countries grew by 1.4 percent, the second poorest fifth by 1.2 percent,
the middle fifth by 1.8 percent, the second richest by 2.6 percent, and
the richest by 2.2 percent. China and India—two countries with very
large populations—have performed well recently, which improves the
distribution. Nevertheless, growth differences have diverged signifi-
cantly even using recent data.'*

Measures of divergence understate the degree of absolute divergence
over 1960-1992. Many countries that the World Bank classified as low
or middle income in the 1990s do not have complete data, whereas all

12 . See Holmes and Schmitz (1995); Parente (1994); Parente and Prescott
(1996); and Shleifer and Vishny (1993).

13. See Lucas (1998) for an extensive discussion of this divergence, which he
interprets as reflecting different takeoff times for various economies and which
he predicts will decrease as new countries take off.

14. The usual finding that initial income and growth are uncorrelated relies
on data that go through 1981 or 1985 and a linear regression of growth on initial
income. The use of more recent data (through 1992) and the analysis of quintiles
account for our finding of absolute divergence.
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Figure 3: Growth Rates Divergence between Rich and poor,

1820-1992
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industrial countries have complete data. This imparts a bias toward
convergence in the data, as DelLong (1988) points out with regard to
Baumol's (1986) finding of convergence among industrial countries.
When the countries that are rich at the end are overrepresented in the
sample, this biases the sample toward convergence. The growth rates
of the lower three-fifths of the sample would be even lower if we had
data on some of the disasters that were classified by the World Bank as
low or middle income in the 1990s.
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This tendency toward divergence if anything has become more pro-
nounced with time. Easterly (2001) finds that the bottom half of coun-
tries ordered by per capita income in 1980 registered zero per capita
growth over 1980-1998, while the top half continued to register posi-
tive growth. This was not because of divergence in policies; the study
shows that policies in poor countries converged toward those of rich
countries over 1980-1998.

While conditional convergence (Barro and Sala-i-Martin, 1992) is
certainly a feature of many cross-economy datasets, it is difficult to
look at the growing differences between the rich and poor and not focus
on divergence. The conditional convergence findings hold only after con-
ditioning on an important mechanism for divergence—spillovers from
the initial level of knowledge (for which conditional convergence re-
gressions may be controlling with initial level of schooling). Conditional
convergence also could follow mechanically from mean reversion (Quah,
1993). Since most growth models are closed economy models, it is worth
looking at what happens to convergence in closed economies. Kremer
(1993) and Ades and Glaeser (1999) find absolute divergence in the
majority of developing economies that are closed economies, suggesting
an extent-of-the-market effect on growth in closed economies.

These findings of divergence should be seen within the context of
other stylized facts. Romer (1986) shows that the growth rates of the
richest countries have not slowed over the last century. King and Rebelo
(1993) show that return to capital in the United States has not fallen
over the last century. Taken together, these observations do not natu-
rally focus one’s attention on a model that emphasizes capital accumula-
tion and that has diminishing returns to factors, some fixed factor of
production, and constant returns to scale. At the same time, these obser-
vations do not provide unequivocal support for any particular conception
of what best explains the “something else” producing these stylized facts.

3. GrRowTH Is NoT PERSISTENT, BuT FACTOR
AccUMULATION Is

Growth is remarkably unstable over time. The correlation of per
capita growth in 1977-1992 with per capita growth in 1960-1976 across
135 countries is only 0.08.1° This low persistence of growth is not just
a characteristic of the postwar era. For the twenty-five countries for

15. Data on per capita growth are taken from Summers and Heston. The low
persistence of growth rates and the high persistence of investment and education
were previously noted in Easterly and others (1993).
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which data are available, there is a correlation of only 0.097 across
1820-1870 and 1870-1929.16

In contrast, the cross-period correlation of per capita capital growth
is 0.41 For models that postulate a linear relationship between growth
and investment-to-GDP (thus using investment-to-GDP as an alterna-
tive measure of capital accumulation), the mismatch in persistence is
even worse.'” The correlation of investment-to-GDP in 1977-1992 with
investment-to-GDP in 1960-1976 is 0.85. Models that postulate per
capita growth as a function of human capital accumulation do no bet-
ter. The correlation across 1960-1976 and 1977-1992 for primary en-
rollment is 0.82, while the cross-period correlation for secondary en-
rollment is 0.91. This suggests that much of the large variation of
growth over time is not explained by the much smaller variation in
physical and human capital accumulation.

3.1 Inconsistent Patterns of Growth

The typical model of growth, in both the old and new growth litera-
tures, features a steady-state growth rate. Historically, this was prob-
ably inspired by the U.S. experience of remarkably steady growth of
about 2 percent per capita over nearly two centuries (as noted by Jones,
1995a, 1995b; Rebelo and Stokey, 1995).

Since all countries must have had prior histories of stagnation,
another characterization of the typical growth path is the so-called takeoff
into self-sustained growth.!® The prevailing image is a smooth accel-
eration from stagnation into steady-state growth. The developing coun-
tries are supposed to have taken off beginning in the 1960s, when their
growth was rapid and exceeded expectations.

Subsequent experience did not bear out the idea of steady growth
beginning in the 1960s. Booms and crashes characterized the growth
experiences of many countries (Pritchett, 1998; Rodrik, 1998). Suppose
we take ten-year average growth rates, which should be long enough to
iron out cyclical swings. The cross-section standard deviation of these
decade averages is about 2.5 percentage points. The variation over time

16. Data are from Maddison (1995).

17. Models supposing a linear relationship between growth and investment
have a long history in economics. See Easterly (1999) for a review of the Harrod-
Domar tradition, which continues down to the present. For a new growth theory
justification of this relationship, see McGrattan (1998).

18. The phrase is originally from Rostow (1960). More recent theoretical
modeling of takeoff includes Baldwin (1998); Krugman and Venables (1995); Jones
(1999); Lucas (1998); Hansen and Prescott (1998).
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swamps the cross-section variation. In forty-eight out of 119 countries
with twenty years or more of data over 1960-1997, one can find a break-
point such that the subsequent decade’s per capita growth is more than
5 percentage points—two cross-section standard deviations—above or
below the previous decade’s growth.!® Figure 4 illustrates the roller
coaster ride of Cote d’'lvoire, Guyana, Jamaica, and Nigeria. All of the
countries with growth booms or crashes were developing countries, ex-
cept for Greece and Portugal. Stable growth may be a better descrip-
tion of industrial than developing countries.

How many countries have exhibited consistently stable and respect-
able growth? Out of eighty-eight industrial and developing countries with
complete data for 1960-1997, only twelve countries had growth above 2
percent per capita in every decade. Half of these were in East Asia.

3.2 Variance Decomposition over Time

This supposition of unstable growth is confirmed by an intertemporal
variance-decomposition exercise. This time, we conduct the decomposi-
tion over time rather than across countries. In conjunction with the
cross-country variance decomposition presented above, this analysis
represents a full exploration of the panel data we have constructed on
growth and its factors. We set up a panel of seven five-year time peri-
ods for each country for per capita growth and physical capital per
capita growth. We then subtract off the country means and analyze the
variance using the same formula as before:

abyo_ _ aDTFPO 2€  abkou € aDTFP Dkl
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We find that TFP accounts for 86 percent of the intertemporal varia-
tion in overall growth and that TFP growth accounts for 61 percent of
the cross-sectional variation. In other words, growth is much more
unstable over time than physical capital growth.

In addition to highlighting the importance of TFP for explaining long-
run development patterns, the findings that growth is not persistent and
that growth patterns are very different across countries complicate the
challenge for economic theorists. Existing models miss important develop-

19. Thirty-seven countries had a growth drop of 5 percentage points or more,
nineteen countries had a growth increase of 5 percentage points or more, and
eight countries were included in both groups.



It's Not Factor Accumulation 87

Figure 4: Examples of Variable per Capita Income over Time
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ment experiences. Some countries grow steadily (for example, the United
States). Some grow steadily and then stop for long periods (Argentina).
Some do not grow for long periods and then suddenly take off (Korea and
Thailand). Others have basically never grown (Somalia). Sole reliance on
either steady-state models or standard multiple equilibria models will have
a difficult time accounting for these very different growth experiences.
Different models may be needed for different patterns of growth across
countries. Steady-state models fit the U.S.-type experience. The unstable
growth cases fit more naturally into multiple equilibria models, since the
long-run fundamentals of the countries are stable.?°

20. The nonpersistence of growth rates does not inherently contradict the
stylized fact of divergence or the stylized fact that national policies influence long-
run growth rates. While policies are both persistent and significantly associated
with long-run growth (which is not persistent), the R squared of the growth re-
gression is generally smaller than 0.50. Thus, something else (besides national
policies) is very important for explaining cross-country differences in long-run
growth rates. In terms of divergence, the stylized fact on the nonpersistence of
growth rates emphasizes that growth follows very different paths across coun-
tries and that there is a high degree of volatility. Nevertheless, some countries
have achieved comparatively greater success over the long run. While England,
France, and Germany have experienced growth fluctuations, they have enjoyed a
steeper—and less volatile—growth path than Argentina and Venezuela, for ex-
ample. The growth paths of Argentina, Venezuela, and other countries have not
only been more volatile, but have experienced dramatic changes in trends.
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4. WHEN IT RAINS, IT Pours

This section presents a large array of new information on the de-
gree to which economic activity is highly concentrated. We use cross-
country data, data from counties within the United States, informa-
tion from individual developing countries, and data on international
flows of capital, labor, and human capital to examine economic concen-
tration. This concentration has a fractal-like quality: it recurs at all
levels of analysis, from the global level down to the city level. This
concentration suggests that some regions have something that attracts
all factors of production, while other regions do not.

One can speculate on the “something else” driving factor flows. Bet-
ter policies in area Z than in area Y could explain factor flows. These
policies could include legal systems, property rights, political stability,
public education, infrastructure, taxes, regulations, macroeconomic sta-
bility, and so forth. Such policies, however, are national in nature,
whereas we document within-country concentration. Externalities may
play an important role in congregating factors. Policy differences, or
externalities, or differences in “something else” do not have to be large:
small TFP differences can have dramatic long-run implications. Thus,
while we do not offer a specific explanation, our results further moti-
vate work on economic geography as a vehicle for better understanding
economic growth.

4.1 Concentration

At the global level, high income status is concentrated among a
small number of nations. The top twenty nations of the world have only
15 percent of the world’s population but produce 50 percent of world
GDP. The poorest half of the world's population account for only 14
percent of global GDP.2!

Map 1 shows the richest nations in black and the poorest in gray.
These concentrations of wealth and poverty have an ethnic and geo-
graphic dimension: eighteen of the top twenty nations are in Western
Europe or in areas settled primarily by Western Europeans. Seventeen
of the poorest twenty nations are in tropical Africa. The richest nation
in 1985 (the United States) had an income fifty-five times that of the

21. These calculations omit the oil-producing countries, in which GDP is not
properly measured because all of oil extraction is treated as current income rather
than asset depletion.
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Map 1. The Rich and the Poor?

a. The countries in black contain 15 percent of world population but produce 50 percent of world GDP. The
countries in gray contain 50 percent of world population but produce 14 percent of world GDP.

poorest nation (Ethiopia). Taking into account the inequality within
countries, the international income differences are even starker. The
richest quintile in the United States had an income that was 528 times
the income of the poorest quintile in Guinea-Bissau.

Income at the global level is highly concentrated in space also. Sort-
ing by GDP per square kilometer, the densest 10 percent of the world’s
land area accounts for 54 percent of its GDP; the least dense half of
nations’ land area produces only 11 percent of world GDP.??

These calculations are done assuming that income is evenly spread
among people and land area within nations, so they understate the
degree of concentration. Wealth and poverty are highly concentrated
within nations, as well. We illustrate this point with the nation for
which we have the most detailed data: the United States.

22. An alternative explanation is that some land areas have a large productiv-
ity advantage although they account for a small share of the earth’s surface.
Mellinger, Sachs, and Gallup (1999) argue that this is the case with temperate
coastal zones. If this were true, economic activity would be distributed fairly evenly
along temperate coastal zones (adjusting for any small intrinsic differences among
such zones). However, casual observation suggests high bunching of activity even
along temperate coastal zones.
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Map 2. Wealth and Abundance of Land

a. Counties shown in black take up 2 percent of U.S. land area but account for half of U.S. GDP.

We used the database of 3,141 counties in the United States to
examine income and poverty concentration. When we sorted counties
by GDP per square mile, we found a 50 and 2 rule: 50 percent of GDP
is produced in counties that account for only 2 percent of the land,
while the least dense counties that account for 50 percent of the land
produce only 2 percent of GDP. This result is not just a consequence of
the large unsettled areas of the West and Alaska. If we restrict the
calculation to land east of the Mississippi, we still find extreme concen-
tration: 50 percent of GDP is produced on 4 percent of the land. The
densest county is New York, NY, which has a GDP per square mile of
$1.5 billion. This is about 55,000 times higher than the least dense
county east of the Mississippi ($27,000 per square mile in Keweenaw,
MI). Even this comparison understates the degree of concentration,
since the most casual empiricism detects rich and poor areas within a
given county. (New York county contains Harlem as well as Wall Street.)

Map 2 shows these concentrations of counties accounting for half of
U.S. GDP. Obviously, another name for these concentrations is cities.
This concentration is explained by the fact that most economic activity
takes place in densely populated metropolitan areas. Metropolitan coun-
ties are $3,300 richer per person than rural counties (the difference is
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statistically significant, with a t statistic of 29). More generally, there
is a strong correlation between per capita income of U.S. counties and
their population density (correlation coefficient of 0.48 for the log of
both concepts, with a t statistic of 30 on the bivariate association). Re-
stricting the sample to metropolitan counties still yields concentration:
50 percent of metropolitan GDP is produced in counties accounting for
only 6 percent of metropolitan land area.?

There are also regional income differences between metropolitan ar-
eas. Metropolitan areas in the Boston-to-Washington corridor have a per
capita income that is $5,874 higher, on average, than other metropolitan
areas. This is a huge difference: it is equal to 2.4 standard deviations in
the metropolitan area sample. Although there may be differences in the
cost of living, they are unlikely to be so large as to explain this difference.?*

Other possible explanations of geographic concentration include in-
herent geographic advantages of some areas. Like Mellinger, Sachs,
and Gallup (1999), Rappaport and Sachs (1999) argue that spatial con-
centration of activity in the United States has much to do with access
to the coast. However, casual observation suggests high concentration
even within coastal areas (there are sections of the BosWash corridor
in which a radio cannot even pick up a station). It also could come
about because of high transport costs and low congestion costs
(Krugman, 1991, 1995, 1998; Fujita, Krugman, and Venables, 1999).
These latter authors also point to locations of particular industries in
certain locales (such as the Silicon VValley phenomenon) as evidence of
other types of geographic spillovers, including technology spillovers and
specialized producer services that have high fixed costs. The high rents
in downtown metropolitan areas suggest that congestion costs are very
significant. As Lucas (1988) says, “what can people be paying Manhat-
tan or downtown Chicago rents for, if not for being near other people?”

4.2 Poor Areas

Not only riches are concentrated in the United States, but pov-
erty is regionally concentrated, as well. These concentrations have
an ethnic dimension. As map 3 shows, four ethnic-geographic clus-
ters of counties have poverty rates above 35 percent: counties in the

23. Metropolitan counties are those that belong to a PMSA or MSA in the
census classification of counties.

24. The rent component of the cost of living may reflect either the productiv-
ity or the amenity advantages of the area. It seems unlikely that amenities are
different enough among areas to explain these differences.
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Map 3. Poverty traps in U.S. counties?

.
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a. Counties in black have a poverty rate of over 35 percent.

West that have large proportions (>35 percent) of native Americans;
counties along the Mexican border that have large proportions (>35
percent) of Hispanics; counties adjacent to the lower Mississippi River
in Arkansas, Mississippi, and Louisiana and in the “black belt” of
Alabama, all of which have large proportions of blacks (>35 per-
cent); counties with virtually all whites in the mountains of eastern
Kentucky.

The county data did not pick up the well-known inner-city form of
poverty, which affects mainly blacks, because counties that include in-
ner cities also include rich suburbs.?® Of course, poverty is concentrated
in the inner city, as well. An inner-city zip code in Washington, DC—
namely, College Heights in Anacostia—has only one-fifth of the income
of arich zip code (20816) in Bethesda, MD. This has an ethnic dimension
again, since College Heights is 96 percent black whereas the rich zip
code in Bethesda is 96 percent white. The Washington metropolitan area
as a whole features a striking East-West divide between poor and rich
zip codes, which again roughly corresponds to the black-white ethnic

25. An isolated example of an all-black city is East St. Louis, IL, which is 98
percent black and has a poverty rate of 44 percent.
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Map 4. Rich and Poor Zip Codes in the Washington
Metropolitan Area?

a. Dollar signs indicate richest fourth of zip codes in metropolitan area; pound signs indicate poorest fourth
of zip codes.

divide (see map 4).26 Borjas (1995, 1999) suggests that strong neigh-
borhood and ethnic externalities may help explain poverty and ethnic
clusters within cities. Sorting 1990 census tracts by percent of blacks,
the census tracts with the highest shares of blacks account for fifty
percent of the black population but contain only one percent of the
white population.?” While this segregation by race and class could
simply reflect the preferences of rich white people for living next to
each other, economists usually prefer to explain economic phenomena
through economic motivations rather than exogenous preferences.
Bénabou (1993, 1996) stresses that the endogenous sorting between
rich and poor allows the rich to take advantage of externalities like
locally funded schools.

26. Brookings Institution (1999) notes that this East-West geographic divide
of the Washington area is reflected in many socioeconomic variables like poverty
rates, free and reduced-price school lunches, road spending, and so forth.

27. From the Urban Institute’s Underclass Database, which contains data on
white, black, and “other” population numbers for 43,052 census tracts in the
United States.
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Poverty areas exist in many countries: northeast Brazil, south-
ern Italy, Chiapas in Mexico, Balochistan in Pakistan, and the Atlan-
tic Provinces in Canada. Researchers have found externalities to be
part of the explanation of these poverty clusters. Bouillon, Legovini,
and Lustig (1999) find that there is a negative Chiapas effect in Mexi-
can household income data—and that this effect has gotten worse
over time. Households in the poor region of Tangail/Jamalpur in
Bangladesh earn less than identical households in the better-off re-
gion of Dhaka (Ravallion and Wodon, 1998). Ravallion and Jalan (1996)
and Jalan and Ravallion (1997) likewise find that households in poor
counties in southwest China earn less than households with identical
human capital and other characteristics in rich Guangdong Prov-
ince. Finally, Rauch (1993) analyzes U.S. data and finds that indi-
viduals with identical characteristics earn less in low human capital
cities than in high human capital cities.

4.3 Ethnic Differentials

A number of theories stress in-group externalities to explain
the continuity of patterns of wealth distribution (Borjas, 1992, 1995,
1999; Bénabou, 1993, 1996). Poverty and riches are concentrated
among certain ethnic groups; it would not be appealing to explain
these differences by exogenous savings preferences. Discrimina-
tion and intergenerational transmission could also explain ethnic
differences, but in terms of growth models, such differences seem
more consistent with in-group spillovers than with individual fac-
tor accumulation.

The purely ethnic differentials in the United States are well known.
Blacks earn 41 percent less than whites; Native Americans earn 36
percent less; Hispanics earn 31 percent less; Asians earn 16 percent
more.?® There are also more subtle ethnic earnings differentials. Third-
generation immigrants with Austrian grandparents had 20 percent
higher wages in 1980 than third-generation immigrants with Belgian
grandparents (Borjas, 1992). Among Native Americans, the Iroquois
earn almost twice the median household income of the Sioux.

Other ethnic differentials appear by religion. Episcopalians earn 31
percent more income than Methodists (Kosmin and Lachman, 1993, p.
260) Twenty-three percent of the Forbes 400 richest Americans are

28. U.S. Government (1996, tables 52 and 724).
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Table 5. Poverty among Indigenous Peoples in Latin America

Poverty rate for Poverty rate for
Country indigenous people nonindigenous people
Bolivia 64.3 481
Guatemala 86.6 539
Mexico 80.6 179
Peru 790 497

Source: Psacharopoulos and Patrinos (1994, p. 6).

Jewish, although only two percent of the U.S. population is Jewish
(Lipset, 1997).2°

In Latin America, the main ethnic divide is between indigenous
and nonindigenous populations, as table 5 illustrates. Even within in-
digenous groups in Latin America, however, ethnic differentials play a
strong role in explaining income differences. Guatemala’s indigenous
population, for instance, comprises four main language groups. Of these,
the Quiche-speaking indigenous groups earn 22 percent less on aver-
age than Kekchi-speaking groups (Patrinos, 1997).

In Africa, there are widespread anecdotes about income differen-
tials among ethnic groups, but little hard data. The one exception is
South Africa. South African whites earn 9.5 times the income of blacks.
More surprisingly, among all-black traditional authorities (an admin-
istrative unit something like a village) in the state of KwaZulu-Natal,
the ratio of the richest traditional authority to the poorest is 54 (Klitgaard
and Fitschen, 1997).

4.4 Factor Movements

The movement of all factors of production toward the richest areas
reinforces the concentration of economic activity. A related fact is that
each factor of production flows to where it is already abundant.

The migration of labor is overwhelmingly directed toward the rich-

29. Ethnic differentials are also common in other countries. The ethnic di-
mension of rich trading elites is well-known: the Lebanese in West Africa, the
Indians in East Africa, and the overseas Chinese in Southeast Asia. Virtually
every country has its own ethnographic group noted for their success. For ex-
ample, in the Gambia a tiny indigenous ethnic group called the Serahule is re-
ported to dominate business out of all proportion to their numbers; they are often
called Gambian Jews. In Zaire, Kasaians have been dominant in managerial and
technical jobs since the days of colonial rule; they are often called “the Jews of
Zaire” (New York Times, 18 September 1996).
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est countries. The three richest countries alone (the United States,
Canada, and Switzerland) receive half of the net immigration of all
countries reporting net immigration. Countries in the richest quintile
are all net recipients of migrants. Only eight countries in the ninety
countries that constitute the bottom four-fifths of the sample are net
recipients of migrants. Barro and Sala-i-Martin (1995, pp. 403-10) find
that migration goes from poorer regions to richer regions in samples of
U.S. states, Japanese prefectures, and European regions.

Labor also migrates from sparsely populated areas to densely popu-
lated areas. County data for the United States yield a statistically sig-
nificant correlation of 0.20 between the in-migration rate of counties
from 1980 to 1990 and the population density in 1980. Hence, labor is
flowing to areas where it is already abundant. Our county data also
confirm Barro and Sala-i-Martin’s (1995) finding for migration among
states: people migrate from poor counties to rich counties, with a sta-
tistically significant correlation of 0.21 between initial income and the
in-migration rate. These two finds are related, as there is a significant
positive correlation between population density and per capita income
across counties.®% A regression of the in-migration rate in 1980-1990
by county on population density and per capita income in 1980 finds
both factors to be highly significant.3!

Embodied in this flow of labor are flows of human capital toward the
rich countries—the so-called brain drain. We used Grubel and Scott's (1977)
data to calculate that in the poorest fifth of nations, the probability that an
educated person will immigrate to the United States is 3.4 times higher
than that for an uneducated person. Since we know that education and
income are strongly and positively correlated, human capital is flowing to
where it is already abundant—namely, the rich countries.

A more recent study by Carrington and Detragiache (1998) finds
that those with tertiary education were more likely to migrate to the
United States than those with a secondary education in fifty-one out of
the sixty-one developing countries in their sample. Migration to the
United States among workers with only a primary education or less
was lower than among workers with either secondary or tertiary edu-
cation in all sixty-one countries. Their datayield lower bound estimates
for the highest rates of migration by those with tertiary education as
high as 77 percent (Guyana). Other countries with exceptionally high

30. Ciccone and Hall (1996) report a related finding for U.S. states.

31. The t statistics are 8.2 for the log of population density in 1980 and 8.9 for
the log of per capita income in 1979. The equation has an R squared of 0.065 and
3,133 observations. The county data are from Alesina, Bagir, and Easterly (1999).
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rates of migration among the tertiary educated are Gambia (59 per-
cent), Jamaica (67 percent), and Trinidad and Tobago (57 percent).32
None of the migration rates for the group with primary education or
less exceed 2 percent. The disproportionate weight of the skilled popu-
lation in U.S. immigration may reflect U.S. policy, although as Borjas
(1999) notes, U.S. immigration policy has tended to favor unskilled
labor with family connections in the United States rather than skilled
labor. In the richest fifth of nations, moreover, the probability is roughly
the same that educated and uneducated will emigrate to the United
States. Borjas, Bronars, and Trejo (1992) find that the more highly
educated are more likely to migrate within the United States than
the less educated.?

Capital also flows mainly to areas that are already rich (see Lucas,
1990). In 1990, the richest 20 percent of world population received 92
percent of portfolio capital gross inflows; the poorest 20 percent received
0.1 percent of portfolio capital inflows. The richest 20 percent of the
world population received 79 percent of foreign direct investment; the
poorest 20 percent received 0.7 percent of foreign direct investment.
Altogether, the richest 20 percent of the world population received 88
percent of private capital gross inflows; the poorest 20 percent received
1 percent of private capital gross inflows.

4.5 Evidence on Skill Premiums and Human Capital

Skilled workers earn less, rather than more, in poor countries. This
seems inconsistent with the open economy version of the neoclassical
factor accumulation model developed by Barro, Mankiw, and Sala-i-
Martin (1995). In their model (which we call the BMS model), capital
flows equalize the rate of return to physical capital across countries,
while human capital is immobile. Immobile human capital explains
the difference in per worker income across nations in Barro, Mankiw,
and Sala-i-Martin. As pointed out by Romer (1995), this implies that
both the skilled wage and the skill premium should be much higher in

32. These are all small countries. Carrington and Detragiache (1998) point out
that U.S. immigration quotas are less binding for small countries, since the legal
immigration quota is 20,000 per country regardless of a country’s population size
(with some exceptions).

33. Casual observation suggests brain drain within countries. The best law-
yers and doctors congregate within a few metropolitan areas like New York,
where skilled doctors and lawyers are abundant, while poorer areas where skilled
doctors and lawyers are scarce have difficulty attracting top-level professionals.
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poor countries than in rich countries. To illustrate this, we specify a
standard production function for country i as

Y, = AKPLSH 0.

Assuming technology (A) is the same across countries and that rates
of return to physical capital are equated across countries, we solve for
the ratio of the skilled wage in country i to that in country j, as a
function of their per capita incomes, as follows:

_-b
v /TH; :ae{i/l—i ?_a_b
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Using the physical and human capital shares suggested by Mankiw
(1995)—which are 0.3 and 0.5, respectively—we calculate that skilled
wages should be five times greater in India than in the United States (to
correspond to a fourteen-fold difference in per capita income). In general,
the equation above shows that skilled wage differences across countries
should be inversely related to per capita income if human capital abun-
dance explains income differences across countries, a la Barro, Mankiw,
and Sala-i-Martin. The skill premium, in turn, should be seventy times
higher in India than in the United States. If the ratio of skilled to un-
skilled wages is about 2 in the United States, then it should be 140 in
India. This would imply a fantastic rate of return to education in India,
seventy times larger than the return to education in the United States.

The facts do not support these predictions: skilled workers earn
more in rich countries. Fragmentary data from wage surveys indicate
that engineers earn an average of $55,000 in New York, compared with
$2,300 in Bombay (Union Bank of Switzerland, 1994). Instead of skilled
wages being five times higher in India than in the United States, skilled
wages are twenty-four times higher in the United States than in India.
The higher wages across all occupational groups is consistent with a
higher A in the United States than in India. Figure 5 shows that the
skilled wage (proxied by salaries of engineers, adjusted for purchasing
power) is positively associated with per capita income across countries,
as a productivity explanation of income differences would imply, and
not negatively correlated, as a BMS human capital explanation of in-
come differences would imply. The correlation between skilled wages
and per capita income across forty-four countries is 0.81.
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Within India, the wage of engineers is only about three times
the wage of building laborers. Rates of return to education are simi-
larly only about twice as high in poor countries—about 11 percent
versus 6 percent from low income to high income (Psacharopoulos,
1994, p. 1332)—not forty-two times higher. Consistent with this evi-
dence, we also see that the incipient flow of human capital, despite
barriers to immigration, is toward the rich countries.

4.6 Evaluating Growth Models Given the
Concentration of Wealth and Poverty

The high concentration of income, reinforced by the flow of all fac-
tors toward the richest areas, is inconsistent with the neoclassical growth
model. The distribution of income across space and across people at all
levels is highly skewed to the right: the skewness coefficient is 2.58
across countries in 1980, and it is 2.2 across U.S. cities and 1.60 across
U.S. counties in 1990, where 0 is symmetry. There is no reason to
think that the determinants of income in the neoclassical model (hamely,
saving and population growth) are skewed to the right. In contrast,
models of technological complementarities (such as Kremer, 1993) can
explain this skewness.

The concentration of all factors in the rich, densely populated ar-
eas even within countries is similarly incompatible with a version of
the neoclassical model that includes land as a factor of production.
With land in fixed supply, physical capital, human capital, and labor
should all want to flow to areas abundant in land (adjusting for land
quality) but scarce in other factors. Furthermore, in the neoclassical
model, physical and human capital should flow from rich to poor ar-
eas, while unskilled labor should move from poor to rich. In fact,
physical and human capital flows toward already rich areas, while
unskilled labor is less mobile but also tends to flow to rich countries.
This is inconsistent with the neoclassical model as presented by
Mankiw, Romer, and Weil (1992).

As demonstrated by this fourth stylized fact, we concur with Klenow
and Rodriguez-Clare (1997b) that the “neoclassical revival in growth
economics” has “gone too far.” The neoclassical model has no explana-
tion for why riches and poverty are concentrated in certain regions
within countries. The neoclassical model also does not explain why there
are such pronounced income differences among ethnic groups. Stylized
fact 4 is consistent with poverty trap models like those of Azariadis and
Drazen (1990), Becker, Murphy, and Tamura (1990), Kremer (1993),
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and Murphy, Shleifer, and Vishny (1989). It also supports models of in-
group ethnic and neighborhood externalities (Borjas 1992, 1995, 1999;
Bénabou 1993, 1996) and geographic externalities (Krugman 1991, 1995,
1998; Fujita, Krugman, and Venables, 1999).

Stylized fact 4 is also more consistent with a productivity explana-
tion of income differences than with a factor accumulation story. If a
rich areais rich because A is higher, then all factors of production will
tend to flow toward this rich area, reinforcing the concentration.
Spillovers between agents also seem more natural with technological
models of growth, since technological knowledge is inherently more
nonrival and more nonexcludable than factor accumulation. Techno-
logical spillovers among agents will lead to endogenous matching of
rich agents with each other, while their matches will reinforce the
poverty of the poor with other poor people (as in the O-ring story of
Kremer, 1993, or the inequality model of Bénabou, 1996). A better un-
derstanding of economic geography and externalities would help shape
models of economic growth.

5. PoLicy MATTERS

The empirical literature on national policies and economic growth
is huge, and it encompasses considerable disagreement about which
policies are most strongly linked with economic growth. Some authors
focus on openness to international trade (Frankel and Romer, 1999),
others on fiscal policy (Easterly and Rebelo, 1993), others on financial
development (Levine, Loayza, and Beck, 2000), and still others on mac-
roeconomic policies (Fischer, 1993). These papers have at least one com-
mon feature: they all find that some indicator of national policy is strongly
linked with economic growth, which confirms the argument made by
Levine and Renelt (1992).

This section uses recent econometric techniques to examine the
linkages between economic growth and a range of national policies.
Most empirical assessments of the growth-policy relationship are plagued
by three shortcomings. First, existing work does not generally con-
front the issue of endogeneity. Even when authors use instrumental
variables, they frequently assume that many of the regressors are ex-
ogenous and only focus on the potential endogeneity of one variable of
interest. By not fully confronting the issue of causality, existing work
may produce biased assessments. Second, traditional cross-country re-
gressions may suffer from omitted variable bias. That is, cross-country
growth regressions may omit an important country-specific effect and
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thereby produce biased coefficient estimates. Third, almost all cross-
country regressions include lagged real per capita GDP as a regressor.
Since the dependent variable is the growth rate of real per capita GDP,
this specification may produce biased coefficient estimates. This paper
uses new statistical procedures that ameliorate these potential biases
so that we can draw more accurate inferences on the impact of national
policies on economic growth.

The paper does not aim to identify the most important policies in-
fluencing growth—we still disagree with one another on that issue.
Rather, this paper compiles key stylized facts associated with long-run
growth and employs the latest econometric techniques to confirm ear-
lier findings that national policies are strongly linked with economic
growth. The regression results are consistent with policies having sig-
nificant long-run effects on national growth rates or on steady-state
levels of national output. Furthermore, the regression results show
that national policies are strongly linked with TFP growth (Beck,
Levine, and Loayza, 2000).

5.1 Econometric Methodology

This subsection briefly describes the generalized method of mo-
ments (GMM) dynamic panel estimator that we use to assess the
relationship between policy and economic growth. Readers who are
less technically inclined can skip this subsection. We begin by con-
structing a panel that consists of data for seventy-three countries
over the period 1960-1995. We average the data over seven
nonoverlapping five-year periods.

Consider the following equation,

Yie = Vi1 = (a - 1)yit-1 +b®X;, +h; +e, ©

where y is the logarithm of real per capita GDP, X represents the set of
explanatory variables (other than lagged per capita GDP), h is an un-
observed country-specific effect, eis the error term, and the subscripts
i and trepresent country and time period, respectively. We also include
time dummies to account for time-specific effects.

We can rewrite equation 9:

Yie = @Yiq T, +h; +e, . (10)
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To eliminate the country-specific effect, we take first-differences of
equation 10:

Yie = Vi1 = a(yit-l - yit-z) +b¢(Xit - Xit-l) +(eit - eit-l) . (1)

The use of instruments is required to deal with, first, the likely
endogeneity of the explanatory variables and, second, the problem that
by construction the new error term, e, — €, _,, is correlated with the
lagged dependent variable, y;,_; — y;,_,- Under the assumptions (which
we test) that the error term, e, is not serially correlated and the ex-
planatory variables, X, are weakly exogenous (that is, the explanatory
variables are assumed to be uncorrelated with future realizations of
the error term), appropriately lagged values of the regressors can be
used as instruments, as specified in the following moment conditions:

E&i.. (6 - &..)§=0,fors=2;t=3,..., T, and (12)

EfXi.(e- €., )f§=0,fors=2t=3,., T (13)

We refer to the GMM estimator based on these conditions as the
difference estimator.

This difference estimator, however, has conceptual and statistical
shortcomings. Conceptually, we would also like to study the cross-coun-
try relationship between national policies and per capita GDP growth,
which is eliminated in the difference estimator. Statistically, when the
regressors in equation 11 are persistent, lagged levels of X and y are
weak instruments. Instrument weakness influences the asymptotic and
small-sample performance of the difference estimator. Asymptotically,
the variance of the coefficients rises. Weak instruments can produce
biased coefficients in small samples.

To reduce the potential biases and imprecision associated with the
usual difference estimator, Arellano and Bover (1995) and Blundell and
Bond (1997) develop a system of regressions in differences and levels.
The instruments for the regression in differences are the same as above;
the instruments for the regression in levels are the lagged differences
of the corresponding variables. These are appropriate instruments un-
der the following additional assumption: although there may be corre-
lation between the levels of the right-hand-side variables and the coun-
try-specific effect in equation 10, there is no correlation between the
differences of these variables and the country-specific effect. This
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assumption results from the following stationarity property:

E &ierp i H= E 8Yiesq >0 fand (14)
E 8Xitsp X §= E 8Xiq X |, for all p and g.

The additional moment conditions are

E gyit»s - yit-s»l)><hi +eit)H: 0,fors=1,and (15)

ngit-s_ Xit-s-l)><hi +eit)H:O,fOI’S:1. (16)

Thus, we use the moment conditions presented in equations 12, 13, 15,
and 16 and employ a GMM procedure to generate consistent and effi-
cient parameter estimates.

Consistency of the GMM estimator depends on the validity of the
instruments. To address this issue, we consider two specification tests
suggested by Arellano and Bond (1991), Arellano and Bover (1995), and
Blundell and Bond (1997). The first is a Sargan test of overidentifying
restrictions, which tests the overall validity of the instruments by ana-
lyzing the sample analog of the moment conditions used in the estima-
tion process. The second test examines the hypothesis that the error
term, g, is not serially correlated. In both the difference regression
and the system regression, we test whether the differenced error term
is second-order serially correlated. (By construction, the differenced er-
ror term is probably first-order serially correlated even if the original
error term is not). We use this system estimator to assess the impact of
policies on economic growth. In addition, we conduct all of these analy-
ses using (1) purely cross-section, ordinary least squares regressions
with one observation per country, (2) the pure different estimator de-
scribed above, and (3) the panel estimator using only the level compo-
nent of the system estimator. All of these exercises yield very similar
results and parameter values (Levine, Loayza, and Beck, 2000).

5.2 Regressions
To assess the relationship between the exogenous component of

national policies and economic growth, we use a set of conditioning
information and policy indicators suggested by theory and past
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empirical work. Specifically, we include the initial level of real per
capita income to control for convergence. The standard neoclassical
growth model predicts convergence to the steady-state per capita out-
put ratio (Barro and Sala-i-Martin, 1995). We recognize that the coeffi-
cient on initial income does not necessarily capture only neoclassical
transitional dynamics. In technology diffusion models, initial income
may proxy for the initial gap in TFP between economies, such that
catch-up can occur in TFP as well as in traditional factors of produc-
tion. We also include the average years of schooling as an indicator of
the human capital stock in the economy. This can help in controlling
for differences in steady-state levels of human capital (Barro and Sala-
i-Martin, 1992). Schooling may also directly influence economic growth
(Lucas, 1988).

We include five policy indicators. We use the inflation rate and
the ratio of government expenditures to GDP as indicators of macro-
economic stability (Easterly and Rebelo, 1993; Fischer, 1993). We use
the sum of exports and imports as a share of GDP and the black
market exchange rate premium to capture the degree of openness of
the economy (Frankel and Romer, 1999). We also include a measure
of financial intermediary development that equals financial interme-
diary credit to the private sector as a share of GDP (Levine, Loayza,
and Beck, 2000). Again, we do not suggest that these are the most
important policy indicators. We simply assess whether economic growth
is strongly linked with these national policy indicators after control-
ling for endogeneity and other biases plaguing existing empirical work.
Table 6 reports the panel results.

As in much of the cross-country literature, we find evidence of
conditional convergence. Contingent of the level of human capital,
poorer countries tend to grow faster than richer countries as each
country converges toward its steady state, which is consistent with
a major implication of the textbook neoclassical growth model. The
regression also shows that greater human capital—as measured by
the average years of schooling of the working age population—is as-
sociated with faster economic growth. Since our GMM panel estima-
tor controls for endogeneity, this finding suggests that the exogenous
component of schooling exerts a positive impact on economic growth.
These results are consistent both with models that focus on factor
accumulation and with models that focus on total factor productiv-
ity growth.

The results reported in the table are consistent with—but do not
prove—the idea that national policies have long-run growth effects,
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Table 6. Economic Growth and National Policies?

Variable Coefficient P value
Constant 0.082 0.875
Initial per capita income®? -0.496 0.001
Average years of schooling® 0.950 0.001
Openness to trade® 1311 0.001
Inflation® 0.181 0475
Government size® -1.445 0.001
Black market premium¢ -1.192 0.001
Private credit® 1443 0.001
Summary statistic

Sargan testd (p value) 0.506

Serial correlation test® (p value) 0.803

a. Dependent variable is real per capita GDP growth. The regression has 365 total observations and is based on
the analyses in Beck, Levine, and Loayza (2000).

b. In the regression, this variable is included as log(variable).

c. In the regression, this variable is included as log(1 + variable).

d. The null hypothesis is that the instruments used are not correlated with the residuals.

e. The null hypothesis is that the errors in the first-difference regression exhibit no second-order serial correlation.

which, in turn, is consistent with an endogenous productivity growth
model. In contrast, models that feature only transitional factor accu-
mulation dynamics usually predict weaker policy effects on growth
than do endogenous productivity growth models. Complementary work
in Beck, Levine, and Loayza (2000) suggests a powerful connection
between national policies and TFP growth. The exogenous components
of international openness—as measured by the ratio of trade to GDP
and by the black market exchange rate premiums—are both signifi-
cantly correlated with economic growth. A higher black market ex-
change rate premium exerts a negative impact on growth. More in-
ternational trade tends to boost economic growth. Macroeconomic policy
is also important. Large government tends to hurt economic growth.
Inflation does not enter significantly. While considerable research
suggests a negative link between inflation and economic performance
(Bruno and Easterly, 1998), recent research indicates that inflation
is strongly linked with financial development (Boyd, Levine, and Smith,
2001), such that it may not enjoy an independent link with growth
when controlling for financial development. Finally, we find that a
higher level of financial development boosts economic growth. In sum,
national policies are strongly linked with economic growth.
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6. CoNCLUSIONS

The major empirical regularities of economic growth emphasize the
role of something other than factor accumulation. The TFP residual ac-
counts for most of the cross-country and cross-time variation in growth.
Income across countries diverges over the long-run, while the growth rates
of the rich are not slowing and returns to capital are not falling. This
observation is less consistent with simple models that feature diminishing
returns, factor accumulation, some fixed factor of production, and con-
stant returns to scale and more consistent with the observation that “some-
thing else” is important for explaining long-run economic success. Growth
is highly unstable over time, while factor accumulation is more stable,
which certainly emphasizes the role of “something else” in explaining varia-
tions in economic growth. We also note that national policies are strongly
linked with long-run economic growth rates. Moreover, we show that all
factors of production flow to the richest areas, suggesting that they are
rich because of high A rather than high K. Finally, we note that diver-
gence of per capita incomes and the concentration of economic activity
suggest that technology has increasing returns.

The paper does not argue that factor accumulation is generally
unimportant, and we do not deny that factor accumulation is critically
important for some countries at specific junctures. Factor accumula-
tion may be very important for some countries. Thus, we are not argu-
ing that TFP explains everything, everywhere, and always. The paper’s
more limited point is that when comparing growth experiences across
many countries, something other than factor accumulation plays a
prominent role in explaining differences in economic performance.

Economists should increase research on the residual determinants
of growth and income, such as technology and externalities. There is
little doubt that technology is a formidable force. Nordhaus (1994) esti-
mates that one BTU of fuel consumption today buys 900 times more
lighting (measured in lumens hours) than in 1800. Computing power
per dollar invested has risen by a factor of 10,000 over the past two
decades. The cost of sending information over optical fiber has fallen by a
factor of 1000 over the past two decades.®* From 1991 to 1998 alone, the
price of a megabyte of hard disk storage fell from five dollars to three
cents.3® Over the last forty years, computing power has increased by a
factor of a million.3® Not every technology has improved at this speed, of
course, but Mokyr (1992) is right to call technology the lever of riches.

34. World Bank (1998-1999, pp. 3, 5, and 57).
35. www.duke.edu/~mccann/qg-tech.htm#Death of Distance.
36. DeLong (econl6l.berkeley.edu/E_Sidebars/E-conomy_figures2.html).
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REVIEWING THE EVIDENCE AGAINST
ABsoLUTE CONVERGENCE

Rémulo A. Chumacero
University of Chile and Central Bank of Chile

Few subjects in applied economic research have been studied as
extensively as the convergence hypothesis advanced by Solow (1956)
and documented by Baumol (1986).1 In simple terms, the hypothesis
states that poor countries or regions tend to grow faster than rich ones.
In its strongest version (known as absolute convergence), the hypoth-
esis implies that in the long run, countries or regions should not only
grow at the same rate, but also reach the same per capita income.?
This hypothesis has been tested using different methodologies and
datasets, and it appears to be strongly rejected by the data. In view of
these results, several modifications of the absolute convergence hypoth-
esis have been advanced and tested, although they usually lack both
theoretical foundations and econometric rigor and discipline.

This paper analyzes whether the econometric methods usually ap-
plied to test for absolute convergence have given this hypothesis a fair
chance. The paper is organized as follows. Section 1 presents a brief
review of some of the tests for convergence advanced in the empirical
literature and documents their shortcomings. Section 2 develops a simple
theoretical model that implies absolute convergence. Section 3 discusses
the likelihood that time series generated from the model can accommo-
date the results of the tests described on section 1. Finally, section 4
draws some conclusions.

I would like to thank William Easterly, Rodrigo Fuentes, Eduardo Morén,
Klaus Schmidt-Hebbel, and Raimundo Soto for helpful comments and sugges-
tions. Francisco Gallego provided able research assistance.

1. Representative studies in this line of research include Aghion and Howitt
(1997); Barro (1991); Barro and Sala-i-Martin (1992); Mankiw, Romer, and Weil
(1992); Durlauf and Johnson (1995); Jones (1995); Kocherlakota and Yi (1996,1997).

2. This interpretation has been challenged by Bernard and Durlauf (1996).

Economic Growth: Sources, Trends, and Cycles, edited by Norman Loayza
and Raimundo Soto, Santiago, Chile. © 2002 Central Bank of Chile.
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1. THE EMPIRICAL LITERATURE

The first stylized fact that appears to be uncontroversial is that what-
ever the type of dataset used (a cross-section of countries or panel data),
the data strongly reject absolute convergence (Barro and Sala-i-Martin,
1995). The simplest test that can be devised to verify this claim using
cross-sectional observations takes the form

g =V+Jiny, +e, @)

where y;, is per capita GDP in period t for country i, and g; is the
average growth rate of per capita GDP in country i. That is,

T

1o 1
g; :?a DIny; :?(InyiT - |nYio) )

t=1

When pooled data are used, tests for absolute convergence usually
take the form

Diny, =V+JIny, , +¢&,. @

In both cases, the data are said to favor absolute convergence if the
estimate of J is negative and statistically different from zero. If the
null hypothesis (J = 0) is rejected, it would support the conclusion not
only that poor countries grow faster than rich countries, but also that
they all converge to the same level of per capita GDP.

As table 1 and figure 1 show, the convergence hypothesis is strongly
rejected by the data.? In fact, if these results are taken seriously, the
evidence appears to favor divergence instead of convergence. That is,
the countries that grew faster were those that had a higher initial per
capita GDP.

Because the null hypothesis being tested in both cases is that J is
equal to zero versus the alternative that it is negative, equation 2 makes
explicit that a test for absolute convergence is essentially a test for a
unit root ony. As abundantly documented elsewhere, these tests not
only have nonstandard asymptotic properties, but they also lack power.

3. All tests using panel data were conducted using the latest version of the
Penn World Tables dataset described in Summers and Heston (1991), with data
for most variables ranging from 1960 to 1998. Cross-section regressions were
conducted using the dataset described in Doppelhofer and others (2000).
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Table 1. Tests for Absolute Convergence?

Variable or summary statistic Cross-section Pooled data
N 0.0047 0.0048
(0.0014) (0.0010)
Adjusted R? 0.051 0.007
Number of countries 116 85
Number of observations 116 3,219

a. Standard errors consistent with heteroskedasticity are in parentheses.

Figure 1. Growth Rate from 1960 to 1998 versus 1960 per
Capita GDP

LT TRr N S T T TR o N P

n

ny, = = -

[ L L

il

[LELY

nne

. r k A a de

For vz do PUIE L Ted

In fact, if a traditional (augmented Dickey-Fuller) unit root test on Iny
were performed for each country, none would reject the null at stan-
dard significance levels. Moreover, the first-order autocorrelation coef-
ficient of Iny for each country ranges from 0.610 to 0.999, with an
average value of 0.947. These results suggest that Iny is extremely
persistent even in the absence of a unit root, and initial conditions take
a long time to dissipate.
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Barro (1991) therefore considers a modification of equation 1. Con-
vergence is still understood as the situation in which poor countries grow
faster than rich countries (unconditionally), but other factors may influ-
ence their growth rates and thereby prevent convergence in per capita
GDP levels. Tests for conditional convergence using cross-sectional
observations usually take the form

g; =V+JIny, +j & +e, ©)

where X is a vector of k variables that may influence growth. Given
that the x variables are different for each country, incomes might never
converge even if J is negative.

Table 2 presents the results of cross-sectional and panel regres-
sions that include some of the usual candidates for specifications such
as equation 3.# Serious problems plague this strategy, as noted by
Durlauf (2001). First, as economic theory is usually silent with re-
spect to the set of x variables to be included, empirical studies often
abuse the resulting flexibility for selecting among the potential candi-
dates. Durlauf and Quah (1999) report that as of 1998, over ninety
different variables had appeared in the literature, despite the fact
that no more than 120 countries are available for analysis in the stan-
dard datasets. Second, important biases in the results may stem from
the endogeneity of most of the control variables used (Cho, 1996). Third,
the estimated coefficients of the convergence parameter (J) are rather
small, suggesting that Iny continues to be extremely persistent even
after controlling for the x variables. Fourth, as a corollary of the pre-
vious observation, initial conditions may play a crucial role in the
results. Fifth, the robustness of results in terms of the potential de-
terminants of long-run growth is subject to debate (see, for example,
Levine and Renelt, 1992; Sala-i-Martin, 1997; and Doppelhofer, Miller,
and Sala-i-Martin 2000). Finally, several of the variables included in
the x vector are fixed effects that cannot be modified; if these vari-
ables were actually long-run determinants of growth, convergence

4. The model that uses cross-sectional observations includes the following x
variables (signs on the coefficients associated with the variables are in parentheses):
life expectancy in 1960 (+); equipment investment (+); years of open economy (+); a
rule of law index (+); a dummy variable for sub-Saharan African countries (-); and
the fraction of people that profess the Muslim (+), Confucian (+), and Protestant (-)
religions. The model that uses panel data was estimated using fixed effects and the
following x variables: investment-to-GDP ratio (+); growth rate of the population (-):
ratio of exports plus imports to GDP (+); ratio of liquid liabilities to GDP (-): inflation
rate (-); and ratio of government consumption to GDP (-).
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Table 2. Tests for Conditional Convergence?

Variable or summary statistic Cross-section Pooled data
N -0.0154 —0.0456
(0.0028) (0.0062)
Adjusted R? 0.811 0.181
Number of countries 79 85
Number of observations 79 2,552

a. Standard errors consistent with heteroskedasticity are in parentheses.

would never be achieved (even with J < 0).5

Durlauf and Johnson (1995) suggest that cross-sectional growth be-
havior may be determined by initial conditions. They explore this hy-
pothesis using a regression tree methodology, which turns out to be a
special case of a threshold regression (Hansen, 2000). The basic idea is
that the level of per capita GDP on which each country converges de-
pends on some initial condition (such as initial per capita GDP), such
that some countries converge on one level and others on another, depend-
ing on this characteristic. A common specification used to test this hy-
pothesis considers a modification of equation 1 that takes the form

_lz;+dy te if yio <A
i~

122 +Jd,Y0 € ify 3 A’ “)

where A is a threshold that determines whether country i belongs to the
first or the second “club.” In this case, convergence would not be achieved
by the sample as a whole, but it would be by members of each group.

If equation 4 were the actual data-generating process, results such
as those in table 1 could be easily motivated: if two regimes are present,
with each regime converging to a different state and at a different
rate, then estimations based on a single regime might produce a non-
significant estimate for the convergence parameter. On the other hand,
equation 4 states that if the threshold variable (in this case, initial
per capita GDP) is correlated with some of the x variables included in
equation 3, results such as those reported in table 2 are likely to be

5. A curious example of such a variable is absolute latitude, which measures
how far a country is from the Equator. When statistically significant, its coeffi-
cient is usually positive, implying that one way to enhance growth would be for a
country to move its population toward the North or the South Pole.
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encountered, even if the x variables are not (necessarily) determi-
nants of long-run growth. Equation 4 has an unequivocal implica-
tion, however, in terms of the distribution of per capita GDP across
countries: if the parameters that characterize each regime are differ-
ent, a threshold process should be consistent with a bimodal distribu-
tion for Iny.

Quah (1993, 1997) notices that relative per capita GDP (defined as
the ratio of the per capita GDP of country i to average world per capita
GDP, represented here by, ) displays such bimodality. He conjectures
that if convergence clubs were present, even if the unconditional distri-
bution of initial per capita GDP were unimodal, the existence of such
clubs would imply that countries would not converge to a degenerate
distribution in the long run (as absolute convergence would seem to
imply). Rather, one group may converge to one level of per capita GDP
and another group to another, in which case twin peaks would arise.

Figure 2 presents kernel estimators of the unconditional density of
relative per capita GDP in 1960 and 1995. Consistent with Quah’s claim,
twin peaks are present in 1995; a bimodal distribution also appears to
be present in 1960, however. If Quah is right, rich countries will con-
verge to one distribution, while initially poor countries will never be
able to catch up, converging instead to a distribution with a perma-
nently lower per capita GDP. On the other hand, figure 3 presents
surface and contour plots of the log of relative per capita GDP, which
shows that a bimodal joint density does indeed appear to be consistent
with the data. Given that the initial distribution is also bimodal, it is
difficult to assess whether the bimodal distribution of 1995 is due to the
presence of twin peaks or to the persistence of the per capita GDP level.

2. A MobEL wiTH ABsoLUTE CONVERGENCE

This section presents a simple exogenous growth model in which
absolute convergence holds and then asks whether the tests for conver-
gence presented in the previous section would be robust. That is, if
time-series realizations were generated using a model in which conver-
gence holds, would tests for convergence find convergence? Simply put,
the models that I discuss imply that countries should converge to a
stationary distribution, that countries with initially lower GDP should
grow faster, and that twin peaks should not be present in the long run.
To clarify concepts, | now present the type of model to be used, describe
its properties and the data-generating process that Iny would obey, and
ask whether the tests discussed in the previous section are really tests



Figure 2. Densities of Relative per Capita GDP
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Figure 3. Surface and Contour Plots of Log of Relative per
Capita GDP
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for convergence. The model considers a representative, infinitely lived
household that maximizes

¥
Up = Eoé b'L, Inc, ,

t=0

where 0 < b < 1 is the subjective discount factor, ¢, (= C,/L,) is per
capita consumption, and E, is the expectations operator conditional on
information available for period t.° There is no utility from leisure, and
the labor force is equal to L. Utility is maximized with respect to per
capita consumption and the per capita capital stock, k., subject to the
budget constraint:

K., +C, =e"K? g(1+| ) L[gl_a +(1-d)K,

where a is the compensation of capital as a share of GDP. In this
economy, technological progress is labor augmenting and occurs at the
constant rate, | . Note that production is affected by a stationary pro-
ductivity shock, z,. Itis straightforward to show that capital and con-
sumption per unlt of effective labor, kt and¢,, are stationary.” In fact,
one can transform the above economy to a stationary economy and
obtain exactly the same solutions for |2( and¢, . Such an economy can be
characterized by the following maximization problem:

maangJ1+I gthInCt’ ©)
subject to
(1+ht+1)(1+|)|21+1+Ct:e2||2ta+(1_d)|2t' (6)

where h, is the rate of population growth for period t.
Given that this model is used to compare the dynamics of different
economies, | include a simple channel to induce correlation between

6. Lower case letters denote per capita values, upper case totals, and a hat
above a variable denotes that the value is per unit of effective labor.

7.k =k/(1+1) and ¢ =c/(L+1)
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each economy'’s income (following den Haan, 1995). Specifically, I ob-
tain correlated incomes by assuming that the law of motion of technol-
ogy shocks in country i can be written as

Ziy =1 Zj + e € = (1_f )Vt +fWit ’ (7)

where v, and w;, are independent N (0, s?) random variables (for i = v, w).
Iff is equal to zero, all countries face the same aggregate shock; if f is
equal to one, each country faces only an idiosyncratic shock.

Fully characterizing the model requires taking a stance on the rate
of population growth. Here | consider the case in which fertility is exog-
enous and has the following law of motion:

In(L+h,)=h(1-t)+tin(L+h,,)+n,, ®)

where n is an independent N(0, s? ) random variable.

Once values for the preference and technology parameters are cho-
sen, this dynamic programming problem can be solved using numeri-
cal methods to generate artificial realizations of the variables of inter-
est. Here, | am interested in generating realizations of per capita GDP
for several samples of countries and applying the convergence tests
discussed in section 1. As shown below, this model implies convergence
(in a specific sense defined below). The goal is to evaluate how likely it
is for the tests to conclude otherwise, even though the main feature of
this model is that countries converge.

3. CoNVERGENCE TESTS AND THE MODEL

To understand whether the tests discussed in section 1 are useful
in testing for convergence, | tailor the model to instances in which a
closed-form expression for the data-generating process of the log of per
capita GDP is available. This simplification imposes a very rigid struc-
ture on the theoretical model and makes it harder for its realizations to
present the features that are considered signs of rejection of the abso-
lute convergence hypothesis.

If d =1, an analytical expression for the capital stock policy func-
tion is available and is expressed as

Ink,, =In(ab)—In(1+1)+Iny,, ©)

where 9, = e*k? is GDP per unit of effective labor.
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Because In §, can be expressed as

9, =z +alnk, (10)

we can substitute equations 7 and 9 into equation 10 to obtain a simple
expression for 9, :

Inyg, :A+(a+r)|nyit—1_ar Ny, ,+&., 11)

where A =a(1-r) [In(ab) - In(1 + |)]. Because §, (1+I )t =y, (from
above), one can use equation 11 to obtain a compact representation of
the data-generating process of per capita GDP, as follows:

Iny, =B+Dt+(a+r)Iny,, —arlny, , +e,, (12)

where B and D are constants.®

Four features of equation 12 are worth mentioning. First, as is
typical of exogenous growth models, per capita GDP is trend station-
ary.? Second, given that the technology shock follows an AR(1) pro-
cess, Iny follows an AR(2) process.1® Third, even without exogenous
growth (I =0), an AR(1) process for Iny such as equation 2 is consis-
tent with equation 12 only if white-noise technology shocks (r = 0)
are present. Finally, this model suggests that convergence on growth
rates and GDP levels should eventually be achieved. The type of con-
vergence on GDP levels depends on the characteristics of the aggre-
gate and idiosyncratic shocks that are present in equation 7. In par-
ticular, if the only source of variation in technology shocks is the
aggregate shock (f = 0), all countries should eventually converge on
the same per capita GDP, independent of their initial conditions and
independent of the persistence of z. On the other hand, if at least part
of the variation in technology shocks is due to the idiosyncratic com-
ponent (f > 0), then per capita GDP will converge to a nondegenerate
distribution that does not display a mass point. In other words, Iny
will converge to a normal distribution with positive variance, in which

8. More precisely, B=a(1-r)In(ab)+r (1-a)ln(1+l ) and D =(1-a)(1-r)In(1+l).

9. In fact, a case for divergence can only be made when Iny has a unit root,
which requires either r = 1 (a unit root in the technology shock) or a =1 (a model
of endogenous growth of the AK type).

10. In general, if the productive shocks follow an AR(j) process, In y follows an
AR(j + 1) process.
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Figure 4. Distribution of J from Absolute Convergence Tests
with I.1.D. Shocks?
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a. Estimates obtained from 2,000 artificial samples for one hundred countries.

case the probability of observing identical levels of y is zero.
Next, | focus on the implications of different parameterizations of
equation 12 for the convergence tests discussed in section 1.

3.1 Independently and Identically Distributed Shocks
An absolute convergence test such as equation 2 is correctly speci-

fied only when the technology shocks are independently and identically
distributed (i.i.d.). In that case equation 12 reduces to

Iny, =aln(ab)+(1-a)In(1+1 )t+alny,, +e,. (13)
Independent of the initial distribution of per capita GDP and popu-

lation growth rates, j in equation 2 consistently estimates the coeffi-
cienta — 1, and convergence should occur.?

11. That is, J should be negative and statistically different from zero, provided
that 0 < a <1. Of course, equation 2 should also include a deterministic trend.
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Figure 4 presents the empirical distribution of J , computed from
artificial samples of countries. Each sample consists of a hundred coun-
tries, and the initial per capita GDP is obtained from bootstrapping
realizations of per capita GDP in 1960. Based on these initial condi-
tions, values of Iny,, are simulated from equation 13 for a thirty-six-
year period. Finally, for each sample an estimate for J was obtained by
running a regression like equation 1.12 The probability of obtaining
estimates of J consistent with the results from section 1 is, of course,
zero, because even if the distribution of per capita GDP in 1960 is con-
sidered as the initial condition, i.i.d. shocks with realistic figures for a
are unable to produce enough persistence in Iny.

Furthermore, the precise nature of absolute convergence is dictated
by f.Iff =0, then in the long run countries converge (in probability) to
the same per capita GDP, whereas if some shocks are idiosyncratic, per
capita GDP converges to a nondegenerate distribution in the long run.

Figures 5 and 6 reveal another characteristic of i.i.d. productivity
shocks: even when they begin with a bimodal distribution for initial
per capita GDP, the bimodality quickly disappears because y is not
persistent enough. In fact, after thirty-six years, per capita GDP would
not feature twin peaks. Thus, i.i.d. shocks are inconsistent with the
evidence reported on section 1.

3.2 Persistent Shocks

If the unrealistic setup of i.i.d. technology shocks is abandoned, Iny
can be made significantly persistent by choosing a value of r close to
one. Persistence of technology shocks is routinely invoked in the litera-
ture on real business cycles, and it is broadly consistent with key styl-
ized facts of modern economies. Once persistence in Iny is obtained
without having to resort to unrealistic values of a, the conclusions re-
garding i.i.d. shocks change radically.

Remember that the law of motion of the univariate representation
for Iny,, is expressed by equation 12; that s,

Iny, =B+Dt+(a+r)Iny,, —ariny, , +e,.

Convergence tests such as equation 2 are clearly misspecified. Fur-
thermore, as demonstrated by den Haan (1995), the estimated value of

12. The parameter values for this model were set as follows: a = 0.35, b =0.96,
I =0, f =1, ands? = 0.052



Figure 5. Densities of Relative per Capita GDP with 1.1.D.
Shocks?
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a. Empirical densities for an artificial realization of one hundred countries.

Figure 6. Surface and Contour Plots of Log of Relative per
Capita GDP for 1.1.D. Shocks?

a. Results for an artificial realization of one hundred countries.
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J in equation 1 is inconsistent and biased toward zero. In other words,
even if the model implied convergence, the estimated value of J is bi-
ased toward the rejection of this hypothesis. Furthermore, using pooled
observations in equation 2 shows that

Jvnmey -1 _f-a)it-r)
l+ar '

wherey = (a +r)/ (1 + ar) is the first-order autocorrelation of Iny. This

implies that the more persistent the technology shocks, the closer the

probability limit of J will be to zero.

Figure 7 presents an exercise similar to that reported in figure 4
for the i.i.d. case. Here | consider exactly the same parameterization,
but I now set r = 0.97. The difference is that even when the model
implies convergence, the results of estimating equation 1 by
bootstrapping the initial distribution of Iny that was observed in 1960
presents a nonnegligible probability (11 percent) that the estimated
coefficient would indeed be positive (implying divergence).

Furthermore, as figure 8 reveals, persistent technology shocks can
replicate a bimodal joint distribution of the initial log of per capita GDP
(consistent with that observed in 1960) and the figures that would be
obtained thirty-five years later. Because initial conditions do not dissi-
pate as fast as in the i.i.d. case, an initially bimodal distribution would
persist even over long periods. Thus bimodality in the short run is not
inconsistent with a model that displays convergence in the long run.

In summary, persistent technology shocks can be broadly consis-
tent with the evidence reported in section 1, in the sense that what-
ever the initial conditions of the distribution of per capita GDP, they
fade slowly. In particular, this simple model, which displays conver-
gence to a unimodal distribution in the long run, is consistent with
twin peaks in the distribution of per capita GDP, even over relatively
prolonged horizons.

3.3 The Model and Conditional Convergence

Once persistent shocks are allowed, even the simplest of the exog-
enous growth models can display several of the features that are con-
sidered evidence of divergence or club convergence. Given an initially
bimodal distribution of the log of per capita GDP, therefore, persistence
by itself could generate an illusion of bimodality for prolonged periods.



Figure 7. Empirical Density of Absolute Convergence Tests
with AR(1) Shocks?
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a. Empirical distribution of the J coefficients obtained with 2,000 artificial samples for one hundred countries.

Figure 8. Surface and Contour Plots of Log of Relative per
Capita GDP for AR(1) Shocks?

a. Results for an artificial realization of one hundred countries.
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However, the models just described are not consistent with evi-
dence of conditional convergence. A few lags added to an equation like
equation 2 would become sufficient statistics for Iny, and no other vari-
able in the econometrician’s information set should be informative. The
results of conditional convergence (statistically significant x variables)
can still be found when a misspecified law of motion for Iny is consid-
ered. In particular, if some x variables are correlated with the initial
distribution of y, models that do not include as many lags of the vari-
able as necessary can easily be found to be significant.

Furthermore, the models discussed above are among the simplest
that can be generated from the theoretical model. In models in which
population growth rates can be determinants of Iny (such as those de-
scribed in Chumacero, 2002), the exclusion of Iny from growth regres-
sions could generate results consistent with conditional convergence,
provided that technology shocks and population growth are persistent
and that the chosen x variables correlate with initial conditions. In
fact, as stressed in section 1, most of the supposedly robust x variables
that are included in growth regressions are both persistent and strongly
correlated with initial conditions.

If the economy is better characterized using parameters that do not
allow for an analytical solution for the law of motion of Iny, equations 1
and 2 can, at best, be viewed as linear approximations. The more non-
linear the model, the more inaccurate this approximation will be, and
any omitted nonlinear terms may be approximated by any x variable
that is correlated with the initial conditions.

4. CoNCcLUDING REMARKS

This paper takes issue with interpretations of cross-country growth
models that contend that the convergence hypothesis is strongly re-
jected by the data. It shows that even the simplest exogenous growth
model that in the long run displays absolute convergence can present
several features that such studies argue to be evidence against conver-
gence. In particular, if persistent and moderately volatile productivity
shocks are allowed, exogenous growth models can display features such
as bimodality and asymmetries in the unconditional distribution of rela-
tive per capita GDP. Furthermore, there is a nonnegligible probability
that misspecified econometric models will reject absolute convergence
even when it is present.

Persistence of technology shocks is not enough to generate these re-
sults, however. In this case persistence implies that initial conditions
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will eventually dissipate, and if bimodality is present in a given period,
it will not dissipate for long periods.

The paper also presented simple (and realistic) variations of the mod-
els, which ultimately imply convergence, and showed how they can be
made consistent with conditional convergence results. This occurs when
the chosen determinants of growth are correlated with initial conditions
and when the models being tested are misspecified (with an incorrect
law of motion of per capita GDP or omission of nonlinearities).

Finally, the paper does not explain the initial bimodality that seems
to be present in the data. Apparently relevant policy variables in condi-
tional convergence regressions may have something to do with this.
McGrattan and Schmitz (1999) argue that distortionary policies are at
fault. If so, the model presented here implies that convergence to an
ergodic distribution of per capita GDP should be achieved if these poli-
cies also converge.
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QUANTITY AND QUALITY
oF Economic GRowTH

Robert J. Barro
Harvard University

Most cross-country studies of economic growth, including my ear-
lier research, focus on the determinants of narrow economic variables.
The variables most often studied are the growth rate of per capita gross
domestic product (GDP) and the ratio of investment to GDP.

In this study, my focus is on the determination of quality dimen-
sions of economic development. By quality, | mean factors such as life
expectancy, fertility, environmental conditions, income inequality, and
aspects of political institutions. The political dimensions that I con-
sider are democracy in the sense of electoral rights, maintenance of the
rule of law, and the extent of official corruption. I also look at the deter-
minants of crime, measured by murder rates.

Religiosity, which is a key element of a nation’s culture, can be viewed
as another quality dimension of economic development. The last section
thus examines how religiosity typically behaves during the process of
economic development. To carry out this analysis, | use recently gener-
ated international data on church attendance and religious beliefs.

1. Economic GROWTH

Previous cross-country research reveals a number of empirical regu-
larities concerning the determination of economic growth. For given
policies and institutions and for given starting levels of human capital,
a country tends to grow faster per capita if it starts with a lower per
capita GDP. This pattern is known as conditional convergence, that s,

| have benefited from comments by José de Gregorio and Norman Loayza.
This research was supported in part by a grant from the National Science Foundation.

Economic Growth: Sources, Trends, and Cycles, edited by Norman Loayza
and Raimundo Soto, Santiago, Chile. © 2002 Central Bank of Chile.
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the poor tend to converge toward the rich if policies and institutions are
held constant. However, the strong tendency for rich countries to have
better policies and institutions (which explains their being rich) elimi-
nates the convergence tendency in an absolute or nonconditional sense.

The cross-country research isolates some specific measures of poli-
cies, institutions, and initial human capital that are systematically
related to subsequent growth. For a given initial per capita GDP, growth
tends to be fostered by higher starting levels of education and health,
lower fertility, better maintenance of the rule of law, smaller govern-
ment consumption, greater openness to international trade, lower in-
flation, and a higher propensity to invest. Growth is also stimulated by
improvements in the terms of trade.

Table 1 illustrates these kinds of results for eighty-four countries
with available data. The system is estimated as a panel, where the
dependent variable is the growth rate of per capita GDP over the peri-
ods 1965-1975, 1975-1985, and 1985-1995.1 The coefficients are esti-
mated from instrumental variables as an attempt to isolate the effects
from the explanatory variables on the growth rate. The instruments
are mainly lagged values of the regressors. Different intercepts are
estimated for each time period.

In system 1, the estimated coefficient on the log of per capita GDP
at the beginning of the period equals —0.030 and is highly significant.
This coefficient means that the estimated rate of conditional conver-
gence is around 3 percent per year.

One result related to initial human capital is a marginally sig-
nificant positive coefficient for the average years of school attainment
of adult males. Also significantly positive is the log of life expectancy
at birth; improved health is thus a component of human capital that

1. The GDP data are the purchasing-power-parity (PPP) adjusted values re-
ported by Summers and Heston in their Penn World Table version 5.6, available at
www.nber.org; see Summers and Heston (1991) for a general discussion. Most of
the other data have been discussed in previous research; see, for example, Barro
(2000). The results are similar in most respects for a system with seven five-year
periods: 1965-1970, ..., 1995-2000. The fits of the equations are much poorer in
the five-year system, suggesting that much of economic growth over short inter-
vals is dominated by forces—business cycles—that are unrelated to the mostly
longer-term determinants of growth considered in table 1. However, the esti-
mated standard errors of the coefficients tend to be slightly smaller in the five-
year system, suggesting that a little more information about long-term growth
effects is generated by observing the data at a somewhat higher frequency. The
largest change occurs for the inflation rate, which has an estimated coefficient
that is statistically significant and about three times as large in magnitude in the
five-year system as in the ten-year system shown in table 1.
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predicts subsequent growth. A significantly negative growth effect
appears for the log of the total fertility rate. Hence, there seems to be
a tradeoff between a higher rate of population growth (determined in
the long run, in particular, by the fertility rate) and the growth rate
of per capita output.

A significantly positive effect on growth shows up for a subjective
indicator of the maintenance of the rule of law. This variable (mea-
sured on a [0,1] scale, with a higher variable being more favorable) is
the one provided in the International Country Risk Guide, published
by the international consulting service Political Risk Services.? The
indicator is intended to gauge the extent of law and order and the na-
ture of the legal and judicial systems.

Also significantly positive for growth is a measure of international
openness.2 The government consumption ratio is significantly nega-
tive, and the inflation rate is negative but only marginally significant
(see footnote 1).* The investment ratio and the growth rate of the terms
of trade (export prices relative to import prices) also have significantly
positive effects.

The remaining columns of table 1 show the effects of the introduc-
tion of additional explanatory variables as determinants of economic
growth. System 2 adds the average years of school attainment of adult
females at the start of the period. The estimated coefficient is negative
and marginally significant. If years of primary schooling are also added,
then the point estimates are negative for male primary and positive for
female primary, but neither coefficient is statistically significant. Dis-
cussions of these kinds of effects from initial levels of schooling appear
in Barro (1999).

Some previous research considers growth effects of democracy, mea-
sured by subjective indicators from Freedom House of electoral rights
and civil liberties. These variables, available on the Internet at
freedomhouse.org, are considered in addition to the indicator for main-
tenance of the rule of law. If the electoral rights variable is added to the
system for growth, then its estimated coefficient (0.0083, s. e. = 0.0072)

2. Since this indicator is available starting only in 1982, later values of the
variable are allowed to influence earlier values of economic growth. The rationale
is that rule of law tends to persist substantially over time, so that later values may
be satisfactory proxies for earlier ones.

3. This variable is the ratio of exports plus imports to GDP, filtered for the
usual relation of this ratio to country size (measured by the logs of population and
area).

4. The government consumption ratio is based on the standard measure of
government consumption less outlays on defense and education.
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is positive but statistically insignificantly different from zero. How-
ever, the inclusion of a quadratic term in the electoral rights measure,
as in system 3 of table 1, indicates that growth is first increasing and
subsequently decreasing in the extent of democracy. Similar results
apply to the indicator for civil liberties. This kind of relation has been
discussed in Barro (2000).

Other research has focused on the growth effects from official cor-
ruption. System 4 of table 1 adds a subjective indicator of corruption,
again constructed by Political Risk Services. (The variable is defined
on a [0,1] scale, with a higher number signifying a more favorable
environment, that is, less corruption.) The estimated coefficient on the
corruption variable is indistinguishable from zero. A possible interpre-
tation for a nonpositive effect is that corruption can be favorable to
growth by inhibiting the enforcement of poor laws and regulations.
Note also that the effect of official corruption is estimated while holding
fixed the measure of rule of law. If the rule of law variable is omitted,
the estimated coefficient on corruption becomes larger and marginally
significant (0.0103 [0.0061]).

System 5 of table 1 adds the country’s murder rate (number per year
per 100,000 inhabitants); the data are those used by Fajnzylber,
Lederman, and Loayza (2000). As these authors point out, the murder
data have more consistency across countries and over time than do alter-
native measures of violent or total crime. However, the murder rate is
statistically insignificant for growth. The rule-of-law variable—which is
related to the crime rate through the consideration of “law and order”—
becomes more significant when the murder rate is added. The inclu-
sion of the murder variable also has a substantial negative effect on the
sample size, however, so the systems of columns 1 and 5 are not di-
rectly comparable.

System 6 shows that economic growth is not closely related to the
extent of income inequality, as gauged by a standard measure, the Gini
coefficient, obtained from Deininger and Squire (1996). As with the
murder rate, the inclusion of the Gini variable substantially lowers the
sample size. Further analysis of the interplay between growth and in-
equality is contained in Barro (2000).

I also consider the growth implications of different religious de-
nominations. | use here an eight-way breakdown of adherence among
persons professing some religion: Catholic, Muslim, Protestant, Hindu,
Eastern religions (including Buddhist), Orthodox, Jewish, and other
religions. The data are from Barrett (1982). | arbitrarily omitted the
Catholic fraction as a normalization and then considered the effects on
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growth from the fractions affiliated with the other seven denominations.
With the other explanatory variables shown in table 1 held constant,
this religious breakdown is insignificantly related to growth. (The p value
for the hypothesis that the seven coefficients all equal zero is 0.42.)

System 7 in the table shows the results when only the Muslim
denomination fraction is added to the system. This result may be of
special interest because the Muslim variable turns out to be systemati-
cally related to some other variables considered later. System 7 shows
that the estimated coefficient on the Muslim variable is insignificantly
different from zero. Hence, at least when initial income, schooling, fer-
tility, rule of law, and so on are held constant, the extent of Muslim
adherence does not matter significantly for growth.

I also examine the growth implications of a country’s former colo-
nial status. Four variables—dummies for whether a country is a former
colony of Britain, France, Spain or Portugal, and another ruler—are
jointly insignificant for growth. The p value here is 0.55. A country’s
colonial history thus is not systematically related to its growth perfor-
mance, at least when per capita GDP and the other explanatory vari-
ables are held constant.

System 8 of table 1 adds the log of population as a country scale
variable. (With the log of per capita GDP already included, the results
would be the same if the log of GDP were entered.) The result is that
country size is insignificantly related to growth. That is, with the other
explanatory variables held fixed, large and small countries grow at
roughly the same per capita rate.

Systems 9 and 10 consider World Bank measures of environmental
conditions. System 9 includes a measure of air pollution—the log of the
per capita quantity of industrial emissions of carbon dioxide. Although
carbon dioxide emissions are a standard measure of environmental con-
ditions, particularly in discussions of the greenhouse effect, the rela-
tion of these emissions to air quality as ordinarily understood is not
obvious. Further, the variable measures emissions, not concentrations
in the atmosphere in a particular location. In any event, the estimated
coefficient on the carbon dioxide variable in system 9 is negative but
statistically insignificant.

System 10 includes a measure of water pollution, namely, the log of
the per capita quantity of emissions of organic water pollutants (as mea-
sured by their biological oxygen demand, or BOD). Again, the variable
refers to emissions not to water quality in a particular location. The
World Bank data on water pollution are available only since 1980; there-
fore, the sample size is substantially curtailed. The estimated coefficient
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of this variable in system 10 is negative but statistically insignificant.
Hence, there is no evidence that the state of the environment—as gauged
by these concepts of emissions of air and water pollutants—is related to
economic growth in a statistically reliable way.

2. PoLiTicaL AND SocliAL VARIABLES

The empirical findings in the preceding section indicate that a num-
ber of social, political, and institutional variables are important for the
determination of economic growth. Many of these variables tend them-
selves to evolve during the process of economic development. Some of
these changes—such as rises in health indicators, reductions in fertil-
ity rates, and expansions of democracy—have been described as im-
provements in the quality of economic growth. (The identification of
diminished fertility with improved quality is common but surely debat-
able.) This quality dimension contrasts with the quantity of economic
growth, as measured by increases in per capita GDP.

Interestingly, the associations of some of the social and political vari-
ables with economic development have been given familiar names in
various research literatures. For example, the Aristotle-Lipset hypoth-
esis (see Aristotle, 1932; Lipset, 1959) states that democracy tends to be
enhanced by economic growth, particularly by expansions of income and
education. This hypothesis is sometimes extended to legal and criminal
institutions, measured, for example, by the maintenance of the rule of
law. It is sometimes also argued that greater income inequality decreases
the prospects for sustaining democracy and the rule of law.

The association of income inequality, say, the Gini coefficient, with
economic development is usually expressed in terms of the Kuznets
curve. In this case, the hypothesis is that inequality will first rise
and later fall as per capita income increases. In a previous study
(Barro, 2000), I discuss the cross-country evidence on this topic, ar-
guing that the Kuznets curve is present in the panel data for a large
number of countries.

Grossman and Krueger (1995) observe an analogous Kuznets curve
for indicators of air and water pollution. That is, they find, as an aver-
age tendency, that these pollution indicators first rise and subsequently
decline with per capita GDP. My analysis considers measures of emis-
sions of air and water pollutants, rather than direct measures of condi-
tions of air and water, as used by Grossman and Krueger. For the
emissions variables, no Kuznets curve appears, that is, the quantities
emitted rise monotonically with economic development.
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In the sociology of religion, a famous idea—called either the secu-
larization hypothesis or the modernization hypothesis—is that people
become less religious as they become richer and better educated (see
Martin, 1978, for a general discussion). This hypothesis is sometimes
based on the idea that religion is primarily superstition; more educated
people—who are presumably more influenced by science and rational
thinking—are thus less likely to follow religious practices. On the other
hand, more educated people may also have a greater capacity for ab-
straction and, therefore, a higher propensity to accept spiritual con-
cepts that cannot be directly observed or verified. In any event, a re-
cent literature, including Finke and Stark (1988) and lannaccone (1991),
argues that the secularization hypothesis conflicts with the cross-coun-
try data on church attendance and religious beliefs. In a later section,
I present some preliminary results on the relation of religiosity mea-
sures to economic development.

Some of the other explanatory variables used in table 1—most no-
tably life expectancy and fertility rates—are particularly closely re-
lated to per capita GDP and education. It is surprising that the rela-
tionships of these variables with economic development do not yet have
famous names.

Table 2, carried out in the spirit of Bill Easterly’s analysis in Life
During Growth (Easterly, 1999), looks at the relation to economic de-
velopment of some of the social, political, and institutional factors that
were viewed as independent variables in table 1. In each case, the right-
hand-side variables in table 2 include three basic measures of economic
development—the log of per capita GDP, a measure of years of educa-
tion, and the rate of urbanization. Also included is the Muslim denomi-
nation fraction; as mentioned before, this measure of religious adher-
ence has interesting interactions with some of the political and social
variables. The second specification in each case adds the Gini coeffi-
cient as a measure of income inequality. (Again, the inclusion of this
variable substantially reduces the sample size.)

The results in table 2 bring out empirical associations between the
various social and political indicators and the extent of economic devel-
opment, as gauged by per capita GDP and the other right-hand-side
variables. Although these associations seem interesting as summaries
of regularities in the development process, | cannot claim that the find-
ings establish clear patterns of causation. For example, a rise in per
capita GDP is estimated to be positively associated with life expectancy
in table 2, while table 1 implies that higher life expectancy raises eco-
nomic growth and, hence, increases subsequent levels of per capita
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GDP. These two directions of causation are mutually compatible and
are likely both valid, but the present econometric analysis is inadequate
for sorting out the exact patterns. The results in table 2 (and table 1)
should be interpreted subject to these caveats.

Each system shown in table 2 is estimated as a panel using the
seemingly unrelated, or SUR, technique. This procedure allows the
error terms to vary over the time periods and to be correlated over
these periods.

To illustrate the timing between the dependent and independent
variables, in column 1, the dependent variable is the log of life expect-
ancy at birth, observed at seven points in time: 1970, 1975, 1980, 1985,
1990, 1995, and 1998. The independent variables include prior values
of the development variables: the log of per capita GDP (for 1965,
1970,...), the school attainment measure (for 1965, 1970,...), and the
urbanization rate (for 1965, 1970,...). The Muslim denomination vari-
able applies around 1970 for the first two equations and around 1980
for the others. The Gini coefficient, where it is included, applies around
1970 in the first two equations, 1980 for the next two, and 1990 for the
last three. The precise dating for the dependent and independent vari-
ables—and the number of equations—in each system varies, as indi-
cated in the notes to table 2.

The three development indicators have highly significantly posi-
tive coefficients for explaining life expectancy at birth in column 1 of
table 2. In this case, schooling is represented by primary education.
The addition of years of schooling at the secondary and higher levels
does not add to the explanatory power for life expectancy. The main
inference from these results is that, not surprisingly, improved life
expectancy typically accompanies economic development. The Muslim
denomination variable is insignificant in this system.

In column 2, the Gini coefficient has a significantly negative coeffi-
cient. That is, for a given per capita GDP and so forth, average life
expectancy tends to be lower when income is more unevenly distributed.
In comparison with column 1, the urbanization variable is much less
important, and the Muslim fraction becomes significantly negative.

Columns 3 and 4 take the log of the total fertility rate as the
dependent variable. In this case, the adult educational attainment
variables that have the most explanatory power are primary school-
ing distinguished by males and females. The development indicators
are, in this case, strongly negatively related to fertility. Moreover, in
column 3, female primary schooling is substantially more important
than male schooling.
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In column 4, the Gini coefficient is significantly positive—that is,
greater inequality goes along with a higher economy-wide fertility rate.
With the Gini coefficient held constant, the negative effects of male and
female primary education are now of similar magnitude. The Muslim
religion fraction is significantly positive in systems 3 and 4. That is,
even with per capita GDP and the other variables held constant, a
higher value of the Muslim denomination fraction goes along with higher
fertility.

Systems 5 and 6 look at electoral rights as a measure of democ-
racy. The estimated coefficients of the log of per capita GDP are sig-
nificantly positive, thereby supporting the Aristotle-Lipset hypoth-
esis. The urbanization variable is not important here. Years of pri-
mary schooling have the main explanatory power related to educa-
tion, and this variable is significantly positive in column 5. The vari-
able is insignificant in column 6, however, when the Gini coefficient
is held constant (and where the sample size is altered to reflect the
availability of data on inequality). The Gini coefficient is itself insig-
nificant in column 6—that is, the results fail to support the idea that
greater equality of income reinforces the tendency toward democracy.
The Muslim variable is significantly negative in columns 5 and 6.
Hence, even with per capita GDP and the other explanatory variables
held constant, a higher value of the Muslim variable is associated
with less democracy.

The results for the rule of law in columns 7 and 8 are similar with
respect to the effects of the log of per capita GDP. However, primary
schooling now plays no special role, and the total years of schooling is
the education variable with the most explanatory power. This suggests
that basic education is important for maintaining electoral rights (in
system 5), whereas broader education plays more of a role in sustain-
ing law and order and a functioning legal system (in system 7).

The urbanization rate is significantly negative for the rule of law in
column 7—this finding may reflect an adverse influence of urbaniza-
tion on law and order. Also, in contrast with the results for democracy
in columns 5 and 6, the Muslim fraction is insignificant for explaining
the rule of law in columns 7 and 8. This finding is noteworthy because
the rule-of-law variable tends to have a positive effect on economic growth
(in table 1), whereas the level of democracy lacked a clear relationship
with growth. On this count, then, a larger Muslim fraction might make
democracy less likely without impeding the growth process.

The Gini coefficient has a significantly negative coefficient for ex-
plaining the rule of law in column 8. Thus, although greater inequality
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did not seem to impair the sustainability of electoral rights, it does
seem to hinder the maintenance of the rule of law (perhaps by making
it more difficult to sustain law and order).

Columns 9 and 10 deal with the indicator for official corruption
(where, again, a higher value signifies less corruption). These results
are broadly similar to those for the rule of law in columns 7 and 8,
although the positive effects for the log of per capita GDP are weaker in
the case of the corruption variable. One other difference is that the
estimated coefficient on the urbanization rate is essentially zero in col-
umn 9—that is, in contrast with the tendency for urbanization to go
along with weaker rule of law, there is no relationship with the extent
of official corruption. Moreover, in column 10, where the Gini coeffi-
cientis held constant, the estimated coefficient of the urbanization rate
is positive. The estimated negative coefficient on the Gini variable in
column 10 is weaker than it was in column 8.

For the murder rate in columns 11 and 12, one immediate observa-
tion is that the fit is very poor. That is, economic development overall
explains little of the observed variations in murder rates (and, presum-
ably, in crime rates more broadly). Surprisingly, the estimated effect of
per capita GDP is positive and even marginally statistically significant
in column 11. The greatest explanatory power comes in column 12
from the Gini coefficient. As stressed by Fajnzylber, Lederman, and
Loayza (2000), murder rates are much more related to the degree of
income inequality (positively) than to the level of per capita GDP. This
result makes sense from the standpoint of incentives for crime—which
relate in the first instance to the difference in wealth between the vic-
tim and the perpetrator. The Muslim coefficient is significantly nega-
tive in column 11 but becomes statistically insignificant in column 12
when the Gini variable is included.

Columns 13 through 16 deal with the indicators for emissions of air
and water pollutants. For air pollution, the main result in column 13
is a positive influence of economic development on the per capita quan-
tity of industrial emissions of carbon dioxide. The estimated coefficient
on the square of the log of per capita GDP is significantly negative, as
in usual Kuznets curve relationships. However, even with primary
schooling and the urbanization rate held fixed (and these variables are
themselves strongly positively associated with per capita GDP), the
implied net marginal effect of per capita GDP on the dependent vari-
able is positive throughout the relevant range of the sample. Similarly,
in column 15, the indicator for emissions of water pollutants is increas-
ing in per capita GDP throughout the relevant range.



Quantity and Quality of Economic Growth

149

Table 3. Regression for Gini Coefficient?

Explanatory variable

1

Log (per capita GDP) 0.484 (0.091)
Log (per capita GDP) squared —0.0305 (0.0058)
Years of primary schooling —-0.0257 (0.0051)
Years of secondary schooling -0.0169 (0.0086)
Years of higher schooling 0.030(0.037)
Urbanization rate 0.029 (0.036)
Muslim fraction -0.052 (0.020)
Dummy for net income or expenditure data -0.073(0.011)
Dummy for individual data -0.021(0.010)
Summary statistics

Average R? 0.52

No. countries 89

No. observations 226

a. The system is estimated by the seemingly unrelated (SUR) method.
Standard errors are in parentheses. The Gini coefficient, from Deininger
and Squire (1996), is observed around 1960, 1970, 1980, and 1990. See
Barro (2000) for further discussion of these data. Constant terms (not
shown) are included for each time period.

These results on environmental variables differ markedly from those
reported by Grossman and Krueger (1995). The main differences likely
stem from my use of indicators of emissions of pollutants, whereas
Grossman and Krueger use direct observations of air and water condi-
tions. However, their data are much more limited in coverage by coun-
tries and over time.

Table 3 shows results with the Gini coefficient treated as the de-
pendent variable. A Kuznets curve shows up in that the estimated coef-
ficient on the log of per capita GDP is significantly positive, whereas
that on the square of the log of per capita GDP is significantly nega-
tive. The estimated coefficients imply that the marginal effect of per
capita GDP on the Gini coefficient turns from positive to negative when
the level of per capita GDP reaches roughly the sample average of $2,800
(in PPP-adjusted 1985 U.S. dollars).

The results in table 3 also show a significantly negative coefficient
for primary schooling, a marginally significant negative coefficient for
secondary schooling, and an insignificant positive coefficient for higher
schooling. The urbanization rate is insignificant. The table further
indicates that the estimated coefficient on the Muslim fraction is
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significantly negative. That is, a higher Muslim fraction goes along
with greater equality of income.

To summarize, economic development tends to be accompanied
by higher life expectancy (and, presumably, better health generally),
lower fertility rates, a higher propensity to democracy, and better
institutions in the form of enhanced rule of law and less official cor-
ruption. Development is also associated, however, with increases in
two standard measures of environmental pollution—per capita in-
dustrial emissions of carbon dioxide and organic water pollutants—
although these results do not necessarily imply the same positive
relationship between development and measures of air and water
guality. The association of the murder rate—and, presumably, crime
more broadly—with economic development is weak. Finally, the as-
sociation between development and income inequality is complex.
First, the estimated relation with per capita GDP is not monotonic;
as suggested by Kuznets, it first rises and later falls. Second, a rise
in primary education tends to lower inequality, but a rise in higher
education may increase inequality.

3. RELIGIOSITY

In recent research, | study the secularization hypothesis, that is,
the relation of economic development to religiosity. Table 4, which is
based on preliminary results reported in Barro and McCleary (2001),
shows some regression results with a measure of religiosity taken as
the dependent variable. The table encompasses five systems corre-
sponding to the different measures of religiosity—fraction of the popu-
lation attending church at least weekly (column 1), monthly church
attendance (column 2), fraction of the population believing in heaven
(column 3), fraction believing in hell (column 4), and fraction believ-
ing in an afterlife in column 5. (The actual form of each dependent
variable is a transformation of the original data; see the notes to table
4.) Each system consists of five equations corresponding to the religi-
osity survey data. The first system is for 1981 data from the World
Values Survey (WVS), which is described in Inglehart and others
(2000). The second system is for 1990 data from WVS. The third sys-
tem is for 1991 data from the International Social Survey Programme
(ISSP).5> The fourth system is for 1995 data from WVS, and the fifth
is for 1998 data from ISSP.

5. Available on the Internet at www.gesis.org/issp.



Table 4. Regressions for Church Attendance
and Religious Beliefs?

Dependent variable

Weekly church  Monthly church  Belief in  Belief in  Belief in
attendance attendance heaven hell afterlife
Explanatory variable? 1) 2) 3) 4) (5)
Log (per capita GDP) 0.08 0.09 -0.48 -0.45 -0.55
0.17) (0.17) (0.22) (0.19) 0.17)
Total years of education 0.265 0.238 0.231 0.204 0.128
(0.044) (0.040) (0.045) (0.043) (0.038)
Urbanization rate -2.00 -1.82 -1.74 -2.28 -1.21
(0.43) (0.40) (0.45) (0.44) 0.37)
Log (life expectancy) -9.70 -9.40 1.70 1.80 7.20
(2.0) (1.9) (2.9) (2.1) (2.0)
Population share -3.60 -5.70 —-14.90 -13.00 —-9.00
older than 65 (2.3) (2.1) (2.5) (2.3) (2.1)
Religious pluralism 1.40 1.10 0.95 0.97 -0.27
(0.40) (0.36) (0.39) (0.39) (0.33)
State religion (dummy) 0.61 0.64 0.84 0.49 0.11
(0.16) (0.15) (0.19) (0.17) (0.16)
State regulation -0.81 -0.72 -0.27 -0.05 -0.04
of religion (dummy) (0.15) (0.13) (0.14) (0.14) (0.12)
Communist regime -0.89 -1.17 -1.35 -1.30 -1.10
(dummy) 0.22) (0.21) (0.23) (0.22) (0.20)
ex-Communist regime 0.08 0.29 0.54 0.90 0.35
(in 1995, dummy) (0.20) (0.19) (0.24) (0.22) 0.21)
ex-Communist regime 0.26 0.43 0.37 0.57 0.44
(in 1998, dummy) 0.17) (0.14) (0.17) (0.18) (0.15)
ISSP data (dummy) -0.29 -0.16 0.11 0.38 0.12
(0.08) (0.08) (0.09) (0.09) (0.08)
Muslim fraction 0.51 -0.31 1.46 2.18 0.75
(0.37) (0.36) (0.43) (0.38) (0.36)
Protestant fraction -2.76 -2.28 -1.17 -1.23 -0.49
0.22) (0.22) (0.26) (0.24) (0.23)
Hindu fraction -2.04 -2.07 -2.75 -1.87 -1.49
(0.54) (0.51) (0.57) (0.52) (0.50)
Eastern religion fraction -3.53 -3.01 -1.34 -0.70 -1.01
(0.31) (0.28) (0.33) (0.32) (0.26)
Jewish fraction -1.99 -2.50 -2.00 -0.76 -1.03
(0.57) (0.50) (0.42) (0.45) (0.38)




Table 4. (continued)

Dependent variable

Weekly church  Monthly church  Belief in  Belief in  Belief in

attendance attendance heaven hell afterlife

Explanatory variable® 1) 2) 3) 4) (5)
Orthodox fraction =331 -2.08 -1.28 -0.73 -0.69

(0.32) (0.29) (0.31) (0.31) (0.26)
Other religion fraction -3.48 -3.95 0.91 -0.99 1.56

(0.89) (0.84) (1.09) (0.96) (0.90)
Summary statistics
Average R? 0.79 0.81 0.81 0.70 0.62
No. countries 51 51 50 50 50
No. observations 140 139 130 130 130

a. Estimation of each system is by the seemingly unrelated (SUR) method. Constant terms (not shown) are
included for each system (but do not vary over the time periods within a system). Standard errors are in
parentheses. Each system, numbered 1 through 5, consists of five equations corresponding to observations for
countries on the dependent variables at five points in time: 1981 (World Values Survey data), 1990 (WVS), 1991
(International Social Survey Programme data), 1995 (WVS), and 1998 (ISSP). See Inglehart (2000) and
www.gesis.org/issp for discussions of these data. The dependent variables are population averages of weekly
church attendance (1), monthly church attendance (2), and beliefs in heaven (3), hell (4), and an afterlife (5). The
measured value is either the fraction of people attending or the fraction who hold the belief. For example, in
system 1, weekly church attendance is observed for twenty-two countries with 1981 data, thirty-six countries
with 1990 data, twenty-two countries with 1991 data, thirty-two countries with 1995 data, and twenty-eight
countries with 1998 data. The form of each dependent variable used in the regressions is log[x/(1 — x)], where x
is the fraction of persons attending or believing. This form confines fitted values of x to the interval [0,1].

b. The explanatory variables are as follows: the log of real per capita GDP, average years of schooling of adults
aged 25 and older, the urbanization rate, the log of life expectancy at birth, and the share of the population aged
65 and over are observed just prior to the dependent variable. For example, 1980 per capita GDP is matched with
the dependent variables for 1981, 1990 per capita GDP with the dependent variables for 1990 and 1991, and 1995
per capita GDP with the dependent variables for 1995 and 1998. Religious pluralism (1 minus the Herfindahl
index of religious denomination shares for nine categories of religions among those professing some religion)
is for 1980 using data from Barrett (1982, 2001). The dummy variable for the presence of a state religion (from
Barrett) applies in 1970. The dummy variable for state regulation of religion (based on whether the state
appoints or approves church leaders, from Barrett, 2001) is for the 1970s. The dummy for the presence of a
Communist regime applies to the pre-1990 period. The 1995 and 1998 equations also include a dummy for
whether the country used to be Communist but is no longer. For example, in the 1995 equations, the total effect
for a former-Communist country equals the coefficient on the Communist dummy plus the coefficient on the ex-
Communist (in 1995) dummy. The dummy for the use of ISSP data applies to the 1991 and 1998 equations. (This
variable allows for the possibility of systematic differences between the WVS and ISSP sources.) The religious
denomination variables are the fractions professing each religion in 1980, according to Barrett (1982). The
Catholic fraction is omitted in each case; hence, the coefficient on each denomination represents the differen-
tial effect between that denomination and the Catholic one.
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Figure 1. Weekly Church Attendance? and GDP, Simple Relation
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a. Normalized as log[x/(1 — x)], where x is the fraction of persons attending church weekly.

The WVS and ISSP data are aggregated measures based on samples
of individuals within countries. The notes to the data indicate that, in
most cases, the samples are representative of the overall population.
The two data sources appear to be comparable, but the analysis allows
for systematic differences in the reported levels of church attendance
and beliefs. That is, different intercepts for equations based on WVS or
ISSP data are included in the regressions.

The explanatory variables include five measures of economic devel-
opment: per capita GDP, average years of school attainment of the
adult population, the urbanization rate, the log of life expectancy at
birth, and the fraction of the population aged 65 and over.

The statistical findings reveal an overall pattern in which economic
development is associated with less religiosity, measured by church
attendance or beliefs. This pattern can be seen by looking at simple
relations (where no other variables are held constant) between a mea-
sure of religiosity and per capita GDP (viewed as the basic indicator of
development). As examples, negative associations appear for weekly
church attendance in figure 1 and for belief in heaven in figure 2.

The statistical results shown in table 4 reveal very different patterns
for the individual dimensions of economic development. Two results that
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Figure 2. Belief in Heaven? and GDP, Simple Relation

&

log (per capita GDP)

a. Normalized as log[x/(1 — x)], where x is the fraction of believers.

show up clearly for all five measures of religiosity are positive effects from
education and negative effects from urbanization. These results reveal
partial relationships. For example, the regression framework isolates the
effect of education on church attendance, while holding constant the corre-
lated development indicators, including per capita GDP and urbanization.
The partial relation with education is shown graphically for weekly church
attendance in figure 3 and for belief in heaven in figure 4.

With the other explanatory variables held constant, per capita GDP
has essentially a zero relation with church attendance and relatively
weak negative relations with the belief measures. More income, per se,
thus does not appear to have a close relation with religiosity.

More difficult to interpret are the relations with the two health
related measures, life expectancy at birth and the fraction of the popu-
lation that is elderly. Church attendance is significantly negatively
related to life expectancy. This result seems reasonable from an eco-
nomic perspective if church attendance is related to securing a favor-
able life-after-death. However, it is less clear why the belief measures
are significantly negatively related to the elderly population share.

Suppose that economic development fundamentally reflects growth
in per capita GDP. Empirically, this growth is typically accompanied



Figure 3. Weekly Church Attendance? and Education,
Partial Relation
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a. Normalized as log[x/(1 — x)], where x is the fraction of persons attending church weekly.

Figure 4. Belief in Heaven and Education, Partial Relation

P T T N T EL

a. Normalized as log[x/(1 — x)], where x is the fraction of believers.
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by higher values of education, urbanization, life expectancy, and the
elderly population share. Then one can think of the overall effect of
economic development on religiosity as reflecting the direct impact of
GDP—for example, the coefficient 0.08 shown for weekly church atten-
dance in table 4—and four indirect effects that involve the other four
dimensions of development. For example, the indirect effect of per capita
GDP working through education on weekly church attendance is given
by the coefficient 0.265 shown in table 4 multiplied by the typical re-
sponse of education to GDP (which turns out to involve a coefficient of
2.3). Proceeding in this way, one can compute an overall effect of eco-
nomic development on weekly church attendance as follows: 0.08 from
GDP, 0.61 from education, —0.32 from urbanization, —0.82 from life
expectancy, and —0.11 from the elderly population share. The total ef-
fect (coefficient of —0.56) is consistent with the simple relation between
weekly church attendance and GDP that is shown in figure 1.5

So, what does all this say about the secularization hypothesis? The
positive partial relation between education and the religiosity measures
makes implausible the idea that religiosity is nonscientific and, conse-
guently, tends to decline as societies become more modern and sophis-
ticated. On the other hand, other features of economic development,
including urbanization and aspects of improved health, seem to gener-
ate an overall negative association between economic development and
religiosity. Sorting out the nature of these associations will be an im-
portant part of future research.

Table 4 also has implications for the market or supply-side theory
of religiosity, as developed, for example, in Finke and Stark (1988)
and lannaccone (1991). These authors argue that government regula-
tion of the religion market and reduced choices among religion pro-
viders (often generated by government regulation) tends to lower the
quality of the religion product. Church attendance therefore falls, and
beliefs decline to the extent that these beliefs depend on the efficacy of
organized religion.

Table 4 shows, consistent with the supply-side view, that an index
of religious pluralism (based on the composition of religious affiliations
in a country) is positively related to church attendance. This pluralism
index is also positively related to beliefs in heaven and hell but not with

6. Application of the same procedure to the other measures of religiosity
generates the following overall coefficients for GDP: —0.61 for monthly church
attendance, —0.52 for belief in heaven, —0.59 for belief in hell, and —0.10 for belief
in an afterlife. Belief in an afterlife is thus the one religiosity indicator considered
here that seems not to be strongly related to economic development overall.
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belief in an afterlife. This suggests that more competition among reli-
gion providers tends to generate more religiosity, measured by atten-
dance or some of the beliefs. One concern with these results, however,
is that greater religiosity (caused by some unmeasured factor) may be
leading to greater religious diversity, rather than the reverse. That s,
if the population of a country were more religious (for reasons not ex-
plained), it would not be surprising that a more diverse group of de-
nominations would be created in the country, at least in the long run,
to meet the demand.

Table 4 also shows, contrary to the supply-side argument, that a
dummy variable for the existence of an official state religion (as desig-
nated in Barrett, 2001) is positively related to church attendance. The
state religion variable is also positively related to beliefs in heaven and
hell, though not to belief in an afterlife. These results seem reasonable
if, as is usually the case, the existence of a state church goes along with
subsidies to church-going activities.

The results on state religion shown in table 4 apply when the sys-
tem includes the status prevailing in 1970 (which is prior to any of the
observed religiosity measures used as dependent variables). Some coun-
tries underwent changes in the status of state religion subsequent to
1970; for example, Ireland dropped the official monopoly position of the
Roman Catholic church in the early 1970s. However, a later value of
the state religion dummy lacks explanatory power if it is added as an
independent variable.” This finding may indicate that people take a
long time to adjust to a change in church-state relations or that some
of the changes may be less substantive than they appear formally. For
example, Barrett (2001) still classifies Ireland as a religious state in
1990, although not exclusively a Catholic one.

Table 4 indicates, consistent with Chaves and Cann (1992), that
greater state regulation of religion (measured by whether the gov-
ernment appoints or approves church leaders) significantly reduces
church attendance. Interestingly, this regulation variable is not sig-
nificantly related to the measures of religious belief. This suggests

7. This analysis is based on very limited information because, according to
Barrett (2001), the only countries in my sample that changed their official state
religion between 1970 and 1990 are Ireland, which dropped an official state church,
and Slovenia, which added one. Perhaps controversially, Barrett does not admit
changes for Portugal and Spain, each of which is described as officially Catholic
even in 1990. Changes in state religion also occurred during the 1990s in some of
the former Communist countries, and Sweden recently dropped the Lutheran
religion as its official state church.
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that government regulation makes the provision of organized religion
less efficient and thereby depresses church attendance. However, this
regulatory involvement seems not to reduce religiosity as measured
by beliefs, which apparently are sustained in this case despite the fall
in church attendance. The results on state religion differ in that posi-
tive effects are found not only on church attendance but also for some
of the beliefs.

Table 4 shows a substantial negative effect on all of the religiosity
measures from the presence of a Communist regime. (The Communist
countries in the sample are mainly in eastern Europe but also include
China.) This pattern makes sense because the Communist governments
typically attempted to suppress organized religion, which was presum-
ably regarded as competitive with the Communist religion itself.

The presence in the sample of the eastern European countries
allows an investigation of the effects of the removal of Communism
in the 1990s. Table 4 provides evidence of a significant recovery of
church attendance (more so for monthly than weekly data) and be-
liefs in the post-Communist period. The 1998 results indicate, how-
ever, that the recovery has been only by around one-third of the
initial depressing influence. Thus, as with the existence of an offi-
cial state church, the impact on religiosity seems to persist well
beyond the change in the regime.

The empirical estimation also allows for differences in religious prac-
tices among religious denominations. The variables correspond to the
eight-way breakdown of denominations used before in the analysis of
economic growth. The Catholic share is again omitted, so that the coef-
ficients shown in the table represent the effect of the indicated denomi-
nation relative to that for Catholic.

For church attendance, the results reveal that all religions other
than Muslim have significantly lower participation than Catholic. For
the belief measures, Muslim is significantly higher than Catholic. Sig-
nificantly negative effects on beliefs (relative to those for Catholic) ap-
pear for Protestant, Hindu, eastern religions, Jewish, and Orthodox.

It would be of great interest to estimate the effects of religiosity on
economic performance, in particular, economic growth. This type of
relation is emphasized by Weber (1930) in his analysis of Protestant-
ism. One problem in carrying out this research with the present data
is that most of the information on religiosity applies to the 1990s, that
is, subsequent to the bulk of the observations on economic growth.

Since religiosity measures tend to persist substantially over time
within countries, there may be a rationale for including later values of
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the religion variables as “determinants” of earlier values of economic
growth. That is, the later values of religiosity may proxy satisfactorily
for the unobserved earlier ones. | proceeded by constructing a single
cross section of weekly church attendance and the belief measures,
using the earliest available observation on each measure. The basic
finding, when holding fixed the explanatory variables shown in table 1,
is that growth is significantly negatively related to church attendance
and significantly positively related to measures of religious beliefs. The
three belief measures considered thus far—in heaven, hell, and an af-
terlife—are hard to distinguish in terms of the relationship with eco-
nomic growth. However, belief in life after death had the strongest
relationship with growth. (These results on growth effects are still highly
preliminary and are not reported in the tables.)

I am currently studying the relation of religiosity to economic growth
while holding constant the composition of the population by religious
denominations. More importantly, | am working on how to distinguish
the two-way causation between religiosity and economic activity. This
distinction is especially problematic when the religion data pertain
mainly to the later parts of the sample period.

4., SUMMARY oF MAJOR FINDINGS

Some important social and political variables move in a clear and
regular manner along with economic development. Health status, for
example, which is measured in this study by life expectancy at birth,
improves as nations get richer. This response seems to be an unambigu-
ous improvement in the quality of life. The fertility rate also declines
regularly as economies develop, but the labeling of lower fertility—and
reduced population growth—as better quality is controversial.

On the political and institutional side, the Aristotle-Lipset hypoth-
esis appears to be correct in that economic development tends to be
accompanied by expansions of democracy. This pattern applies if de-
mocracy is measured by indicators of electoral rights and civil liber-
ties. Increases in the standard of living are also associated with in-
creased maintenance of the rule of law and with reductions in the ex-
tent of official corruption.

Economic development is positively associated with two standard
measures of environmental pollution. These indicators are per capita
industrial emissions of carbon dioxide and organic water pollutants.
These indicators measure emissions, however, and are not direct mea-
sures of air and water quality.
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The overall relation of income inequality to economic development
is complex. First, the estimated relation with per capita GDP is not
monotonic: as suggested by Kuznets, it first rises and later falls. Sec-
ond, education is also a standard indicator of economic development,
and arise in primary education tends to lower inequality. However, a
rise in higher education—also related to economic development—may
increase inequality.

Crime rates, measured empirically by murder rates, have no regu-
lar association with economic development. An increase of inequality
tends to generate more crime, but as already noted, the relation of
inequality to economic development is complex.

Finally, the secularization hypothesis argues that economic devel-
opment is accompanied by reduced religiosity, measured by church at-
tendance and religious beliefs. The data do reveal a pattern in which
people in more advanced countries tend to be less religious. However,
as with the reduction in fertility, it is unclear that the decrease in
religiousness should be characterized as an improvement in the qual-
ity of the human condition. In addition, the partial effect of education
on religious practices turns out empirically to be positive. This pattern
contradicts the usual rationalization of the secularization hypothesis,
namely, that religiosity is supported by ignorance and superstition.
The relationships between religion and economic variables seem to be
an important area for future research.
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PoLicy EvaLuAaTiON AND EMPIRICAL
GROWTH RESEARCH

Steven N. Durlauf
University of Wisconsin at Madison

This paper explores the implications of the vast body of studies of
cross-country growth determinants for the evaluation of alternative
policies. Empirical growth studies have experienced a remarkable flow-
ering in the last fifteen years, and innumerable insights have unques-
tionably been uncovered concerning similarities and differences in the
growth experiences of various groups of countries. This empirical work
was stimulated by—and, in turn, has been an essential complement
to—the revival of growth theory initiated by the seminal papers of Lucas
(1988) and Romer (1986). It constitutes one of the great successes of
recent macroeconomic research.

In addition to identifying empirical regularities in growth, the empiri-
cal literature makes numerous claims concerning the impacts of alterna-
tive policies on the growth trajectories of different countries. This focus on
policy implications is natural given the huge welfare implications of changes
in a country’s growth rate. A recent graduate-level textbook remarks

“If large cross-sections of country experiences are interesting, it should
mainly be because they ought to reveal the global impact of other
growth determinants than the proximate factors of increases in pro-
ductivity, factors about which we have other sources of evidence. Policy-
oriented macroeconomists pay particular attention to the various com-
ponents of government interventions” (Malinvaud, 1998, p. 781).

Durlauf and Quah (1999) survey the empirical growth literature
and identify an enormous number of policy variables whose growth
implications are analyzed in the new empirical literature. Among these

| thank Raimundo Soto for useful comments on a previous draft and Chih
Ming Tan for outstanding research assistance. The John D. and Catherine T.
MacArthur Foundation and Vilas Trust provided financial support.
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variables are government consumption (Barro, 1991), inflation (Barro,
1997), political instability (Alesina and others, 1996), civil liberties
(Kormendi and Meguire 1985), financial repression (Easterly, 1993),
tariffs (Lee, 1993), and trade openness (Harrison, 1995). And this list
does not include variables such as human capital, for which the
government’s role is fundamental.

The argument of this paper, however, is that this empirical litera-
ture largely fails from the perspective of policy evaluation. Current
econometric practice has yielded a body of evidence that is not policy
relevant, in that a policymaker cannot readily translate the findings of
the literature into implications for the evaluation of alternative policy
trajectories. In making this argument, I focus on cross-country growth
regressions of the type pioneered by Kormendi and Meguire (1985), Barro
(1991), and Mankiw, Romer, and Weil (1992). While this style of em-
pirical research does not exhaust the ways in which data have been
brought to bear on growth questions, it does constitute the primary
approach to empirical work in this literature. Furthermore, cross-coun-
try growth regressions have become a conventional mechanism through
which policy recommendations are justified.

In what sense are cross-country growth regressions not policy rel-
evant? | focus on two issues. First, when these regressions are used to
make policy recommendations, the recommendations typically are based
on the statistical significance of some regression coefficient. | argue
that this way of using regressions does not have a natural decision-
theoretic basis, because there is no simple relationship between statis-
tical significance levels and policy evaluation. Second, growth regres-
sions as conventionally constructed do not provide credible evidence of
economic structure, so even if one is trying to use the regressions to
solve a decision theory problem, it is unclear what information the
regression actually contains.

It would be a gross caricature of the policymaking process to claim
that there is a mechanical mapping from the statistical significance of
certain regression parameters to specific policy decisions. The argu-
ments in this essay apply more to the ways in which statistical evi-
dence on growth are used for policy discussions among scholars. The
two processes are, of course, linked. This essay describes more effective
ways of translating statistical results into policy advice, so as to
strengthen the contributions of academic discourse to policymaking.

My analysis is hardly the first critique of the empirical growth
literature. Criticisms of the ways in which growth regressions are imple-
mented and interpreted, as well as proposals for alternative approaches
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to analyzing growth data, may be found in Brock and Durlauf (2001),
Durlauf (2000), Quah (1996, 1997), and Temple (2000), to name a few
examples. The discussion here, of course, relies on my previous work,
especially for technical justification and the development of the various
arguments. In particular, much of the discussion represents an exten-
sion of Brock and Durlauf (2001). Relative to other critiques of growth
empirics, my focus is on the specific failings of cross-county growth
regressions in providing policy guidance. Nevertheless, many of the
criticisms I make call into question not only whether evidence from
growth regressions is actually informative for policy, but whether such
regressions provide structural information on the sources of growth. |
do not question the value of the empirical growth literature in terms of
identifying stylized facts that theoretical models should address. Rather,
the empirical growth literature fails when it moves in an insouciant
fashion from stylized facts to causal claims.

I do not intend to be wholly nihilistic in this paper, and it is cer-
tainly not my belief that growth regressions have no place in the evalu-
ation of policies. My goal is to highlight why claims based on such
regressions should be modest. I also discuss some recent developments
in statistics that I believe can enhance the utility of these regressions.
In doing so, | strongly endorse two recent papers, Doppelhofer, Miller,
and Sala-i-Martin (2000) and Fernandez, Ley, and Steel (2001b). My
own previous work in Brock and Durlauf (2001) develops many of the
arguments here at more length and constitutes a more formal state-
ment of my views on how to conduct empirical growth analyses.

Section 1 discusses the basic question of growth regressions and
policy evaluation, arguing that the appropriate link between the two
processes is not reflected in conventional academic practice. What em-
pirical work on growth should do is provide posterior densities for growth
rates under alternative policy scenarios. | argue that the exercise of
policy evaluation depends on these posterior densities, combined with
an explicit statement of a policymaker’s objectives. Section 2 then ad-
dresses why conventional approaches to growth econometrics do not
provide credible estimates of the posterior densities needed for the type
of policy evaluation exercise | advocate. The section argues that growth
regressions suffer two basic problems: theory uncertainty and country
heterogeneity. These problems have not been adequately addressed in
the empirical growth studies. Section 3 describes a technique, Baye-
sian model averaging, that addresses the problems raised in section 2.
Section 4 presents an empirical exercise to illustrate how Bayesian
model averaging can influence the way one thinks about the effects of
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policies in light of empirical results. Finally, section 5 provides a sum-
mary and conclusions.

1. REGRESSIONS AND PoLicy ANALYSIS

This section describes the basics of growth regressions and sug-
gests a general language for thinking about how regressions should
influence policy evaluations. While growth regressions come in many
forms, a canonical representation is

g =X;b+Z,g+pd+e, @

where g; is real per capita growth across some fixed time interval, X; is
a set of regressors suggested by the Solow growth model (population
growth, technological change, physical and human capital, and sav-
ings rates, transformed in ways implied by the model), Z; is a set of
additional control variables suggested by new growth theories, p; is the
policy variable of interest, and g, is an error. The distinction between X,
and Z; is important in econometric practice, because while X; variables
are essentially constant across empirical studies, there is no consensus
on which Z; variables should be included. Many growth studies use
panel rather than cross-section data, but this difference has relatively
little bearing on issues of interpretation and so is ignored here.!
What does it mean to use this type of regression to evaluate a policy?
A policymaker presumably wishes to compare the effects of setting a
policy variable at some fixed level, p, with the effects of an alternative
setting, p. Supposing that the policymaker has a payoff function,

V(yi'Ri!pi)! @

then the policy problem is essentially a comparison of the payoffs asso-
ciated with the alternative policies. If the policymaker has a payoff
function, V, the policy evaluation amounts to computing

EV (v,.R..p[D)- EV (y;.R..B|D). @A)

1. My argument is not intended to dismiss the utility of panels in studying
growth across countries, but rather focuses on issues that apply in both cross-
section and panel contexts. For example, while panels allow the elimination of
fixed effects that correspond to constant differences in growth rates across coun-
tries, they do not provide any natural solution to the more general issue of param-
eter heterogeneity that | address below.
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In this representation, E is an expected value operator, y; repre-
sents per capita income in country i, R, represents some set of charac-
teristics of country i that affect the policymaker’s assessments, and D
denotes all data available to the policymaker. | have written the payoff
function in terms of levels of per capita output, but if lagged per capita
output is part of R;, then this function can accommodate the case in
which the growth rate is the relevant argument in the payoff function
for the policymaker.

With regard to policy analysis, the key question is simple. How one
can use regressions of the form in equation 1 to inform calculations of
equation 3? This question is hardly an unusual one; indeed it is pre-
cisely this type of question that underlies the development of statistical
decision theory, beginning with the seminal work of Abraham Wald
(1950). From the Wald perspective, one evaluates a policy by calculat-
ing equation 3, using equation 1 to compute the conditional expecta-
tions that are a part of this calculation. Put differently, the relevance
of equation 1 for policy analysis is that it allows for the computation of
the distribution of growth rates under alternative choices of the policy
variable, p;. These distributions matter only in how they affect the
expected payoff of the policymaker.

Surprisingly, this is not how policy implications are usually drawn
from growth regressions. Instead, policy evaluations are drawn as an
implication of hypothesis tests made on the coefficient associated with
the policy variable of interest. In the context of equation 1, this amounts
to using the statistical significance of d in equation 1 to determine
whether one can recommend a change in the magnitude of p; to en-
hance growth in country i. A good example of this approach is the
assessment of alternative policy variables in Barro and Sala-i-Martin
(1995, chap. 12). In this survey of the empirical growth literature, the
empirical evaluation of various policy variables in the growth process
is virtually always related to statistical significance, typically assessed
at the 5 percent level. (Significance at 10 percent but not 5 percent is
apparently considered to be sufficiently weak evidence that a variable
can be ignored.)

There is a vast statistical literature debating the use of statistical
significance levels in evaluating statistical models; much of this debate
revolves around frequentist versus Bayesian approaches to statistical
analysis. My concern is somewhat different. The question is whether
the statistical significance of a variable provides much insight into cal-
culations of equation 3. As the form of equation 3 makes clear, the
general answer is no. In order for there to be such a relationship, the
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payoff function would have to possess a functional form such that the
implied policy recommendation would be, “implement the policy if the co-
efficient on the policy variable is statistically significant; otherwise do not
implement the policy.” Suppose that the question is whether to move
from pto p. Assume that the ordinary least squares (OLS) estimate of d,
d, can be interpreted as its expected value and that the OLS variance of
the parameter estimate of d is the variance of the parameter. (The condi-
tions under which these assumptions hold are discussed below.) Finally,
assume that the “statistical significance” rule is that one should only imple-
ment a policy change if the t statistic for the policy coefficient is greater
than or equal to 2 and the sign of the policy change is the same as the
coefficient estimate. Then, for the payoff function implicitly defined by

V(yi,Ri,p|D)—EV(yi,Ri,§|D)= &(p- D)y

—2varg(p- Py 1/2

@

one would only increase the policy variable from pto pif the t statistic
in the OLS regression is at least equal to 2 and the sign of the coeffi-
cientis positive. (The use of 2 versus some other value is immaterial.)

This is a very special case and embodies several unintuitive as-
sumptions. First, the policymaker must only care about the compo-
nent of growth affected by the control variable, rather than the effect of
the control variable on growth per se. In other words, the policymaker
considers the effect of the policy in isolation from all other determi-
nants of growth. Second, the policymaker must only care about the
mean and variance of the policy’s effect on growth. While I do not wish
to speculate on the objective functions employed in practice by
policymakers, this function would seem inappropriate in many con-
texts. For example, political stability issues might render a policymaker
more sensitive to negative growth rates than to positive growth rates,
or there might be asymmetries in the effects of growth on poverty that
should be accounted for in the social evaluation of changes in growth
rates. Third, the mean and standard deviation of the growth effect in
the payoff function must present a 2-to-1 tradeoff. This is where the
significance level for the t statistic is implicitly embedded in the payoff
function. The point, of course, is that there is no reason to expect any of
these assumptions to hold in practice.

Is there a straightforward way to reduce the gap between the sta-
tistical decision theory approach to evaluating growth regressions and
the use of statistical significance levels to evaluate policies? The mes-
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sage of the statistical decision theory literature is that no simple link
exists. As demonstrated quite clearly in Chamberlain (2000), decision
theory imposes powerful restrictions on how one analyzes data. Hence,
one message for policymakers who must evaluate growth policies is
that what they should ultimately care about is the posterior density of
growth rates (or income levels) under alternative policy scenarios.

I therefore turn to a second question, namely, the interpretation
of the posterior density of parameters in growth regressions. In inter-
preting the goal of an empirical exercise as the computation of a pos-
terior density, | use Bayesian as opposed to frequentist language. This
distinction is unimportant for the subsequent discussion, as the cri-
tigues I make of conventional growth regressions concern their inter-
pretability, an issue that is equally salient under Bayesian and
frequentist paradigms. Bayesian language is more appropriate in my
discussion, however, because Bayesian approaches can be integrated
much more naturally into decision-theoretic analyses than can
frequentist approaches.

2. INTERPRETING GROWTH REGRESSIONS

The previous section illustrates why the conventional use of growth
regressions for policy analysis has no logical justification. These re-
gressions, nevertheless, do contain information about the growth pro-
cess and its relationship to particular policy variables. In this section,
I explore reasons why the regressions themselves are difficult to inter-
pretin policy contexts.

The use of growth regressions to inform policy analyses is based on
interpretations of these regressions as structural relationships. Put
differently, these analyses presuppose that the observed correlations
on which these regressions are computed can be interpreted as some-
thing more. Whether interpretations of the type found in this litera-
ture are justifiable is not entirely clear, for two main reasons:
openendedness of the theories and parameter heterogeneity.

2.1 Openendedness and the Structure of Growth
Theories

Afirst problem in specifying empirical growth models concerns the
identification of the growth determinants to be included in a statistical
model. This problem arises in any statistical analysis, but the danger
is especially problematic in growth contexts. As originally argued in
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Durlauf (2000), modern growth theories are fundamentally openended:
one growth theory typically has no bearing on the empirical relevance
of another. Modern growth economics has put forward an enormous
range of alternative explanations for cross-country growth differences.
Hence, one paper focuses on the effects of inequality on growth (Persson
and Tabellini, 1994), another on the role of social capital (Knack and
Keefer, 1997), another on geography, (Sala-i-Martin, 1997), and so on.
What is critical in assessing individual empirical exercises is that these
alternative explanations are both not mutually exclusive and often per-
fectly compatible. There is nothing in the logic of a theory linking so-
cial capital to growth that is inconsistent with a theory linking trade
openness to growth, even though there may be interrelationships be-
tween the two theories.

How large is the set of growth theories that have been taken to data?
Durlauf and Quah (1999) survey the empirical literature and note that
as of 1998, at least as many ex ante plausible regressors have been used
to proxy for growth theories as there are countries in the standard growth
dataset. My own reading of the literature suggests that the number of
potential variables has grown substantially since then.2

Openendedness has several critical implications for the interpreta-
tion of growth regressions. First, since the mutual compatibility of al-
ternative growth theories in no way implies that they are uncorrelated
(when their empirical analogues are compared across countries), the
danger of omitted variable bias in a given cross-country regression is
immense. Furthermore, the large number of growth variables means
that one cannot simply run a regression with all theories, but rather
must employ an empirical strategy for variable selection.

A number of studies make an effort to engage in variable selection
in growth contexts and thereby deal with the dangers of misspecification.
Levine and Renelt (1992) employ Edward Leamer’s celebrated extreme
bounds analysis to determine which variables can be robustly related
to growth. This amounts to running a large set of regressions, each of
which contains some subset of the potential regressors used for growth
theories, and seeing how the sign of a given regressor changes accord-
ing to what other regressors are included. When this sign is stable
across alternative regressions, the regressor is considered to have a
robust relationship. Sala-i-Martin (1997) employs a related procedure,
but he interprets a regressor as robust if it is statistically significant in

2. 1 also believe that our 1999 survey seriously underestimates the number of
growth theories that had been empirically employed up to that time.
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95 percent of the regressions in which it is included. Each of these is an
important paper. Neither can be said to provide a satisfactory resolu-
tion of the problem of variable selection, however, because neither ap-
proach has a fully satisfactory decision-theoretic foundation. Extreme
bounds analysis implies that a policy variable is unimportant if it is
not constant for a large number of regressions, although that sort of
instability might well occur even if there is a relationship between the
variable and growth. Furthermore, Levine and Renelt (1992) treat all
regressions as equally informative, whereas standard metrics such as
goodness of fit suggest they may not be. Similar criticisms may be
made of Sala-i-Martin (1997). Brock and Durlauf (2001) provide some
ways to think about decision-theoretic approaches to variable selection
and discuss approaches that appear in the econometrics literature. For
my purposes, however, the key point is that the proposed solutions to
variable selection do not reflect the attention to decision-theoretic foun-
dations needed to make the procedures wholly compelling. What I pro-
pose below incorporates the important insights of these techniques, but
in a way that is more compatible with policy analysis.

Second, openendedness implies that it is extremely difficult to
use instrumental variables in growth contexts. In regression 1, sup-
pose one is worried that the policy variable, p;, is endogenous. How
can one construct an instrument for it? To be valid, the instrument
must be predetermined with respect to p;; this is the basis on which
instruments are typically used in the growth literature. Validity
also requires that a second condition be fulfilled: namely, that the
instrument is uncorrelated with e,. And what is g7 This is the unob-
served variable that captures all growth determinants that have not
been modeled in the regression. Hence, to argue that the instru-
ment is valid, one has to argue that it is uncorrelated with all theo-
ries not embodied by the regression, a condition that seems virtu-
ally impossible to satisfy.

Theory openendedness makes clear how prior information is an
inevitable part of the interpretation of growth regressions and thus of
their use in policy analysis. To interpret a particular regression of
the form of equation 1 as revealing economic structure, it is neces-
sary to believe something about the errors. As noted above, these er-
rors embody growth determinants that have been neglected by the
regression. The analyst must be able to interpret the parameter esti-
mates despite the presence of these omitted variables. One’s under-
standing of these omitted variables, however, reflects one’s knowl-
edge of the histories and societies of the various countries in the
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dataset. Such prior information often comes from qualitative and de-
scriptive sources. The fact that these sources are not quantitative does
not allow the analyst to ignore them.

2.2 Heterogeneity

A second issue in interpreting growth regressions concerns hetero-
geneity in countries. Put in its simplest form, the use of a regression
such as equation 1 for policy analysis presupposes the belief that the
growth process for different countries can be well approximated as a
country-invariant relationship. Again, invariance of parameters across
observations is an assumption that is certainly not unique to growth
contexts, yet it seems particularly difficult to defend such an assump-
tion in growth contexts. Consider the claim that a measure of the tariff
level affects growth. Does one interpret the tariff coefficient in equation
1 as saying that the effects of a change in tariffs for the United States
is the same as for Belgium and for Singapore? Does one believe that the
growth implications of a unit change in human capital are the same for
the United States as for countries in sub-Saharan Africa? Presumably
not, but this is precisely what is asserted when one uses regressions
such as equation 1 to uncover growth determinants.

Concerns about parameter heterogeneity are of more than theoreti-
cal interest. Studies such as Canova (1999), Desdoigts (1999), Durlauf
and Johnson (1995), Durlauf, Kourtellos, and Minkin (2001), and
Kourtellos (2000) all provide evidence of parameter heterogeneity. Taken
as a whole, the evidence clearly suggests that the standard approach to
assuming country-invariant parameters as the null modeling assump-
tion in growth regressions is inconsistent with the data. This practice
is still quite general, however, and most exceptions to this generaliza-
tion amount to nothing more than ad hoc additions of cross products of
growth variables with thresholds (for example, a variable that is zero
for countries below some measure of income, 1 otherwise.) It is thus no
exaggeration to say that parameter heterogeneity has yet to become a
primary component of growth models.

From the perspective of evaluating growth policies, the implica-
tions of parameter heterogeneity are clear. Policy advice is not given in
terms of average effects in the world. One would not say, “Since the
average effect of tariffs on growth for all countries is negative, country
i should lower tariffs.” Yet this is essentially what occurs when one
neglects heterogeneity in the growth process and uses the coefficient
estimates in equation 1 as the basis for advising a particular country.
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Large deviations between the growth effect of a variable as estimated
in aregression such as equation 1 and the effect for a particular coun-
try can easily occur when parameters are heterogeneous; there is no
guarantee that the signs are even the same. Hence, neglected param-
eter heterogeneity can lead to bad policy advice.

3. BAYESIAN MoDEL AVERAGING AND GROWTH REGRESSIONS

This section describes a new approach to the analysis of growth
regressions that has the potential for making inferences on growth
regressions more credible. This technique is known as Bayesian model
averaging (BMA). It has been developed by Adrian Raftery and a series
of coauthors (Raftery, Madigan, and Hoeting, 1997; Hoeting, and oth-
ers, 1999). Wasserman (2000) provides a very clear introduction to model
averaging. Much of the motivation for the work can be traced to the
issues of model uncertainty analyzed by Leamer (1978), a book whose
importance to econometric practice has yet to be fully appreciated. Ap-
plications of BMA to growth regressions may be found in Brock and
Durlauf (2001), Doppelhofer, Miller, and Sala-i-Martin (2000), and
Fernandez, Ley, and Steel (2001b). While these papers differ in many
details, each is motivated by similar concerns.

3.1 Basic ldeas

The basic idea of Bayesian model averaging is the following. Sup-
pose that one is concerned with a parameter, in my case d, that is an
element of a model. Unlike conventional practice, however, suppose
that one does not know the true model of which the parameter is an
element. Instead, one has a set of models M, with a typical element
M,,, which for the sake of exposition contains the true model. (If an
element of the model set does not contain the parameter d, it is inter-
preted as meaning d = 0).

Conventional econometric practice amounts to computing
n{d/D, M), that is, one evaluates the probability density of the param-
eter dgiven the available data D and the assumption that the data are
generated by a particular model M, .3 In contrast, Bayesian model av-
eraging advocates computing the conditional probability of the pa-
rameter given only the data, that is, m{d¥D). This computation basi-

3. | sometimes refer to conditional probabilities as posterior probabilities, in
recognition of their dependence on the available data.
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cally eliminates the dependence of n{d/D, M, ) on M, by integrating out
this additional conditioning variable. Since the number of models is
discrete, this amounts to computing

m{d[D) = & m{d[D. M, ) (M, [D). ©)

Using Bayes rule, this expression may be rewritten as
m(d[D) =& m(d[D.M,, ) m(D[M,, ) m(M,,), ©)

which provides some insight into the difference between the BMA ap-
proach and conventional practice. Rather than condition on a single
M, in computing the posterior density, the BMA approach takes the
posterior density n{d/D, M, ) for each model and computes a particular
weighted average. The weights assigned to each model consist of two
components: n{M,_), which is the prior probability assigned to a given
model, and n{D¥M,)), which is the posterior probability of the data given
a particular model. The latter term is nothing more than the likelihood
function.

One can compute the posterior mean and variance of the parameter
d using these formulas. As originally shown in Leamer (1978), these are

E(dp)=4 mm,|D)E(d|D,M,,) and )

var(dp) =£(¢ D) - g (o)
& n{ o) ver(cw,.0) + (o.M, )} - (o)
:én(Mm|D) var(d|Mm,D) ®

+& n(M,,|D) §E(dD.M,,)- E(d|D)i,

respectively.
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These formulas illustrate how model uncertainty affects a given pa-
rameter estimate. First, the posterior mean of the parameter is a weighted
average of the posterior means across each model. Second, the posterior
variance is the sum of two terms. The first term is a weighted average of
the variances for each model. The second term reflects the variance across
models of the expected value for d; these differences reflect the fact that
the models are themselves different. This second variance term captures
how model uncertainty increases the variance associated with a param-
eter estimate relative to conventional calculations.*

3.2 Regression

From the perspective of a regression, model uncertainty is a func-
tion of what regressors to include. Both theory openendedness and
country heterogeneity may be interpreted in this context. To see
this, suppose that we have a set of R possible alternative determi-
nants of growth. Theory openendedness means that the researcher
does not have a basis for excluding one of the potential theories be-
cause another one matters. From the perspective of R, a regression
that includes any subset of its elements constitutes a possible growth
model. Hence, if there are K different regressors in R, then 2K-1
different possible models exist.

One can also interpret a range of possible forms of country heteroge-
neity in terms of variable inclusion in the same way | have interpreted
theory uncertainty. Suppose that the countries in a growth cross section
can be grouped into two distinct classes, such that countries within a
class obey the same linear growth model. Let A, and A, denote the collec-
tions of country indices corresponding to these classes. The assumption
of two classes means that there are two growth models for the data.

g, = X,b+Z,g+ pd+e if il A and ©)]
g; = X,bC+ Z,gt+ p,de+e, ifil A,. (10
Equation 10 can be rewritten, however, as

g; = Xib+Z,g+ pd+X; (b¢_b)
+Z,(g0-g)+p (de-d)+e il A,. (11)

4. See Draper (1995) for additional discussion.
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Therefore, one can combine the data from both classes of countries into
asingle regression

g; = Xib+Z;g+ pd+ XX o (b¢_ b)

+Z% , (00— 9)+ P o, (d¢-d) +e ifil AEA,, (12)
where Xi ifil A,, O otherwise. As this regression indicates, the pres-
ence of multiple classes of countries may be captured by introducing
additional regressors, X; Xi pr Zi%i py and PiX; apr It is straightforward to
generalize this argument to multiple classes.

This approach is not completely general, in that it requires some
prior judgments about what possible groups of countries will be consid-
ered. If one allows each country to have its own parameters, then one
will not have enough degrees of freedom to estimate the model. | am
currently unaware of any way to generalize BMA procedures to allow
for endogenous determination of groups of countries with similar pa-
rameters. Such techniques could be developed, however. For example,
regression tree methods of the type employed by Durlauf and Johnson
(1995) to allow the data to reveal groups of similar countries could per-
haps be incorporated into a BMA framework. This is a fruitful area for
future research.

An alternative to this approach to parameter heterogeneity is to
model the parameters of a growth regression as functions of country-
specific characteristics. This would allow each country to be associated
with a unique set of regression coefficients. See Durlauf, Kourtellos,
and Minkin (2001) for an example of this approach. Both the approach
here and the methods in Durlauf, Kourtellos, and Minkin (2001) can
address issues of nonlinearities in the growth process; the differences
between the approaches concerns how one approximates an unknown
nonlinearity. The approach here has some advantage when one thinks
that threshold effects are present, as suggested by models such as
Azariadis and Drazen (1990); Galor (1996) provides additional discus-
sion of issues related to nonlinearities in theory and empirical practice.

3.3 Implementation

To implement the BMA procedure, it is necessary to characterize
m(D¥M ) and n{M, ). The former essentially requires the specification
of two things: the prior distribution on the coefficients and the prob-
ability density for the residuals within a given model. | do this as
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follows. For a given regression, let S; denote the regressor associated
with country i. A growth regression will therefore have the form

9, =Sz+e  i=1..1. (13)

To compute the posterior distribution of z, | assume, first, that | have
no informative prior information on the coefficients. In more standard
language, | impose a noninformative prior on the coefficients, that is,

mz)uc. (14)

Second, | assume that the errors are i.i.d. normal with a known vari-
ance. Under this assumption, one can show that the posterior density
of the regression coefficients is

m(z|D) ~ N g,(ss)‘lsgg, (15)

where z is the OLS estimate of the parameters in equation 13.% Notice
that(SﬁB)fl s is the OLS variance estimate for the parameters when
the error variance is known. What is very useful about this formula is
that it means that the parameters of the posterior density of z have OLS
interpretations. The assumption that the error variance is known is not
serious; the formula will still be valid asymptotically ifs? is replaced
with its OLS estimate.

The choice of n{M,) is more problematic, in that it corresponds to
the prior information a researcher has about which model is true. At
first glance, it might seem that if one does not have such information,
one should assign equal prior weight to each element of M. This is not
entirely satisfactory, however. Assigning equal probabilities to each
model is equivalent to assuming that the prior probability of including
agiven regressor is 0.5 and is independent of the presence or absence of
any other regressor. This is clearly untenable given the economics of
growth. Presumably, the fact that inequality affects growth says some-
thing about whether political institutions affect growth. This observa-
tion is consistent with the problem of theory openendedness discussed
earlier: mutual compatibility does not entail independence.

As yet, there has been no satisfactory proposal to deal with this
problem. For the purposes of this paper, | employ the equal prior model

5. Compare the approach in Box and Tiao (1973, p. 115).
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probability assumption. I do so, however, to allow for a simple interpre-
tation of my results, not because it is intrinsically appealing. The de-
velopment of better priors is an important outstanding research ques-
tion. The approach I follow is in the spirit of the benchmark approach
to choosing priors, which emphasizes the idea that priors should facili-
tate comparisons across studies. In this regard, Fernandez, Ley, and
Steel (2001a) develop a number of priors for model averaging contexts
that have desirable properties. Another approach is to use prior eco-
nomic reasoning to structure priors. As argued in Brock and Durlauf
(2001), the problem of interdependences in variables is analogous to
violations of the assumption in discrete choice theory of the indepen-
dence of irrelevant alternatives. This problem led to the development of
models such as the nested logit; | conjecture that a similar tree struc-
ture may exist to organize growth regressors. Yet another possibility is
the use of panel data as a training sample to form priors for the analy-
sis of the rest of the sample. While this has yet to be done in the cases
of variable selection, work such as that by Berger and Peracchi (2001,
2002) shows that this is a promising approach in other contexts.

4. EMPIRICAL EXAMPLE

In this section, | describe a small BMA exercise in exploring the
role of three different policy variables in growth. The exercise does not
attempt to explore a large class of alternative theories, as would be
ideal in analyses of this type and as is done in the important papers by
Doppelhofer, Miller and Sala-i-Martin (2000) and Fernandez, L ey, and
Steel (2001b). Rather, my intent is to illustrate how attention to model
uncertainty can affect one’s views of a regression.

My analysis focuses on a particular growth regression studied in
an influential paper by Easterly and Levine (1997). | use their baseline
regression, which is conducted on panel data constructed of ten-year
moving averages for the decades 1960 to 1990.5 Working with a
baseline growth regression suggested by that paper, I consider vari-
ous model averaging generalizations. Specifically, | focus on three
policy variables that have received attention in the growth litera-
ture: a measure of the size of government deficits (SURP), a measure
of human capital (SCHOOLING), and a measure of democracy (DE-
MOCRACY). One could plausibly argue that these are not control

6. Data definitions are provided in the appendix A below. See Easterly and
Levine (1997) for additional discussion of the data.
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variables with respect to any policymaker and should themselves be
modeled as endogenous outcomes influenced by a policymaker, but
this does not mitigate against the value of the exercise. (See the
appendix B for estimation details.)

Six different regressions are run for each of these variables. First,
I report an OLS growth regression that includes only the policy vari-
able of interest. The regressor set referred to as ALL corresponds to
the list of regressors in the first column of table 1. Second, | report
a Bayesian model averaging exercise taken over all variables in the
original model. Third, I report an ordinary least squares regression
that allows for the coefficients on the Latin American countries to
differ from the rest of the sample. The term LATINCA in the table
refers to regressors that are set equal to zero for countries outside of
Latin America. Fourth, | report the BMA analog to this regression.
In the third and fourth cases, the regression coefficients | report are
the ones that apply to the Latin American countries. Finally, | re-
port OLS growth regressions and BMA analogues using only Latin
American countries in columns 5 and 6. Columns 3 and 5, in prin-
ciple, should be identical; differences here are second-order and re-
flect computational differences.

From the perspective of inferences about policy variables, the re-
sults of this exercise are mixed, in the sense that the conclusions one
would draw from the BMA exercises are not systematically different
from those that would be drawn from the OLS exercise. Nevertheless,
there are some noteworthy differences. Perhaps the biggest difference
concerns the SURP variable (see table 1). If one compares the esti-
mates in columns 1 and 4 for this variable, one sees that the point
estimate declines by about 30 percent and the standard error increases
by about 30 percent when one engages in a BMA exercise that allows
for both theory uncertainty and country heterogeneity. The exercise
thus seems to undermine the evidence that this policy variable can be
used to affect growth. Interestingly, the reason why the evidence is
weakened is not simply that this analysis allows the Latin American
countries to have different parameters than the rest of the world. As
column 3 indicates, an application of BMA that only allows for theory
uncertainty gives very similar results.

The impact of schooling on growth also exhibits some sensitivity to
accounting for model uncertainty. Interestingly, this sensitivity is not
uniform across alternative formulations. The posterior mean and stan-
dard deviation of the schooling parameter are quite similar when one com-
pares columns 1 and 4, but they exhibit variations elsewhere. In particu-
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Table 1. Government Deficit: Ordinary Least Squares versus
Bayesian Model Averaging?

Explanatory variable @) 2 3) 4 (5) (6)
Intercept term — — — — -0.9084 -0.0333
_ — — — (0.3869) (0.2305)
Dummy for -0.0150 -0.0157 -0.0148 -0.0155 — —
sub-Saharan Africa (0.0044) (0.0044) (0.0045) (0.0044) — —
Dummy for Latin America -0.0180 -0.0187 -0.8014 -0.0124 — —
and the Caribbean (0.0037) (0.0038) (0.4425) (0.0098) — —
Dummy for 1960s -01428 00003 -0.1070 -0.0001 — —
(0.0831) (0.0027) (0.0863) (0.0008) — —
Dummy for 1970s -0.1388 0.0008 -0.1035 0.0008 0.0034 —
(0.0829) (0.0032) (0.0866) (0.0028) (0.0060) —
Dummy for 1980s -01539 00134 01259 -00141 -00190 -0.0261
(0.0828) (0.0040) (0.0867) (0.0034) (0.0068) (0.0054)
Log of initial income 0.0559  0.0193 02446  0.0184 0.2446  0.0162
(0.0215) (0.0023) (0.1108) (0.0026) (0.0987) (0.0594)
Log of initial income -00041 00017 -00160 -0.0017 -00160 -0.0011
squared (0.0014) (0.0003) (0.0071) (0.0003) (0.0063) (0.0038)
Assassinations 12771 -06515 -221548 08421 -221548 —4.8753
(9.6661) (3.4941) (11.4928) (3.9877) (10.2465) (9.1183)
Financial depth 0.0164  0.0114 00329 00113 0.0329 -0.0003
(0.0059) (0.0085) (0.0260) (0.0086) (0.0231) (0.0060)
Black market premium -00204 00226 00133 -00221 -00133 -0.0090

(0.0044) (0.0045) (0.0086) (0.0047) (0.0077) (0.0099)

Ethnic diversity (ELF60) -00189 00208 -00019 -00201 -00019 -0.0016
(0.0054) (0.0055) (0.0121) (0.0064) (0.0108) (0.0057)

Fiscal surplus/GDP (SURP) 0102 00775 01207 00792 01208 00458
(0.0305) (0.0417) (0.0666) (0.0401) (0.0593) (0.0573)

Source: Author’s calculations, based on data from Easterly and Levine (1997).

a. The estimated regressions are as follows: (1) ordinary least squares (OLS) estimates for model ALL; (2) Bayesian
model averaging (BMA) estimates for model ALL; (3) OLS estimates for model ALL + ALL*I(LATINCA), for which
composite coefficient estimates and standard errors are reported and in which AFRICA, LATINCA, and DUM60
are dropped from the LATINCA-specific set of regressors; (4) BMA estimates for model ALL + ALL*I(LATINCA),
for which composite coefficient estimates and standard errors are reported and in which AFRICA, LATINCA, and
DUMG60 are dropped from the LATINCA-specific set of regressors; (5) OLS on LATINCA subsample; and (6) BMA
on LATINCA subsample. Standard errors are in parentheses.

lar, when BMA is applied to the Latin American countries in isolation
(column 6), the posterior expected value of the schooling coefficient is less
than half as large as the OLS estimate, with a much larger standard
error as well. I am not sure how to interpret this finding.

Table 3 examines democracy and growth. This table fails to pick up
any particularly interesting differences in the various democracy esti-
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Table 2. Schooling: Ordinary Least Squares versus Bayesian
Model Averaging?

Explanatory variable @) 2 3) 4 (5) (6)
Intercept term — — — — -07425 00991
— — — — (0.3837)  (0.3260)
Dummy for -00144 00160 -0.0146 -0.0159 — —
sub- Saharan Africa (0.0043) (0.0043) (0.0044) (0.0043) — —
Dummy for Latin America -0.0187 -0.0203 -0.6480 -0.0169 — —
and the Caribbean (0.0035) (0.0036) (0.4088) (0.0136) — —
Dummy for 1960s -0.1480 -0.00005 -0.0944 — — —
(0.0813) (0.00072) (0.0863) — — —
Dummy for 1970s -0.1472  0.00004 -0.0892  0.0016 0.0052 0.0004
(0.0814) (0.00070) (0.0865) (0.0041) (0.0059) (0.0022)
Dummy for 1980s -01630 00152 -0.1146 -0.0155 -0.0201 -0.0259
(0.0814) (0.0027) (0.0866) (0.0035) (0.0069) (0.0059)
Log of initial income 0.0565 0.0190 0.1991 0.0184 0.1991 0.0316
(0.0207) (0.0022) (0.1019) (0.0029) (0.0978) (0.0837)
Log of initial income -0.0044 00019 00131 -00019 -00131 -0.0021
squared (0.0013) (0.0003) (0.0064) (0.0003) (0.0062) (0.0053)
Assassinations -145187 -12223 -176708 -1849  -17.6707 -5.8233
(9.1125) (4.6371) (11.2981) (5.7521) (10.8444) (9.9402)
Financial depth 0.0135 0.0072 0.0024  0.0073 0.0024 -0.0008
(0.0055) (0.0077) (0.0196) (0.0081) (0.0188) (0.0055)
Black market premium -00230 00242 -00191 -00240 -0.0192 -0.0129
(0.0039) (0.0039) (0.0076) (0.0039) (0.0073) (0.0096)
Ethnic diversity (ELF60) -00160 -0.0194 -0.0079 -0.0191 -0.0079 -0.0010
(0.0055) (0.0055) (0.0112) (0.0057) (0.0108) (0.0045)
Log of SCHOOLING 0.0120 0.0107 0.0107 0.0114 0.0107 0.0018

(0.0037) (0.0047) (0.0104) (0.0048) (0.0100) (0.0053)

Source: Author’s calculations, based on data from Easterly and Levine (1997).

a. The estimated regressions are as follows: (1) ordinary least squares (OLS) estimates for model ALL; (2)
Bayesian model averaging (BMA) estimates for model ALL; (3) OLS estimates for model ALL + ALL*I(LATINCA),
for which composite coefficient estimates and standard errors are reported and in which AFRICA, LATINCA,
and DUMG60 are dropped from the LATINCA-specific set of regressors; (4) BMA estimates for model ALL +
ALL*I(LATINCA), for which composite coefficient estimates and standard errors are reported and in which
AFRICA, LATINCA, and DUMG60 are dropped from the LATINCA-specific set of regressors; (5) OLS on LATINCA
subsample; and (6) BMA on LATINCA subsample. Standard errors are in parentheses.

mates, in that the posterior expectation in each case is quite small
when compared with the variance. The consistency of this finding across
the estimated alternatives, however, strengthens arguments that de-
mocracy levels do not seem to add much to empirical models of growth.”

7. Compare Barro (1996).
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Table 3. Democracy: Ordinary Least Squares versus
Bayesian Model Averaging?

Explanatory variable (0] ) 3) @) 5) (6)
Intercept term — — — — -0.7667 0.0083
— — — — (0.4894) (0.1529)
Dummy for -00168 00161 -00160 -00162 — —
sub-Saharan Africa (0.0047) (0.0073) (0.0049) (0.0061) — —
Dummy for Latin -00150 -0.0138 -0.6866 -0.0027 — —
Americaand the (0.0045)  (0.0070) (0.5295) (0.0063) — —
Caribbean
Dummy for 1970s -0.0949 00464 -0.0801  0.0467 — —
(0.0890) (0.0155) (0.0928) (0.0146) — —
Dummy for 1980s -0.1111 0.0293 -0.1052 00262 -0.0252 -0.0276
(0.0890) (0.0167) (0.0930) (0.0170) (0.0062) (0.0063)
Log of initial income 00423 -00001 02045 -0.0006  0.2045 0.0059
(0.0231) (0.0006) (0.1304) (0.0013) (0.1224) (0.0389)
Log of initial income -00032 00001 -00131 -0.0002 -0.0131 -0.0004
squared (0.0015) (0.0002) (0.0082) (0.0002) (0.0077) (0.0025)
Assassinations -19.2393 40676 -185783 -3.1335 -18.5783 —6.2317
(10.3025) (9.2535) (12.4481) (8.2420) (11.6849) (10.5951)
Financial depth 0.0172 0.0103 0.00780  0.0006 0.0079  -0.0019
(0.0068) (0.0115) (0.0233) (0.0187) (0.0219) (0.0087)
Black market premium -0.0207 -0.0205 -0.0197 -00201 -0.0197 -0.0137

(0.0044) (0.0046) (0.0087) (0.0047) (0.0081) (0.0100)
Ethnic diversity (ELF60) 00136 -00080 -00143 -00085 -00143 00054
(0.0059) (0.0085) (0.0148) (0.0097) (0.0140) (0.0112)

DEMOCRACY -00008  -0.000003 0.0005 — 00006  0.00003
(0.0009) (0.000190)(0.0018) ~ —  (0.0016) (0.00037)

Source: Author’s calculations, based on data from Easterly and Levine (1997).

a. The estimated regressions are as follows: (1) ordinary least squares (OLS) estimates for model ALL; (2) Bayesian
model averaging (BMA) estimates for model ALL; (3) OLS estimates for model ALL + ALL*I(LATINCA), for
which composite coefficient estimates and standard errors are reported and in which AFRICA, LATINCA, and
(LATINCA*DUM70) are dropped from LATINCA-specific set of regressors; (4) BMA estimates for model ALL
+ ALL*I(LATINCA), for which composite coefficient estimates and standard errors are reported and in which
AFRICA, LATINCA, and (LATINCA*DUM70) are dropped from LATINCA-specific set of regressors; the de-
mocracy variable is included in set of regressors, but never picked up by BMA procedure. (5) OLS on LATINCA
subsample; and (6) BMA on LATINCA subsample. Standard errors are in parentheses. No democracy data are
available for the 1960s period, so DUM60 was dropped.

Finally, the tables generally reveal substantial differences for pa-
rameter estimates for Latin America versus the world as a whole. This
strongly suggests that in using growth regressions to inform policy in
Latin America, one must be very cautious in drawing generalizations
from standard empirical exercises and applying them to Latin America.
This finding is not unique; Brock and Durlauf (2001) draw similar
conclusions with respect to countries in sub-Saharan Africa.
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5. CoNCLUSIONS

The objective of this paper was to argue that the conventional use
of empirical studies of growth to inform policy suffers from a number of
problems, which may be defined on two levels. First, the use of statis-
tical significance levels to determine which policy instruments affect
growth and which do not is an unsatisfactory basis for integrating
empirical work and policy evaluation. Policy evaluation is better thought
of as a comparison of posterior distributions of growth rates for a given
country under alternative policy scenarios. This comparison can only
be made relative to the payoff function of the policymaker. Statistical
significance levels correspond to this comparison only for very special
cases. Second, in assessing posterior distributions of growth rates, con-
ventional growth regressions suffer from a number of limitations. These
regressions typically do not allow for the fact that an empirical re-
searcher does not know the true growth model. Model uncertainty, in
this context, occurs because the modeler does not know what growth
determinants must be included in a model or what forms of country-
level heterogeneity need to be accounted for in the model. 1 follow Brock
and Durlauf (2001), Doppelhofer, Miller, and Sala-i-Martin (2000), and
Fernandez, Ley, and Steel (2001b) in advocating the use of Bayesian
model averaging methods to allow for the explicit incorporation of model
uncertainty in empirical work. A small empirical exercise illustrates
how the use of growth regressions to draw policy implications for Latin
American countries is affected by allowing for model uncertainty.

To repeat, this paper should not be regarded as advocating nihilism
when it comes to econometric analyses of growth. Rather, it should be
read as advocating caution. Within the discourse of academic econom-
ics, far too much emphasis is placed on zero-one assessments of whether
a given theory is true. What is needed is a more nuanced approach to
empirical work that gives adequate scope to the limits on inferences
that can be made from observational data. Regressions have a role to
play in policy evaluations, even for phenomena as important as growth.
This role is distorted when a researcher ignores available historical and
cultural information about a given country when conducting statistical
work. Put differently, it is troubling how such deep qualitative studies
as Greenfield (2001) and Landes (1998) have had little integration into
the quantitative studies of growth that currently dominate the field.

The issues of the integration of econometrics with policy analysis
and the appropriate incorporation of model uncertainty into empirical
studies are by no means unique to the study of economic growth.
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However, given the breadth of the phenomenon under study, as well as
the complexities of the units whose behavior is to be evaluated (after
all, we are dealing with the growth rates of entire economies), the study
of growth at a country-wide level seems particularly susceptible to these
problems. While there is no magic solution to the question of how to
integrate different sources and types of information into a coherent
policy exercise, such issues cannot be ignored. Ultimately, what is needed
is a full recognition of the difficulties and limits facing any judgments
that must be made in using data to inform growth policies.
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APPENDIX A
The data cover 160 countries and include the following variables.

Code Description

GYP Growth rate of real per capita GDP. Source: World Bank National Accounts
(various years).

AFRICA Dummy variable for sub-Saharan African countries (according to World
Bank definition). Source: World Bank National Accounts for AGO, BDI,
BEN, BWA, CAF, CIV, CMR, COG, COM, CPV, DJI, ETH, GAB, GHA, GIN,
GMB, GNB, GNQ, HVO, KEN, LBR, LSO, MDG, MLI, MOZ, MRT, MUS, MWI,
NAM, NER, NGA, RWA, SDN, SEN, SLE, SOM, STP, SWZ, SYC, TCD, TGO,
TZA, UGA, ZAF, ZAR, ZMB, ZWE (various years).

ASSASS Number of assassinations per thousand population, decade average. Source:
Banks (1994).

BLCK Log of 1 plus black market premium, decade average. Source: World Bank
(1991, with updates); Pick's Currency Yearbook (various years).

DUME0 Dummy variable for 1960s.

DUM70 Dummy variable for 1970s.

DUMB80 Dummy variable for 1980s.

ELF60 Index of ethnolinguistic fractionalization, 1960. Measures the probability
that two randomly selected people from a given country will not belong to the
same ethnolinguistic group. Source: Easterly and Levine (1997); Atlas
Narodov Mira (1964).

LATINCA Dummy variable for Latin America and the Caribbean. Source: Easterly and
Levine (1997).

LLY Measure of financial depth, based on the ratio of the financial system’s
liquid liabilities to GDP, decade average. Liquid liabilities consist of
currency held outside the banking system plus demand and interest bearing
liabilities of banks and nonbank financial intermediaries. Source: King and
Levine (1993).

LRGDP Initial income, measured as the log of real per capita GDP at the start of
each decade (1960, 1970, 1980). Source: Summers and Heston (1988).

LRGDPSQ Log of initial real per capita GDP squared. Source: Summers and Heston
(1988).

DEMOC Measure of democracy (Gastil's political rights variable) Source: Gastil
(1990, 1988).

LSCHOOL Log of 1 plus average years of school attainment, quinquennial values
(1960-1965, 1970-1975, and 1980-1985). Source: Barro and Lee (1993).

SURP Ratio of central government fiscal surplus to GDP, both in local currency at

current prices, decade average. Source: IMF’s International Financial
Statistics (various years, line 80) and Government Finance Statistics
(various years, line L80).
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APPENDIX B

All model averaging calculations were done using the program
bicreg, which is an SPLUS program written by Adrian Raftery.t The
key feature of the program is the way it deals with the large number of
regressions involved in a BMA exercise. This program, following stan-
dard procedures in the model averaging literature, uses a search algo-
rithm that explores only a subset of the model space; the design of the
algorithm ensures that the search proceeds along directions such that
itis likely to cover models that are relatively strongly supported by the
data. I follow the procedure suggested by Madigan and Raftery (1995);
see Raftery, Madigan, and Hoeting (1997) and Hoeting and others (1999)
for additional discussion and a full description of the search algorithm.
The latter paper provides a nice intuitive description of the ideas that
underlie the algorithm:

First, when the algorithm compares two nested models and deci-
sively rejects the simpler model, then all submodels of the simpler
model are rejected. The second idea, “Occam’s window,” concerns the
interpretation of the ratio of posterior model probabilities Pr(Mg/D)/
Pr(M,/D). Here M is “smaller” than M,.... If there is evidence for M,
then M, is rejected, but rejecting M, requires strong evidence for the
larger model M, (Hoeting and others, 1999, p. 385).

The algorithm | employ to implement the model averaging proce-
dure uses an approximation, following Raftery (1995), based on the idea
that for a large enough number of observations, the posterior coeffi-
cient distribution will be close to the maximum likelihood estimator,
such that one can use the maximum likelihood estimates to avoid the
need to specify a particular prior. Raftery (1995) and Tierney and Kadane
(1986) contain technical details. While some evidence exists that this
approximation works well in practice, more research is needed on the
specification of priors for model averaging. Fernandez, Ley, and Steel
(2001a) make an important contribution in this respect.

8. Available at www.research.att.com/~volinsky/bma.html.



Policy Evaluation and Empirical Growth Research 187
REFERENCES

Alesina, A., and others. 1996. “Political Stability and Economic Growth.”
Journal of Economic Growth 1(2): 189-211.

Atlas Narodov Mira. 1964. Moscow: Miklukho-Maklai Ethnological
Institute at the Department of Geodesy and Cartography of the
State Geological Committee of the Soviet Union.

Azariadis, C., and A. Drazen. 1990. “Threshold Externalities in Economic
Development.” Quarterly Journal of Economics 105(2): 501-26.

Banks, A. 1994. “Cross-National Time Series Data Archive.” State Uni-
versity of New York at Binghamton, Center for Social Analysis.

Barro, R. 1991. “Economic Growth in a Cross-Section of Countries.”
Quarterly Journal of Economics 106(2): 407-43.

.1996. “Democracy and Growth.” Journal of Economic Growth
1(1): 1-27.
. 1997. Determinants of Economic Growth. MIT Press.

Barro, R., and J.-W. Lee. 1993. “International Comparisons of Educa-
tional Attainment.” Journal of Monetary Economics 32(3): 363-94.

Barro, R., and X. Sala-i-Martin. 1995. Economic Growth. New York:
W. W. Norton.

Berger, J., and L. Perrachi. 2001. “Objective Bayesian Methods for
Model Selection: Introduction and Comparison.” In Model Selec-
tion, edited by P. Lahiri. Lecture Notes Monograph Series, vol. 38.
Beachwood, Ohio: Institute for Mathematical Statistics.

.2002. “Training Samples in Objective Bayesian Model Selec-
tion.” Duke University, Department of Statistics. Mimeographed.

Box, G., and G. Tiao. 1973. Bayesian Inference in Statistical Analysis.
New York: John Wiley and Sons.

Brock, W., and S. Durlauf. 2001. “Growth Economics and Reality.”
World Bank Economic Review 15(2): 229-72.

Canova, F. 1999. “Testing for Convergence Clubs in Cross-Country
Growth Data: A Predictive Density Approach.” University of Pompeu
at Fabra (Spain), Department of Economics.

Chamberlain, G. 2000. “Econometrics and Decision Theory.” Journal
of Econometrics 95(2): 255-83.

Desdoigts, A. 1999. “Patterns of Economic Development and the For-
mation of Clubs.” Journal of Economic Growth 4(3): 305-30.

Doppelhofer, G., R. Miller, and X. Sala-i-Martin. 2000. “Determinants
of Long-Term Growth: A Bayesian Averaging of Classical Estimates
(BACE) Approach.” Working paper 7750. Cambridge, Mass.: Na-
tional Bureau of Economic Research.



188 Steven N. Durlauf

Draper, D. 1995. “Assessment and Propagation of Model Uncertainty.”
Journal of the Royal Statistical Society 57 (series B): 45-70.

Durlauf, S. 2000. “Econometric Analysis and the Study of Economic Growth:
A Skeptical Perspective.” In Macroeconomics and the Real World,
edited by R. Backhouse and A. Salanti. Oxford University Press.

Durlauf, S., and P. Johnson. 1995. “Multiple Regimes and Cross-Country
Growth Behavior.” Journal of Applied Econometrics 10,(4): 363—84.

Durlauf, S., A. Kourtellos, and A. Minkin. 2001. “The Local Solow
Growth Model.” European Economic Review 45 (May): 928-40.

Durlauf, S., and D. Quah. 1999. “The New Empirics of Economic
Growth.” In Handbook of Macroeconomics, edited by J. Taylor and
M. Woodford. Amsterdam: North-Holland.

Easterly, W. 1993. “How Much Do Distortions Affect Growth?” Jour-
nal of Monetary Economics 32(2): 187-212.

Easterly, W., and R. Levine. 1997. “Africa’s Growth Tragedy: Policies
and Ethnic Divisions.” Quarterly Journal of Economics 112(4):
1203-50.

Fernandez, C., E. Ley, and M. Steel. 2001a. “Benchmark Priors for Baye-
sian Model Averaging.” Journal of Econometrics 100(2) 381-427.

————.2001b. “Model Uncertainty in Cross-Country Growth Regres-
sions.” Journal of Applied Econometrics 16(5): 563—76.

Galor, O. 1996. “Convergence? Inferences from Theoretical Models.”
Economic Journal 106(437): 1056—69.

Gastil, R. 1988. Freedom in the World: Political Rights and Civil Lib-
erties, 1987-1988. Washington: Freedom House.

——.1990. Freedom in the World: Political Rights and Civil Lib-
erties, 1989-1990. Washington: Freedom House.

Greenfield, L. 2001. The Spirit of Capitalism. Harvard University Press.

Harrison, A. 1995. “Openness and Growth: A Time-Series, Cross-Sec-
tion Analysis for Developing Countries.” Working paper 5221. Cam-
bridge, Mass.: National Bureau of Economic Research.

Hoeting, J., and others. 1999. “Bayesian Model Averaging: A Tutorial.”
Statistical Science 14(4): 382—-401.

IMF (International Monetary Fund). Various years. Government Finance
Statistics. Washington.

. Various years. International Financial Statistics. Washington.

King, R.,and R. Levine. 1993. “Finance, Entrepreneurship, and Growth:
Theory and Evidence.” Journal of Monetary Economics 32(3): 513-42.

Knack, S., and P. Keefer 1997. “Does Social Capital Have an Economic
Payoff? A Cross-Country Investigation.” Quarterly Journal of Eco-
nomics 112(4): 1251-88.



Policy Evaluation and Empirical Growth Research 189

Kormendi, R., and P. Meguire. 1985. “Macroeconomic Determinants of
Growth: Cross-Country Evidence.” Journal of Monetary Econom-
ics 16(2): 141-63.

Kourtellos, A. 2000. “A Projection Pursuit to Cross-Country Growth
Data.” University of Wisconsin at Madison. Mimeographed.

Landes, D. 1998. The Wealth and Poverty of Nations. New York: W.
W. Norton.

Leamer, E. 1978. Specification Searches. New York: John Wiley and Sons.

Lee, J.-W. 1993. “International Trade, Distortions, and Long-Run Eco-
nomic Growth.” IMF Staff Papers 40 (June): 299-328.

Levine, R., and D. Renelt. 1992. “A Sensitivity Analysis of Cross-Country
Growth Regressions.” American Economic Review 82(4): 942—63.
Lucas, R. 1988. “On the Mechanics of Economic Development.” Jour-

nal of Monetary Economics 22(1): 3-42.

Madigan, D., and A. Raftery. 1994. “Model Selection and Accounting for
Model Uncertainty in Graphical Models Using Occam’s Window.”
Journal of the American Statistical Association 89(428): 1535-46.

Malinvaud, E. 1998. Macroeconomic Theory, vol. B: Economic Growth
and Short-Run Equilibrium. Amsterdam: North-Holland.

Mankiw, N. G., D. Romer, and D. Weil. 1992. “A Contribution to the
Empirics of Economic Growth.” Quarterly Journal of Economics
107(2): 407-37.

Persson, T., and G. Tabellini. 1994. “Is Inequality Harmful for Growth?”
American Economic Review 84(3): 600-21.

Pick Publishing Corporation. Various years. Pick's Currency Yearbook.
New York.

Quah, D. 1996. “Empirics for Growth and Convergence.” European
Economic Review 40(6): 1353-75.

.1997. “Empirics for Growth and Distribution: Polarization,
Stratification, and Convergence Clubs.” Journal of Economic
Growth 2(1): 27-59.

Raftery, A. 1995. “Bayesian Model Selection in Social Research (with
discussion).” In Sociological Methodology edited by P. V. Marsden,
111-95. Cambridge, Mass.: Blackwell.

Raftery, A., D. Madigan, and J. Hoeting. 1997. “Bayesian Model Aver-
aging for Linear Regression Models.” Journal of the American Sta-
tistical Association 92(437): 179-91.

Romer, P. 1986. “Increasing Returns and Long Run Growth.” Journal
of Political Economy 94(5): 1002-37.

Sala-i-Martin, X. 1997. “lI Just Ran Two Million Regressions.” Ameri-
can Economic Review 87(2): 178-83.



190 Steven N. Durlauf

Summers, R., and A. Heston. 1988. “A New Set of International Com-
parisons of Real Product and Price Levels Estimates for 130 Coun-
tries, 1950-1985.” Review of Income and Wealth 34(1): 1-25.

Temple, J. 2000. “Growth Regressions and What the Textbooks Don't
Tell You.” Bulletin of Economic Research 52(3): 181-205.

Tierney, L., and J. Kadane. 1986. “Accurate Approximations for Poste-
rior Moments and Marginal Densities.” Journal of the American
Statistical Association 81(393): 82—86.

Wald, A. 1950. Statistical Decision Functions. New York: John Wiley
and Sons.

Wasserman, L. 2000. “Bayesian Model Selection and Bayesian Model
Averaging.” Journal of Mathematical Psychology 44(1): 97-112.

World Bank. 1991. World Development Report 1991: The Challenge of
Development. Oxford University Press.

. Various years. World Bank National Accounts. Washington.



THE EFFECTS OF
BusiNEss CycLEs oN GROWTH

Antonio Fatas
INSEAD and Centre for Economic Policy Research (CEPR)

This paper explores the links between business cycles and long-run
growth. Although it is clear from a theoretical point of view that both of
these phenomena are driven by the same macroeconomic variables, the
interaction between economic fluctuations and growth has been largely
ignored in the academic literature. The main reason for this lack of
attention is the surprising stability of long-term growth rates and their
apparent independence from business cycle conditions, at least among
industrial economies. Business cycles in these countries can be charac-
terized as alternating series of recessions followed by recoveries that
bring gross domestic product (GDP) levels to trend; this suggests that
one can study growth and business cycles independently. To illustrate
this point, figure 1 displays real GDP per capita for the U.S. economy
during the period 1870-1999. A simple log-linear trend represents a
highly accurate description of the long-term patterns of per capita out-
put in the United States.! This pattern is very similar for other indus-
trial countries such as France, Germany, and Great Britain, although
the slope of the trend shows stronger indications of breaks, especially
after the Second World War.

The lack of a widely accepted, empirically valid growth model has
resulted in the use of two distinctive approaches to studying the relation
between growth and business cycles. From an empirical viewpoint, the
(augmented) Solow model seems to fit the cross-country data quite well, as

1 would like to thank Norman Loayza, llian Mihov, and Luis Servén for useful
comments and suggestions.

1. As Jones (1995a, 1995b) has pointed out, an extrapolation of a log-linear
trend for the pre-1914 period produces extremely accurate point estimates of
current GDP levels.

Economic Growth: Sources, Trends, and Cycles, edited by Norman Loayza
and Raimundo Soto, Santiago, Chile. © 2002 Central Bank of Chile.
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Figure 1. U.S. Real per Capita GDP (in logs)
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shown in Mankiw, Romer, and Weil (1992) and Barro and Sala-i-Martin
(1992, 1995). However, early attempts to empirically validate endogenous
growth models have not been very successful, as argued in Easterly and
others (1993) and Jones (1995b). As a result, no clear framework has been
established for analyzing the impact of business cycles on growth.
Despite such arguments, a growing literature establishes inter-
esting theoretical links and empirical regularities relating growth
and business cycles. Recent analysis of cross-country growth perfor-
mances reveals less support for Solow-type growth models.? At the
same time, since the work of Nelson and Plosser (1982), it is com-
monly accepted that business cycles are much more persistent than
what is suggested in figure 1. Moreover, the GDP profile of countries
other than the United States is at odds with steady-state models of
economic growth, as suggested by Easterly and Levine (2001). Direct
evidence has also been presented on the effects of business cycles on
variables related to long-term growth. Productivity is affected by the
business cycle and seems to react to events that are supposed to be only
cyclical.® Growth-related variables, such as investment or research and

2. Bernanke and Gurkaynak (2002); Easterly and Levine (this volume).
3. See, for example, Shea (1999).
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development (R&D) expenditures, are procyclical. Finally, features of
the business cycle, such as the volatility or persistence of economic
fluctuations, are correlated with long-term growth rates.* These em-
pirical regularities are very difficult, or even impossible, to reconcile
with models in which technological progress and long-term growth
are exogenous.

This paper presents an overview of the theoretical arguments, to-
gether with a summary of the evidence of the effects of business cycles on
growth in a large cross section of countries.® The analysis is undertaken
on two levels. The first part of the paper looks at the connections between
certain characteristics of the business cycle and long-term growth rates
and establishes a set of empirical regularities. These regularities are
well captured by a simple endogenous growth model in which long-term
growth dynamics are central to business cycles. Although this theoreti-
cal framework uncovers interesting connections between long-term growth
and features of the business cycle such as persistence, it does not pro-
duce unambiguous predictions about whether the volatility of economic
fluctuations has negative effects on long-term growth rates.

The second part of the paper directly studies the possibility that
business cycles have a significant effect on long-term growth rates by
looking at asymmetric business cycles as well as considering the gen-
eral effects of uncertainty. Overall, the evidence presented suggests
that business cycles and long-term growth rates are determined jointly
by the same economic model. There is evidence that characteristics of
the business cycle are not independent of the growth process, and the
volatility associated with the business cycle is negatively related to
long-term growth rates.

The paper is organized as follows; Section 1 studies the relation be-
tween the persistence of business cycles and long-term growth. Section 2
explores the links between volatility and growth, and Section 3 concludes.

1. TRENDS, PERSISTENCE, AND GROWTH

The stability of growth rates for the U.S. economy has been used as
an argument for keeping the analysis of trends separate from the analy-
sis of economic fluctuations. However, this apparent stability of U.S

4. See Fatéas (2000a, 2000b) for evidence on the effects of business cycles on
R&D expenditures and the link between persistence and growth.

5. My sample of ninety-eight countries is identical to the one used by Bernanke
and Gurkaynak (2002), and it excludes formerly planned economies. See the
appendix for a detailed description of the data.
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growth rates is at odds with the econometric analysis of its time series
properties, which shows that the log-linear trend is far from being an
accurate representation of its long-term properties. This stylized fact
was brought up by Nelson and Plosser (1982), who question the tradi-
tional method of measuring business cycles as temporary deviations of
output from a deterministic log-linear trend. Their paper triggered a
debate on the persistence of output fluctuations and the existence of a
unit root in GDP. Although some of this debate is still open, one fact is
no longer questioned: output does not show a strong tendency to return
to trend after being hit by a shock. Consequently, growth and business
cycles cannot be separated analytically, which raises the need for mod-
els in which the stochastic properties of the trend are somehow related
to the business cycle itself.

This evidence was initially used to promote the real business cycle
theory, in which the persistence of business cycles is interpreted as a
sign of the nature of the disturbances that causes business cycles (tech-
nological events). While this approach incorporates growth and fluctua-
tions into a single model, however, there is still a sense in which growth
is left out of the analysis, given that long-term growth rates are deter-
mined by the exogenous growth rate of technological progress in a Solow-
type model.®

An alternative explanation to the high persistence of business cycle
fluctuations comes from models that consider growth dynamics to be
central to the properties of the business cycle. Within the framework of
endogenous growth models, King, Plosser, and Rebelo (1988) and Stadler
(1990) notice that many types of disturbances other than permanent
shifts in the production function can produce persistent fluctuations.
The intuition is simple: any temporary disturbance that has an effect
on the amount of resources allocated to growth can produce permanent
effects on the level of output. In other words, if investment in growth-
enhancing projects is diminished during recessions and the recovery is
not strong enough to catch up with lost time, then output will not re-
turn to its trend. Recessions can thus have costs that go well beyond the
added volatility to the economy.

The task of distinguishing these two explanations empirically is a
difficult one. Two approaches have been followed. One is to compare the
relative ability of both types of models to match features of the business
cycle. This is the approach taken by Jones, Manuelli, and Siu (2000).
Their conclusions are in some cases supportive of endogenous growth

6. See, for example, Kydland and Prescott (1982); King and others (1991).
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models, but they encounter many difficulties discriminating between
the two types of models. An alternative methodology is to look for em-
pirical connections between the degree of persistence of business cycles
and long-term growth rates. This is only interesting if there are sig-
nificant differences in persistence across countries. Cogley (1990) stud-
ies the variability of the low-frequency component of output in a sample
of nine countries; he shows that there are significant differences among
them, with the United States having the most stable low-frequency
component of the sample. If this degree of persistence is related to the
long-term growth rates of these countries, then it would establish a
direct connection between long-term growth rates and a feature of eco-
nomic fluctuations intrinsically linked to the question of whether busi-
ness cycles have long-term consequences beyond uncertainty and short-
term volatility.

A reduced-form version of a model that displays endogenous growth
can be used to illustrate the link between persistence and growth.”
Assume that the economy is characterized by a production function of
the type

Y, = ALK, (1)

where Y is output, L is labor, A is a technological parameter, and K is
the economy’s stock of knowledge; for simplicity, the stock of knowl-
edge is assumed to affect all firms equally, and no firm is large enough
to internalize the effects of its actions on this stock. Knowledge is accu-
mulated by the process of learning by doing and takes the following
functional form:

Ky _ &Y ‘?g

K1 éKt1g

' @
where grepresents the degree of learning in the economy.8

7. See Fatéas (2000b) for a complete optimizing model that leads to dynamics
identical to those of this reduced form model.

8. This production function, together with the learning process, implies very
strong scale effects. These scale effects are not necessary for any of the intuitions
developed with this simple model, and a model without scale effects can display
similar dynamics. | use such a simplistic production function and learning process
to make the resolution of the model as simple as possible and to provide the
clearest possible presentation of the intuition. See Fatas (2000b) for a detailed
discussion of these arguments.
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The growth rate of output at any point in time is equal to

Dy, =a - (L- g)a., +ad - (1- 9)k.H. ©)

where lowercase letters denote natural logarithms. I assume that a, is
a stationary process and that the labor supply function is such that
labor is also stationary. Let a* and I* be the steady-state values of labor
and productivity. In the absence of any cyclical disturbance, the economy
will grow at a rate equal to

Dy, =ga +ad' . (4)

I now introduce cyclical shocks by postulating a stochastic process
for the technology parameter a,. Assume that it follows an AR(1) pro-
cess such that

a =ra., +m. (®)

Under the assumption that labor supply is inelastic, output growth
can be expressed as a function of m

Dy, =g - (1- g)LfC(L)m, ®)

where L is the lag operator and C(L) is the Wold representation of the
AR(1) process for a,, such that

C(L)=1+L+r?L2+r3L%+... ©)

From equation 6, it is clear that cyclical fluctuations have long-
lasting effects on output despite their transitory nature, because of the
effects on the accumulation of knowledge. One way to look at these
long-lasting effects is to measure the change in the long-term forecasts
of output when there is a shock to a,. The solution is simply the sum of
the coefficients from equation 6 for Dy,, above.

Dy, =D(L)m, ®)

where D(L) = d, + d,L +d,L? + d,L3+ ... is a lag polynomial. Then,
the coefficients dj measure the impact of a shock m on the growth rate
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of output in period t + j. Adding up these coefficients yields the long-
run impact of a given shock on the level of output. In general, the
equation,

s %
P =ad; ©

j=0

represents the impact of a shock m on the level of outputatt + J. The
infinite sum of all d; coefficients measures the permanent impact of a
given shock on the output level, let P be this sum, such that

P =lim,,y P’ =D(1). (10)

In the model, the sum of these coefficients is equal to

P=1+g-(1-gp+g°-r(1-gg+g°-r’(2- gg+- .. (11)

which can be simplified to

-9
P |
-t (12)

This expression is intuitive: the long-term effects of business
cycles are an increasing function of the persistence of the shocks
themselves and the parameter g which represents the speed at which
knowledge accumulates through learning by doing. What is impor-
tant for my argument is that long-term persistence becomes a mea-
sure of the long-term costs of recessions, and the origin of these
costs are the effects that recessions have on the accumulation of
knowledge (the driving force behind long-term growth). In this styl-
ized model, output always returns to its log-linear trend in the ab-
sence of long-term growth (g = 0).

The above model produces a simple, intuitive explanation sug-
gesting that business cycles have permanent effects on output through
the dynamics of the growth process. During recessions, the growth
process slows down. Recoveries bring the growth rate back to nor-
mal, but the level remains below the log-linear trend followed before
the recession. Countries with larger growth rates have more to lose
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during recessions than countries with lower rates, and they therefore
display larger permanent effects of business cycles. As a result, fast-
growing countries display more volatile trends.®

The relationship described above can be used to discriminate
among different theories on growth and business cycles. For example,
in a model in which growth stems from exogenous technological
progress (assume that A grows exogenously at some rate), this mea-
sure of persistence (P) would simply be a function of the parameterr.
The typical formulation of a real business cycle hasg=0andr =1,
together with exogenous technological progress for the technological
parameter A. Under these circumstances, persistence would be inde-
pendent of growthand P = 1.

Is there any empirical evidence that persistence and growth rates
are correlated? The answer is yes. Using a sample of about a hundred
countries from the Summers-Heston dataset, | calculate the degree of
persistence of annual fluctuations to determine whether this degree
of persistence is correlated to the countries’ long-term growth rates.
Persistence is calculated using two different methods. First, | esti-
mate an AR(1) process for GDP growth and approximate P by invert-
ing the lag polynomial associated with the AR(1) process. Second, |
use Cochrane’s variance ratio, which has often been used to estimate
the persistence of time series.'® This measure is equal to

e ovar(y, - Yes)

s'd-jo
v =80V o) 1082 10
&J gvar(y, - V.,) %8 J gl (13)

wherer . is the j™ autocorrelation of the growth rate of output. Taking
the limit of this expression as J tends to infinity, | obtain a measure of
long-run persistence,

V =lim,,, VvV’ . (14)

9. A set of papers postulate that recessions can have the opposite effect (that
is, be beneficial for growth). Caballero and Hammour (1994), Gali and Hammour
(1991), and Hall (1991) all present models in which recessions lead to permanent
improvements in productivity because research activities offer a higher return
than production activities during such periods or because recessions lead to the
destruction of the least productive firms.

10. See Cochrane (1988) for a description of this series.
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Table 1. Persistence and Growth?

Explanatory variable P \%

Sample All OECD All OECD

b 0.066 0.383 0.090 0611
(0.029) (0.137) (0.043) (0.102)

Summary statistics
R? 009 053 007 062

a. Persistence; = a + b Avg.Growth, + h;. Sample: 1950-1998. Robust standard errors in parentheses.

Both V and P take the value O for a trend-stationary series and the
value 1 for a random walk. For any other series,

, var(m

VvV =|P| var(Dy]

(15)
For the model above, this expression is equal to

(v
(1-r) g +2-r)- oy

This expression is always increasing in gas long as g < 2, a condi-
tion that is required for output growth to be a stationary series. In
other words, fast-growing countries display a larger degree of persis-
tence as measured by either of the two indicators (P or V).

Table 1 presents the results of regressing the degree of persistence
of annual fluctuations on the long-term growth rate of output for both
the full sample (ninety-eight countries) and the restricted sample of
member countries of the Organization for Economic Cooperation and
Development (OECD).!! This procedure is carried out for the two pro-
posed measures of persistence and using per capita GDP as measures
of economic activity. In the case of the variance ratio, | choose a win-
dow of five years (that is, including correlations of GDP growth with its
first four lags).

In all cases, the coefficient is positive and significant. In the case of
the OECD economies, the fit of the regression and the size of the coeffi-

V =

11. See the appendix for a detailed description of the countries included.
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cient are larger than in the overall sample.’? These differences can
partially be attributed to the different nature of the business cycle across
countries. OECD economies generally exhibit well-defined business
cycles, so the measure of persistence is appropriate for them. Some of
the other countries, however, experience less regular, less uniform booms
and recessions; a symmetric measure of persistence like the one used
in table 1 can be much noisier in these cases than among the OECD
countries. This reasoning explains the larger standard errors in the
full sample. The fact that the coefficient is low has no straightforward
explanation. A formal test could not reject the hypothesis that they are
equal, and the two coefficients become closer in size if one corrects for
outliers. However, whether these effects are of greater economic impor-
tance for OECD countries remains an open question.'3

The results of table 1 show strong support for the idea that growth
and business cycles are not independent phenomena. Persistence, which
serves as a measure of the long-term effects of business cycles, is posi-
tively correlated to growth. Explaining the estimates of table 1 one re-
quires a theory in which growth and fluctuations are jointly determined.

One has to be careful in interpreting the results of table 1 in terms of
the effects of volatility on growth. The results suggest that growth dy-
namics play a role in shaping business cycles, but the argument could be
entirely symmetric. The discussion on recessions (negative shocks) also
applies to booms (positive shocks). Thus while fast-growing countries
feel the effects of recessions more than slow-growing counties, they also
benefit more from positive shocks. In that sense, the correlation between
persistence and growth, although encouraging, does not provide a direct
link between the volatility of fluctuations and average growth. Given
enough symmetry, more fluctuations lead to more volatile trends, but
the average growth rate remains constant. The next section explores
theories and empirical evidence that go beyond this first relationship
between growth and business cycles. By introducing asymmetries and
by taking into consideration the direct role that volatility and uncer-
tainty can play in determining growth rates, the analysis establishes a
link between volatility and average growth rates.

12. These results are also confirmed when using quarterly data; see Fatéas
(2000b).

13. If the regressions from Table 1 are estimated by a robust minimum abso-
lute deviation technique to check for the possibility that outliers, the estimates for
the full sample and the OECD sample are closer. It is also interesting to point out
that with this estimation technique, the significance of the coefficient increases
for both samples confirming that outliers are not driving our main result.
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2. BusiNnEss CycLEs, UNCERTAINTY, AND GROWTH

Do business cycles affect long-term performance? Is volatility bad
for growth? The evidence presented thus far cannot answer these ques-
tions. In models of the type above, an increase in uncertainty—that is,
an increase in the volatility of the disturbance m—has no effect on long-
term growth rates. Average growth is not affected by business cycles.

There are two ways of modifying the analysis so that volatility
and uncertainty become relevant for long-term growth. The first is
very mechanical and consists of thinking about fluctuations as being
asymmetric. What if more fluctuations meant deeper recessions rela-
tive to unchanged expansions? Rodrik (1991), for example, considers
the case of policy reform and the uncertainty introduced by the possi-
bility that reform is reversed. In his model, additional uncertainty
not only increases risk, but also lowers the average return to invest-
ment, because it is assumed that no reform leads to larger distor-
tions.’* Another example is the analysis of political uncertainty. Po-
litical uncertainty is usually measured by variables such as the num-
ber of revolutions and military coups or the number of political assas-
sinations. An increase in both of these variables does not simply rep-
resent more volatility around a constant mean, but rather indicates
more volatility and a lower mean. Introducing this type of asymmet-
ric fluctuation into an endogenous growth model can lead to a straight-
forward connection between fluctuations and growth. For example,
introducing asymmetric fluctuations in the disturbance min the model
from the previous section establishes a direct relationship between
average technology and its volatility and, therefore, the average growth
rate of output. More volatile economies would display a lower mean
for the technology parameter, A, than would less volatile economies,
and they would grow at a lower rate as a result. Another possible
source of asymmetry is the accumulation process. What if the nega-
tive effects of recessions on learning by doing are stronger than the
positive effects of booms? This is the spirit of the model developed by
Martin and Rogers (1997). In this case, there is also a negative rela-
tionship between volatility and growth.

The second way to link business cycles and growth is to introduce
risk aversion or irreversibilities to investment. In this case, even if
disturbances and business cycles are held symmetric, uncertainty can

14. Hausmann and Gavin (1996) make a similar argument to explain the poor
growth performance of Latin American countries.
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also directly affect growth.'®> For example, Feeney (1999) argues that
risk sharing (through trade) and the associated decrease in uncertainty
and volatility can have positive effects on growth. An endogenous growth
model can also introduce general equilibrium effects of uncertainty on
growth through consumer’s behavior and the labor supply, as in Jones,
Manuelli, and Stachetti (1999) or de Hek and Roy (2001).

In the sample of countries considered here, what are the main
sources of uncertainty and volatility that make business cycles so dif-
ferent across countries? One possibility involves differences in economic
policies. Talvi and Végh (2000) and Fatas and Mihov (2002) present
evidence of differences in fiscal policy behavior across countries and
examine how these differences are associated with different political
institutions or economic structures. A second candidate is terms-of-
trade shocks and the economy’s degree of openness, as argued by Rodrik
(1998). A third possibility is that the development of financial markets
is strongly correlated with the shape of business cycles. Well-function-
ing financial markets can provide the tools for smoothing business cycles.
In the absence of these tools, countries are more likely to suffer exces-
sive volatility (see, for example, Caballero, 2000).

Several papers analyze the relationship between volatility and
growth from an empirical standpoint. The first group of papers looks
directly at the relationship between volatility and growth without
focusing on a specific channel through which the effects take place.
This group includes Ramey and Ramey (1995), Kormendi and Meguire
(1985), and Martin and Rogers (2000). A second strand of the litera-
ture explores specific sources of uncertainty and how this uncer-
tainty has affected long-term growth. For example, Alesina and oth-
ers (1996) study the effects of political instability on growth, while
Judson and Orphanides (1999) analyze the effects of the volatility of
inflation on growth. Most of these papers present evidence in favor
of the hypothesis that volatility, uncertainty, or political instability
hurts growth. I now review some of this evidence, presenting addi-
tional tests of the robustness of the relationship between volatility
and growth and also investigating some of the specific channels
through which the relationship takes place.

I start by measuring the volatility of the business cycle by the stan-
dard deviation of per capita GDP growth rates. Table 2 displays the
results of a regression of average growth rates (1950-1998) on business
cycle volatility for all the countries in the sample. The coefficient is

15. Bernanke (1983); Bertola and Caballero (1994).
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Table 2. Business Cycle Volatility and Growth?

Explanatory variable (1) 2)
Volatility -0241 -0.179
(0.075) (0.090)
Per capita GDP in 1960 (log) 0.365
(0.182)

Summary statistics
R? 013 015

a. Growth; = a + b Volatility; + d X; + h,. Sample: 1950-1998. Robust stan-
dard errors in parentheses.

positive and significant. Conditioning the correlation to the logarithm
of 1960 per capita GDP does not alter the size of the coefficient,
although its significance falls.1® In terms of the size of the coefficient, a
one standard deviation increase in volatility (about 2.3 percent) leads
to a decrease in the growth rate of per capita GDP of about 0.4 percent,
arelatively large effect.

2.1 Volatility versus Uncertainty

Table 2 measures business cycle volatility as the standard devia-
tion of per capita GDP growth rates. This measure includes variations
in GDP that can be forecast by economic agents. If what really matters
for growth is uncertainty, then the residuals of a forecasting equation
for output growth might provide a key indicator. For each of the coun-
tries in the sample, I regress output growth on its own lagged value, as
well as on a linear and a quadratic trend. Introducing these trends
serves to remove low-frequency movements in output that log-linear
detrending cannot address.” The results are practically identical, both
in terms of the size of the coefficient and the fit of the regression (see
table 3). Because of the similarity of the results, the rest of the paper
uses the standard deviation of per capita output growth rates to mea-
sure volatility.

16. Although the data starts for some countries in 1950, we always choose
1960 as the ‘initial’ year in order to keep consistency across countries. Using 1950
for those countries for which data is available does not change any of the results
presented in the paper.

17. These low frequency movements could bias some of our results because
they could be measured as volatility of output growth when they are simply changes
in average growth rates over time.
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Table 3. Uncertainty and Growth?

Explanatory variable 1) 2)
Uncertainty -0.247 -0.187
(0.077) (0.093)

Per capita GDP in 1960 (log) 0.36
(0.181)

Summary statistics
R? 013 015

a. Growth; =a + b Uncertainty, + £ X; + h;. Sample: 1950-1998. Robust
standard errors in parentheses.

2.2 Volatility versus Bad Policies

The biggest concern with the negative correlation between growth
and business cycles found in tables 2 and 3 is the possibility that a third
variable (or group of variables) is correlated with both of them and is
ultimately responsible for this correlation. The first candidate is so-called
bad economic policy. Governments with policies that are unfriendly to
growth can introduce additional sources of volatility in the economy. It
might also be the case that bad economic policies are generally more
volatile policies, leading to more pronounced business cycles. If so, more
volatile policies might be correlated with lower growth, while the true
cause of lower growth is the low average quality of the policies.!®

Empirically assessing whether volatility is acting as a proxy for
bad policies in the regressions of tables 1 and 2 requires identifying
variables that can serve as direct measures of policies that hurt growth
and are correlated with the volatility of the business cycle. For ex-
ample, the degree of openness is known to be correlated with long-term
growth, and itis also related to the general degree of uncertainty faced
by an economy.!® Government size, which is a relevant variable in
many growth models, is also related to the volatility of business cycles.
Finally, inflation or inflation variability are key variables in business
cycles and have been shown to have an effect on growth.

Table 4 presents the results of introducing these four variables
into the analysis. Once again, the size of the coefficient is practically

18. As discussed before, in the analysis of policy reform in developing coun-
tries in Rodrik (1991), a higher probability of failure of reform is associated both to
worse economic policy (higher distortions) and more uncertainty.

19. See Rodrik (1998).
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Table 4. Business Cycle Volatility versus Bad Policies?

Explanatory variable (1)
Volatility -0.187
(0.083)
Per capita GDP in 1960 (log) 0.394
(0.190)
Trade openness 0.019
(0.007)
Inflation 0.004
(0.003)
Inflation Volatility -0.002
(0.001)
Government size -0.014
(0.017)

Summary statistics
R? 0.29

a. Growth, = a + b Volatility; + d X; + h,. Sample: 1950-1998. Robust
standard errors in parentheses.

unchanged from the previous table. Although this is only a partial
list of variables capturing policy effects, I conclude that in the re-
gressions, business cycle volatility is not capturing differences in
economic policies, at least not in those related to inflation, openness,
or government size.

2.3 Specific Sources of Business Cycle Volatility

The previous tables measured volatility by the standard deviation
of output growth. What are the main variables that determine this
volatility? Do all of them have the same effect? Answering these ques-
tions can be useful for two reasons. First, it can help discriminate
among different theories by providing a more precise measure of the
cause of the volatility that affects long-term growth rates. Second, it
can be used in the main regression to avoid biases associated with
endogeneity or omitted variables. The idea is to introduce variables
that are clearly related to economic policy and the business cycle but
that, in principle, should not be directly related to long-term growth
rates. | look at variables that are normally considered to be neutral in
the long run, starting with a set of variables that are associated with
monetary policy. These include average inflation, the volatility of detrended
money balances, and a measure of the exchange rate arrangement of
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Table 5. Business Cycle Volatility and Economic Policy?

Explanatory variable (1)
Exchange rate flexibility -0.901
(0.401)
Volatility in monetary policy 0.132
(0.053)
Volatility in fiscal policy 0.172
(0.223)
Inflation 0.002
(0.001)

Summary statistics
R? 021

a. Volatility; =a +d X; + h;. Sample: 1950-1998. Robust standard errors
in parentheses.

each country.20 | also include a measure of the volatility of fiscal policy:
the residual of a forecasting regression of the budget deficit that in-
cludes output growth as well as a linear and a quadratic trend. My
empirical strategy is first to see whether these variables are correlated
with the measure of business cycle volatility and then to use this corre-
lation to refine the estimates of the effects of volatility on growth.

A regression of output volatility on these four variables produces
coefficients of the sign that would be expected (see table 5). Countries
with fixed exchange rates, a higher inflation rate, more uncertain mon-
etary policy, and more volatile fiscal policy have a more pronounced
business cycle.

The information contained in table 5 can be used to reproduce the
estimates of tables 2, 3, and 4, using these four variables as instru-
ments of the volatility of the business cycle. Results are presented in
table 6. The effect of volatility on growth is still significant, and the
coefficient is larger in magnitude compared with the results of the ordi-
nary least squares (OLS) regressions.

I do not claim that these variables are, under all theories, exog-
enous to economic growth or unrelated to all possible omitted variables
that directly influence economic growth.2! Rather, the results of table
6 confirm the negative relationship between growth and business cycles

20. Including the volatility of inflation rates does not add much to the analysis
as it is highly correlated with the average inflation rate.

21. For example, and as argued before, inflation rates or the volatility of
monetary and fiscal policy can be related to overall ‘bad economic policy’ that leads
to lower economic growth.
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Table 6. Growth and Business Cycle Volatility, with
Economic Policy Variables?

Explanatory variable (2) 2)
Volatility -0.483 -0.453
(0.163) (0.189)
Per capita GDP in 1960 (log) -0.073
(0.243)

a. Growth; = a + b Volatility; + d X; + h,. Sample: 1950-1998. Robust
standard errors in parentheses

when the volatility of economic fluctuations is measured using a set of
variables that originate in monetary and fiscal policies generally be-
lieved to be neutral to economic growth beyond their impact on eco-
nomic fluctuations.

2.4 Cross-Country Variation

The effects of volatility on growth should differ among countries.
The development of financial markets, the degree of openness, and the
level of development can condition the negative effects of uncertainty
on investment and growth. This section explores this issue by incorpo-
rating interaction terms between the volatility of output and per capita
GDP, together with a measure of financial development (the average
ratio of M3 to GDP). Table 7 shows the results of introducing these two
interaction terms in the main regression.

In both cases, the interaction terms are significant, suggesting that
the effects are larger for poor countries and countries with relatively less
developed financial markets. This is true regardless of whether in the
regression we condition for initial per capita GDP. Moreover, both the fit
of the regression and the significance of the coefficient on volatility im-
prove considerably. Of the two interaction terms introduced, the one
with per capita GDP achieves a higher significance when both variables
are introduced in the regression (see columns 3 and 6). From an eco-
nomic viewpoint, both interaction variables are large in size. For ex-
ample, large differences are found on analyzing the individual regres-
sions (such as columns 1 and 2) and measuring the effect of volatility on
output for the countries with the highest and lowest levels of develop-
ment or financial deepening. Using the estimates of column 5, the (net)
coefficient on volatility for the country with the average level of finan-
cial development is about —0.25, which is practically identical to the
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Table 7. Growth and Business Cycle Volatility: Cross-country
Variation?

Explanatory variable (1) 2) 3) 4) (5) (6)
Volatility -1583 -0418 -1.329 -3311 -0411 -3.100
(0.278) (0.072) (0.298) (0.436) (0.099) (0.514)
Volatility* 0.190 0.146 0.399 0.363
per capita GDP (0.040) (0.047) (0.055) (0.066)
Volatility* 0.005 0.002 0.005 0.002
financial development (0.002) (0.001) (0.002) (0.001)
Per capita GDP in 1960 (log) -1.511 0.009 -1.488

(0280)  (0179)  (0.321)

Summary statistics
R? 037 021 032 053 0.20 050

a. Growth; =a + b Volatility; + d X; + h;. Sample: 1950-1998. Robust standard errors in parentheses.

coefficient estimated in table 2 (with no interaction terms). The same
calculation for the country with the lowest level of financial development
produces a larger coefficient (in absolute value) of about —0.361. The
coefficient turns positive for the country with the highest level of devel-
opment, at about 0.10. In other words, for high levels of development
(measured by per capita GDP or financial deepening), the relationship
between growth and business cycles turns positive instead of negative.
I can only speculate about the reason for this effect. One possibility is
that business cycles differ in nature significantly depending on the level of
development. Another possibility is that fluctuations and uncertainty only
result in lower growth when financial markets are not fully developed and
cannot provide risk-sharing mechanisms to protect agents against uncer-
tainty. Theories that predict a positive correlation between growth and
volatility probably fit rich countries better than poor countries. These theo-
ries suggest that countries choose from a set of technologies characterized
by different combinations of risk and returns (growth). Countries that opt
for riskier technologies will display both more pronounced business cycles
and faster growth. This process, however, requires very well developed
financial markets that can channel funds to those risky projects.

2.5 Effects of Business Cycles on Investment
In looking for a mechanism that explains the observed correlation

between growth rates and business cycle volatility, the obvious candi-
date is investment. Uncertainty can adversely affect investment, and
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Table 8. Investment and Business Cycle Volatility?

Explanatory variable (1) 2) 3)
Volatility -1.106 -0.244 -842
(0.363) (0.361) (3.226)
Per capita GDP in 1960 (log) 5.227 0.33
(0.861) (1.778)
Volatility* 1.043
per capita GDP (0.418)
Summary statistics
R? 011 033 043

a. Investment; = a +b Volatility; + d X; + h;. Sample: 1950-1998. Robust standard errors
in parentheses.

investment is one of the most robust variables for explaining long-term
growth rates. Ramey and Ramey (1995) find that the link between in-
vestment and business cycle volatility is less robust than that between
growth and business cycles. Aizenman and Marion (1999), however,
find that the link between investment and volatility is stronger if one
includes only private investment. Table 8 replicates these regressions
for the dataset; it indicates that business cycle volatility is negatively
correlated with average investment rates (see column 1, which reports
the results of a regression run with only volatility on the right-hand
side). A 1 percent increase in volatility reduces the average investment
rate by about 0.5 percentage points. A quick, back-of-the-envelope calcu-
lation suggests that this drop in investment can justify lower growth
rates of about 0.07 percent. This is about one-third of the effect estimated
when average growth rates are regressed on volatility. According to these
numbers, therefore, at most one-third of the effect of volatility on output
growth can be attributed to its effect on lower investment.

Not only is the estimate of the effects of volatility on investment
small, but it is not robust to the introduction of the initial level of GDP,
as shown in column 2. This result can be overturned by allowing for
the effect of volatility on growth rates to depend on the level of per
capita GDP. In this case, the coefficient remains significant (see col-
umn 3). This last result suggests that taking into account the possibil-
ity that the relationship between volatility and growth is a function of
the level of development greatly improves the fit of these regressions.
Simple calculations using the range of values of the interaction term
suggest that the coefficient of volatility on growth is about —3 for the
poorest countries in the sample and about 1 for the richest countries.



210 Antonio Fatas

Table 9. Growth and Business Cycle Volatility: Robutness
Tests?

Explanatory variable ) 2) 3) 4)
Volatility -0.145 -0.142 -0.110 -0.081
(0.103) (0.059) (0.096) (0.072)
Per capita GDP 0.016 -0437 -0.102 -0.753
(0.227) (0.207) (0.213) (0.272)
Secondary education in 1960 0.069 0.028
(0.036) (0.019)
Investment 0.153 0.143
(0.024) (0.025)
Population Growth -0.679 -0413
(0.229) (0.204)

Summary statistics
R? 0.15 053 021 054

a. Growth; =a +b Volatility; + d X; + h;. Sample: 1950-1998. Robust standard errors in parentheses.

It thus seems that although business cycle volatility has negative
effects on investment, investment cannot be the only channel through
which uncertainty and volatility affect growth. Even in the best sce-
nario, this channel can only account for about one-third of the total
effect. This interpretation seems to corroborate the results of Easterly
and Levine (2001), who argue that factor accumulation cannot explain
most of the cross-country variation on growth rates.

2.6 Robustness of the Correlation to Other Growth-
Related Variables

All the previous tables indicate that volatility matters for growth.
More volatile economies tend to display lower long-term growth rates. In
this section, | run a series of regressions to see whether this relationship
between volatility and growth is robust to the introduction of a series of
variables that have been shown to be relevant for growth. Most of the
variables introduced are supposed to be independent of the volatility of
business cycles, and there is no prior indication of the direction in which
they might affect the results. This exercise follows the methodology of
Levine and Renelt (1992) in testing the robustness of different sets of
variables explaining cross-country differences in growth rates.

The set of variables added to the main regression is that identified
by Levine and Renelt (1992). I include a measure of initial human
capital (secondary education), the average investment rate, and the
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Table 10. Volatility and Growth: Interaction between
Business Cycles and Level of Development?

Explanatory variable (1) (2) (3)

Volatility —2.772 -17 -0.27
(0.282) (0.645) (0.092)

Per capita GDP in 1960 (log) -2.229 -1.856 -0.953
(0.235) (0.422) (0.220)

Secondary education in 1960 0.037 0.04 0.026
(0.015) (0.018) (0.017)

Investment 0.083 0.143 0.12
(0.013) (0.022) (0.024)

Population Growth -0.624 -0.562 -0.465
(0.153) (0.205) (0.465)

Volatility * 0.34

Per capita GDP (0.036)

Volatility * 0.212

Per capita GDP in 1960 (0.082)

Volatility *M3/GDP 0.004

(0.002)

Summary statistics
R? 077 058 057

a. Growth; =a + b Volatility; + d X; + h;. Sample: 1950-1998. Robust standard errors in parentheses.

growth rate of the population. Table 9 presents the results of including
one variable at a time, as well as all variables together. All regressions
also include the 1960 level of per capita GDP. The four columns reveal
that the relationship between volatility and growth becomes weaker
as these controls are added. The coefficient is still always negative,
but its size goes down by almost half and its significance falls below
standard levels.??

These results cast doubt on the robustness of the relationship be-
tween volatility and growth, but they offer no hint on the economic mecha-
nism that lies behind the estimates. It is unclear why a variable such as
average population growth would be related to business cycle volatility
in away that breaks down the relationship between volatility and growth.

To examine these robustness tests more carefully, | again allow
an interaction term between volatility and the level of development.
Table 10 summarizes the results of a regression identical to that in
table 9, but with a new variable that captures the interaction between

22. Similar results are obtained if one uses uncertainty, measured by the
residual of a forecasting regression for output growth, instead of volatility.
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business cycles and the level of development. Three variables represent
possible sources of interaction with volatility: average (log) per capita
GDP (column 1), initial (log) per capita GDP (column 2), and the aver-
age ratio of M3 to GDP (column 3).

All three columns produce consistent and interesting results. First,
all the variables are significant and have the correct sign. Second,
and most important, the introduction of an interaction term drasti-
cally increases the significance of the estimate of volatility on growth.
This estimate appears much more robust than in table 9. The inter-
action term is positive in all cases, which confirms my previous esti-
mates and suggests that the negative effects of business cycles on
growth are much larger for poor countries. My main result is thus
robust to the introduction of growth-related variables as long as |
allow for differences across poor and rich countries in the effects of
volatility on growth.

Table 10 can also be used to provide a reading on the significance of
these interaction terms in relation to the ability of poor economies to
converge to the levels of development of rich countries. The table sug-
gests that the speed of convergence is a function of the volatility of
business cycles. For countries with very volatile business cycles, lower
per capita GDP does not ensure convergence toward richer economies.
Taken in conjunction with theories postulating that poor economies
are more likely to be subject to political and economic uncertainty, this
finding points to the possibility that countries will fall into growth traps.
Uncertain environments in poor countries prevent growth from taking
off, and this lack of growth creates the conditions for uncertainty and
economic volatility.

2.7 The Importance of Asymmetries in the Business
Cycle

The analysis thus far indicates that economic fluctuations are nega-
tively related to growth, but the question remains whether other fea-
tures of the business cycle can influence the relationship between the
two variables. The obvious candidate is the asymmetry of business cycles.
In fact, the paper has frequently referred to the possibility that asym-
metric business cycles are responsible for the observed link between
volatility and growth. A proper characterization of business cycle asym-
metries in a sample of ninety-eight countries is beyond the scope of this
paper, but I want to see whether simple statistics that capture the
asymmetric nature of shocks can modify or explain the main results.
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Table 11. Growth and Business Cycles Asymmetries?

Explanatory variable (1) 2)
Business cycles asymmetry®  0.334 0.188
(0.242) (0.198)
Volatility -0.229
(0.072)

Summary statistics
R? 0.02 0.13

a. Growth; =a + b Skewness; + Volatility; + h;. Sample: 1950-1998. Robust
standard errors in parentheses
b. Measured as the skewness of per capita GDP growth rates.

I calculated the skewness of per capita GDP growth rates for
each country in the sample and then used this measure of asymme-
try as an explanatory variable in the basic growth regression. Table
11 shows the results of regressing average growth rates on skew-
ness and on skewness and volatility. The coefficient on skewness
has the right sign, indicating that average growth is lower when
business cycles are skewed toward large negative shocks.2® The co-
efficient is not significant, however, and both the coefficient and the
significance drop even further when the measure of volatility is in-
troduced into the regression. I therefore conclude that business cycles
that are skewed to the left (that is, when countries suffer large,
infrequent negative shocks) are more harmful to growth than sym-
metric fluctuations. However, the effect is weak and the coefficient
is not significant, especially after introducing the volatility of busi-
ness cycles into the regression.

Although the results of table 11 seem to question the economic im-
portance of asymmetries in the link between business cycle and growth,
itis important to take into account the difficulties of consistently char-
acterizing asymmetries for the sample of countries under study. The
type of asymmetries captured in the theoretical framework of Rodrik
(1991), for example, is poorly captured by an indicator such as the skew-
ness of the distribution.?*

23. See Hausmann and Gavin (1996) for similar arguments in the case of
Latin America.

24. One possible solution to this measurement problem is to look at a specific
source of economic fluctuations (such as oil shocks) and characterize asymme-
tries by looking at the response to both positive and negative shocks to that
variable. Even so, there is a question on whether those shocks have the same
impact in economies at different stages of development.
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3. CoNcLUSIONS

This paper studies the link between business cycles and long-term
growth rates. Business cycles and growth are generally analyzed sepa-
rately under the assumption that business cycles can be characterized
by transitory dynamics that have no effect on long-term trends. The
stability of growth rates over the last hundred years in the United
States and other industrial economies, combined with the good fit that
Solow-type growth models produce in cross-country studies, has been
used as a strong empirical argument for keeping economic fluctuations
out of growth models and restricting the study of business cycles to
deviations around the steady state.

The empirical evidence presented here has uncovered interesting
interactions between cycles and growth that are significant both eco-
nomically and statistically. My argument is based on two related pieces
of evidence. First, business cycles cannot be considered temporary de-
viations from a trend. This observation, which is largely studied in the
literature that looks at the trend-cycle decomposition, is instrumental
for understanding the effects of volatility on growth. Under the inter-
pretation presented in this paper, the documented persistence of busi-
ness cycles is a measure of the effects of business cycles on growth. The
fact that there is a strong positive correlation between persistence of
short-term fluctuations and long-term growth rates contradicts busi-
ness cycle models based on small deviations from a steady-state solu-
tion in a Solow-type growth model. This paper shows that a simple
endogenous growth model in which business cycles affect growth can
easily replicate this correlation.

Second, in models featuring asymmetric business cycles, an in-
crease in volatility can lead to a decrease in long-term growth rates.
Even without asymmetries, uncertainty related to business cycle vola-
tility can lead to lower growth. The data support this proposition. Coun-
tries with more volatile fluctuations display lower long-term growth
rates. A series of robustness tests designed to correct for possible omit-
ted variables bias or problems of endogeneity reveals that the relation-
ship is robust. Additional evidence points to a nonlinear relationship
between growth and business cycles, which is well captured by an in-
teraction term between volatility and the level of development. The
effect of business cycles on growth is much larger for poor countries.
This finding holds true if the level of development is measured by the
degree of financial deepening. A plausible interpretation of this effect is
that the development of financial markets reduces the costs associated
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with volatility and uncertainty because it opens possibilities for risk
sharing among individuals.

Although the results clearly support models that integrate busi-
ness cycles and long-term growth, the process of extracting policy rec-
ommendations from them is inherently difficult. The lack of an ac-
cepted theoretical framework limits the ability to produce structural
tests of well-specified theories. So far, endogenous growth models have
had only limited success explaining cross-country growth patterns. The
results of this paper encourage further theoretical development of en-
dogenous growth models with business cycles. They also suggest that
making explicit the effects of economic fluctuations on growth could
improve the models’ ability to explain features of the business cycle.
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List of Countries

Algeria Ecuador Malawi Singapore
Angola Egypt Malaysia Somalia
Argentina El Salvador Mali South Africa
Australia Ethiopia Mauritania Spain

Austria Finland Mauritius SriLanka
Bangladesh France Mexico Sudan
Belgium Germany Morocco Sweden

Benin Ghana Mozambique Switzerland
Bolivia Greece Nepal Syria
Botswana Guatemala Netherlands Tanzania
Brazil Haiti New Zealand Thailand
Burkina Faso Honduras Nicaragua Togo

Burma Hong Kong Niger Trinidad and Tobago
Burundi India Nigeria Tunisia
Cameroon Indonesia Norway Turkey
Canada Ireland Pakistan Uganda
Central African Rep.  Israel Panama United Kingdom
Colombia Italy Papua New Guinea United States
Congo Jamaica Paraguay Uruguay
Costa Rica Japan Peru Venezuela
Cote d'lvoire Jordan Philippines Zaire

Chad Kenya Portugal Zambia

Chile Korea, Republic of Rwanda Zimbabwe
Denmark Liberia Senegal

Dominican Republic Madagascar Sierra Leone

Source of variables:

GDP, population, and investment rates are from the Summers-Heston Penn World Tables, version 6.0 (available
at www.princeton.edu/~gurkaynk/growthdata.html).

Inflation, money supply (M3), openness, government size, and budget deficit are from the World Bank, World
Development Indicators, 2001.

Exchange rate arrangements are from the International Monetary Fund, “Annual Report on Exchange Arrange-
ments and Exchange Restrictions,” several years. Original coefficients (from 1 to 10) have been transformed to
a scale of 1 to 3, where 1 represents fixed, 2 intermediate, and 3 flexible exchange rates. Fixed exchange rates
correspond to the original values of 1 to 5, intermediate to the values of 6 to 8, and flexible to the values 9 and 10.
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TrReENDS, CYCLES,
AND CONVERGENCE

Andrew C. Harvey
University of Cambridge

Determining turning points in the business cycle is a difficult
problem. Making sensible predictions concerning the growth path of
an economy in the medium or long term is even harder. This paper
explores what can be achieved by analysing and modeling time se-
ries observations on gross domestic product (GDP) and other macro-
economic time series.

Separating out trends and cycles is fundamental to a good deal
of economic analysis. It is often done by applying filters in a rather
arbitrary fashion. Thus the low-pass filter introduced by Hodrick
and Prescott (1997) is frequently used to remove trends in situa-
tions in which it can create serious distortions (see Harvey and Jae-
ger, 1993; Cogley and Nason, 1995). The band-pass filter, recently
introduced by Baxter and King (1999), can also result in distortions
(see Murray, 2002).

Trends and cycles are best constructed using unobserved compo-
nent, or structural, time series models. The parameters in such mod-
els are typically estimated by maximum likelihood, after which op-
timal estimates of the components are obtained by smoothing algo-
rithms. The calculations are most easily performed by putting the
model in state-space form.

The paper begins by discussing the basic ideas of structural time
series models and reviewing the link with the Hodrick-Prescott (HP)

I am grateful to Vasco Carvalho for research assistance, to Rodrigo Caputo
and Thomas Trimbur for helpful comments, and to Christian Johnson for his
discussion at the conference. Much of the work reported was supported by the
Economic and Social Research Council (ESRC) as part of a project on Dynamic
Factor Analysis, grant number L138 25 1008.

Economic Growth: Sources, Trends, and Cycles, edited by Norman Loayza
and Raimundo Soto, Santiago, Chile. © 2002 Central Bank of Chile.
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filter. An extended class of cyclical models is then introduced. Harvey
and Trimbur (2002) argue that these models enable the extraction of
smoother cycles and that they lead to a more satisfactory decompo-
sition into trend and cycle at the end of the series. The extraction of
these generalised cycles is closely linked to the application of
Butterworth band-pass filters. These filters are widely used in engi-
neering but have only recently been introduced into economic statis-
tics (see Gomez, 2001). The analysis of such filters reveals that a
model yielding the equivalent of an ideal band-pass filter can be ob-
tained as a limiting case. Fitting models with the generalised cycli-
cal component to U.S. macroeconomic series illustrates the point
about their yielding clearer and smoother cycles than are normally
obtained.

Structural models can also be extended so as to include more
than one cycle. A model with two cycles produces a plausible trend
for quarterly Chilean GDP data.

Multivariate models are discussed in section 2. A related series
with a more pronounced cycle, such as investment, may help in
extracting a better cycle from GDP. Multivariate models can also be
set up so as to handle economies that have converged and so have a
stable relationship. These are called balanced growth models. How-
ever, the more relevant question for developing economies, such as
Chile, is whether convergence is actually taking place. Section 3
examines ways of assessing and modeling convergence between two
economies. A dynamic error-correction model is proposed and then
extended so as to incorporate a mechanism that allows convergence
to take place smoothly. Unobserved component and autoregressive
versions of these models are fitted to per capita data on GDP in the
United States and Japan.

Section 4 brings together the material from the earlier sections
to set out bivariate models for the levels of two converging econo-
mies. The preferred models combine unobserved components with
an error-correction mechanism and allow a decomposition into trend,
cycle, and convergence components. This provides insight into what
has happened in the past, enables the current state of an economy to
be more accurately assessed, and gives a procedure for the predic-
tion of future observations. The properties of these models are ex-
plored, and they are fitted to the Japanese and U.S. series. Finally,
the scope for using these models for making medium-term predic-
tions for Chile is assessed.
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1. TiME SERIES MODELS FOR TRENDS AND CYCLES

1.1 Structural Time Series Models

The local linear trend model for a set of observations,y, t=1, ..., T,
consists of stochastic trend and irregular components, that is,

Ye = W, + &, t=1,.,T. D

The trend, ,, receives shocks to both its level and slope, so

@

where the irregular, level, and slope disturbances, ,, n,, and {,, respec-
tively, are mutually independent and the notation NID(0, 0%) denotes
normally and independently distributed with mean zero and variance
o?. If both variances oﬁ and are zero, the trend is deterministic. When
only is zero, the slope is fixed and the trend reduces to a random

2=, SRMRIKWith drift NID(0,62).
Be =Bt + e, ¢, ~NID(0,0%), @)

Allowing to be positive, but setting  to zero gives an integrated
random walk (IRW) trend, which when estimated tends to be relatively
smooth. This model is equivalent to a cubic spine and is often referred
to as the smooth trend model.

The statistical treatment of unobserved component models is based
on the state-space form (SSF). Once a model has been put in SSF, the
Kalman filter yields estimators of the components based on current
and past observations. Signal extraction refers to the estimation of com-
ponents based on all the information in the sample. Signal extraction
is based on smoothing recursions which run backward from the last
observation. Predictions are made by extending the Kalman filter for-
ward. Root-mean-square errors (RMSESs) can be computed for all esti-
mators and prediction intervals constructed.

The unknown variance parameters are estimated by constructing
a likelihood function from the one-step-ahead prediction errors, or in-
novations, produced by the Kalman filter. The likelihood function is
maximized by an iterative procedure. The calculations can be done with
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Figure 1. HP Filter for Chilean GDP, Using Seasonally
Adjusted Data
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the STAMP package of Koopman and others (2000). Once estimated,
the fit of the model can be checked using standard time series diagnos-
tics such as tests for residual serial correlation.

HP filtering can be carried out by applying a signal extraction
algorithm to a special case of the smooth trend model in which the
signal-noise ratio, , Is set to 1/1600 for quarterly data. Fig-
ure 1 shows the cycle obtained from HP detrending of quarterly, sea-
sonally adjusted data on GDP for Chile.! The result is a rather noisy
series from which no clear message emerges, particularly toward the
end. The HP filter applied to U.S. GDP is more satisfactory in that
the business cycle emerges clearly, but again it is not clear what is
happening at the end of the series; the HP cycle is very similar to the
one shown later in figure 2.

Estimating the parameters of a smooth trend model for GDP will
not usually result in an HP cycle, as there is nothing in the model to
distinguish long-term from short-term movements. Short-term move-
ments may be captured by including a serially correlated stationary

1. Seasonal adjustment was carried out using the basic X-12-ARIMA option in
PcGive.

I
A
B
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component, y,, in the model. Thus,

4)

An autoregressive process is often used for Y, as in Kitagawa and
Gersch (1996). Another possibility is the stochastic cycle

| CoOsA, sSinA.| (W, AL (=1 T
W, P -sinA, cosA. | |wi, | |« | T ®)

where A is frequency in radians and Kk, and k> are two mutually inde-
pendent white noise disturbances with zero means and common vari-
ance @’ . Given the initial conditions that the vector (y,, §,*)" has zero

mean and covariance matrix |, it can be shown that for the
process ), is stationary and indeterministic with zero mean, vari-
ance , and autocorrelation function

(6)

B Fotr 0.< A <, the spectrum of Y, displays a peak, centered around
W@’% hlﬁﬁjt%' nes sharper as p moves closer to one. The period corre-

sponding to A_ is 21t/ A_. In the limiting cases when A, = 0 or 11, ), col-
lapses to first-order autoregressive processes with coefficients p and
minus p, respectively. More generally the reduced form isan ARMA(2,1)
process in which the autoregressive part has complex roots. The com-
plex root restriction can be very helpful in fitting a model, particularly
if there is reason to include more than one cycle.

Harvey and Jaeger (1993) show that extracting a cycle from U.S.
GDP using a smooth trend plus cycle model gives a very similar result
to the HP filter. This correspondence continues to hold with the series
shown in figure 2, which is from 1947:1 to 2001:3. The problem at the
end of the series is apparent. The challenge is to devise models that are
capable of giving a clearer breakdown into trend and cycle.

1.2 Extracting Smoother Cycles

The cycle extracted for U.S. GDP in figure 2 comes from a model in
which the irregular variance is estimated to be zero. Thus, as with the
HP filter, the cycle is the same as the detrended series. A clearer indi-
cation of the business cycle might be obtained by a model that manages



Figure 2. Trend and Cycle in U.S. GDP from a Structural
Time Series Model
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to force some of the stationary part of the series into the irregular com-
ponent. The same idea is inherent in the notion of a band-pass filter
centred on the business cycle frequencies (see Baxter and King, 1999).

The smoothness of a trend depends on the shape of the weighting
function—the kernel—for extracting it and the signal-noise ratio. In
the local linear trend model of equation 1, the weighting pattern for a
random walk plus drift is a double exponential. For the integrated ran-
dom walk trend the kernel decays more slowly; some examples can be
found in Harvey and Trimbur (2002). Furthermore, if the IRW trend
model is fitted, the signal-noise ratio is usually smaller than it is for a
random walk with drift: the result is a wider bandwidth and a smoother
trend. A similar device may be employed for the cycle. Thus the double,
or second-order, stochastic cycle is

W] COSA, sSinA. | [P, + Wpea
Wy =P -sin\, cosA, | |Wiy | | Waea |
We, | cosA, SinA, | [ Wi + Kt )
W, =P -sin\, cosA, | |Wpea | |K; |

where k, and k> are as in the first-order cycle, equation 5, and pand A,
satisfy the same conditions.

General classes of higher-order trends and cycles may be defined. A
higher-order trend will give a nonlinear forecast function and so may
not be attractive. On the other hand, higher-order cycles may have a
degree of merit. Harvey and Trimbur (2002) define the nt-order sto-
chastic cycle, for positive integer n, as

Wi | CosA, SinA, | | Wy LK
W, Pl _sin A cosA, | [W, 0]
lpi't =p CO_S)\° sinA, wi't'l +| Wi . i=2,...n. ®)
Wi, =sinA, COSA. | | Wiy 0
The fact that there is neither k> nor Wi, is a matter of conve-

nience in working out frequency domain properties. It enables one to
write

W, =C(L) Wy, i=2,..,n,
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withy,, =C(L)«,, where
Repeated substitution yields

(9)

The power spectrum, for p < 1, is given directly from the spectral
generating function as

f,(npAn) = [c(e™) [otr2n

_ o 1+ p°cos® A, —2pcos A, CoSA (10)

2n 1+p* +4p°cos® A, —4(p+p3)cos)\ccos)\+2p2 COS2A

As n increases, the shape of the spectrum becomes such that there
is relatively less power at high frequencies.
If the cycle is embedded in white noise, that is,

(11)

the gain function for extracting the cycle is found to be

(12)

whereq, = a2 /a?. The higher is n, the more a block of frequencies
around A, is passed by the filter. When a model of the form of equation
11 is fitted, the irregular component tends to become bigger as n in-
creases, the signal-noise ratio, g,, becomes smaller, and the estimated
cycle tends to become smoother. Similar conclusions hold if the model
contains a trend, as in equation 4.

EE‘QL)ﬂéEJE%ETEﬁ)
28kban 4
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Figure 3. Second-Order Cycle for U.S. GDP
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Gomez (2001) shows that the signal extraction filter for the cycle is
a member of the Butterworth class if p = 1. More generally, Harvey
and Trimbur (2002) refer to a filter obtained with 0<p <1 as a
generalised Butterworth band-pass filter of order n.

With p equal to one, the gain becomes more rectangular as n in-
creases, and an ideal band-pass filter is obtained as a limiting case.
Baxter and King (1999) argue for the desirability of ideal band-pass
filters; they suggest how the filters may be approximated in the time
domain by truncating weights beyond a certain lag and then modifying
them so they sum to zero. A model containing a higher-order cycle can
also approximate an ideal band-pass filter, but without sacrificing ob-
servations at the beginning and end of the series. The model suggests,
however, that this may be unappealing, one reason being that the cycle
is nonstationary. Business cycles are normally thought of as being sta-
tionary, so the additional flexibility resulting from the inclusion of the
damping factor is an important generalisation.

Fitting a fully specified model consisting of trend, cycle, and ir-
regular components, together with any other necessary components
such as a seasonal, yields a filter that is optimal for extracting a cycle
with clearly defined properties and that is consistent with the data.
Root-mean-square errors of extracted components are also available,
though the basic formulae do not make allowance for the parameters



Figure 4. Trend Fitted to Annual Chilean GDP, 1870-1995
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having been estimated. The calculations may be programmed in Ox
using the SsfPack set of subroutines documented in Koopman,
Shephard, and Doornik (1999). Figure 3 shows the cycle extracted from
U.S. GDP when n = 2. This cycle is smoother than the one shown in
figure 2, and even more importantly, it gives a much clearer indication
of the state of the economy at the end of the series. It appears that the
United States is at the top of a boom, and there is a strong indication of
a turning point.

1.3 Several Cycles: The Case of Chile

Fitting the trend plus cycle model to the logarithms of annual data
on Chilean GDP from 1870 to 1995 (in 1995 pesos) gives the trend
shown in figure 4. The period of the cycle is P = 12.05, with p = 0.75
and the signal-noise ratio, Az equal to 0.0056. Fitting the same model
to the quarterly data set, 1960:1 to 2001:4, in real 1986 Chilean pesos,
is less successful.? The recessions in the 1970s and 1980s are very
pronounced, and because they so dominate the sample period, they be-
come incorporated into the trend, leaving only very short-term move-
ments in the cycle. Estimating a model with two cyclical components
solves the problem, however. The first cycle, which picks up the major
recessions, has a period of 10.66 years with p = 0.97, while the second
has a period of just under three years and p = 0.92. If one uses the
monthly series from January 1982 to July 2001, only the short-term
cycle can be extracted. As can be seen from figure 1, the HP filter
(applied to seasonally adjusted data) is unsatisfactory, as it yields a
confusing mixture of short- and long-term cycles together with the noise
from the irregular. The Baxter-King filter would be of little help, since
it normally focuses on frequencies between six and thirty-two quarters.

Figure 5 shows the five components into which the series is decom-
posed. Of particular note is the fact that the economy is near the trough
of the longer-term cycle. Figure 6 shows forecasts of the series, with
one RMSE on either side, together with extrapolations of the two cycles.
However, the forecasts for the two cycles should be interpreted with
caution. While they pick up identifiable movements in the past and
thereby allow a more satisfactory trend to be extracted, there is no
reason to suppose that they will be a permanent feature of the Chilean
economy; this applies particularly to the longer cycle.

2. The last two quarters are estimates.
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The series has a seasonal component, which shows marked changes
over the period; the graph of individual seasons is particularly informa-
tive. These changes are apparently due to the fact that the figures in the
first part of the series are unofficial estimates. It is interesting to ponder
on the effect of trying to tackle such movements with a non-model-based
seasonal adjustment procedure such as the U.S. Census Bureau's X-12.

2. MULTIVARIATE MoDELS AND BaLANCED GROWTH

More precise information on the target series can sometimes be
obtained by bringing in information in a related series. This is done by
constructing a bivariate model. For example, because the cycle in in-
vestment is quite marked, it may help give a better estimate of the
cycle in GDP. Several auxiliary series may be used in a multivariate
systems, but the principle remains the same. The ideas of cointegration,
common trends, and balanced growth are directly relevant to the po-
tential gains in efficiency.

2.1 Bivariate Structural Time Series Models

The bivariate local level model is Vi = HiLt #eb &, W
Yor = Mot T &, Ho
(13)
The covariance matrix of (n,,, n,,) may be written
s - o, Py 01; O,
" pqolr] O-Zr] GZn
where Py is the correlation. More generally,
(14)

where 1, is a local linear trend and y;, is a cycle, as defined earlier.
The similar cycle model, introduced by Harvey and Koopman (1997),
allows the disturbances driving the cycles to be correlated across the
series. The damping factor and the frequency, p and A, are the same in
all series, however, so the cycles in the different series have similar
properties; in particular, their movements are centred around the same



Figure 5. Decomposition of Chilean Real GDP into Trend,
Two Cycles, Seasonal and Irregular
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Figure 6. Forecasts for Chilean Real GDP
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period. This seems eminently reasonable if the cyclical movements all
arise from a similar source, such as an underlying business cycle. Fur-
thermore, the restriction means that it is often easier to separate out
trend and cycle movements when several series are jointly estimated.

2.2 Stability and Balanced Growth

In the balanced growth model, the same trend, ., appears in the
two series. Thus the bivariate local level model becomes

Vie = My Ta+E,, t=1,..T.

Yor = He + &y (15)
Interms of equation 13, p, = 1 and 0, = 0,,,. A corresponding prop-
erty holds for the slope disturbance in the local linear trend.
The series have a stable relationship over time in that they are evolv-
ing in such a way that their difference, y,, —v,,, is stationary. In other
words, the series are cointegrated with a known cointegrating vector. A
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stability test of the null hypothesis of a stable relationship can be carried
out using a stationarity test, such as the one proposed by Nyblom and
Makelainen (1983). Under the null hypothesis, the limiting distribution of
the test statistic is Cramér-von Mises. The test can be modified so as to
include a nonparametric correction for serial correlation, as in Kwiatkowski
and others (1992). Parametric adjustments can also be made. If there are
no constant terms in equation 15, that is, a = 0, then the series contain an
identical common trend. The test statistic is constructed without the mean
subtracted, and its asymptotic distribution under the null comes from a
different member of the Cramér-von Mises family.

The common trend restriction is a strong one, but it can lead to
considerable gains in the efficiency with which components in the target
series are estimated. An analysis can be found in Harvey and Chung
(2000) in connection with the estimation of the underlying change in the
level of unemployment. The paper also demonstrates how state-space
methods can be used to combine information produced at different sam-
pling intervals. Thus, in the case of the United Kingdom, quarterly sur-
vey data are combined with monthly claimant count figures to produce a
better estimate of the underlying change in unemployment.

2.3 Japan and the United States

Models with smooth trends were fitted to the logarithms of quarterly,
seasonally adjusted data on real GDP per capita in the United States and
Japan over the period 1961:1 to 2000:1. The data were obtained from the
Organization for Economic Cooperation and Development (OECD) Main
Economic Indicators and the population series were constructed as quar-
terly moving averages of annual figures spread over all four quarters. The
series are in 1990 U.S. dollars; the choice of conversion date, of course,
affects the gap between the series, but it is otherwise irrelevant.

Fitting a univariate model to Japan does not yield a satisfactory
cycle.3 By contrast, it becomes much more like the United States cycle
in the similar cycle bivariate model. Table 1 shows the estimates of the
parameters, obtained using STAMP, together with the standard error
(SE) for each equation and the Box-L jung statistic, Q(P), based on the
first P residual autocorrelations. The correlations between the slope,
cycle, and irregular disturbances were —0.143, 0.274, and 1, respec-
tively. The period of 27.07 quarters corresponds to 6.77 years.

3. The cycle is almost nonstationary, with p = 0.998, while the period is only
2.97 years.



Table 1. Bivariate Model for Japan and the United States

Component/Fit Hyperparameter Japan United States
Trend oz(x10*3) 1.638 0.907
Cycle 0 (x103) 7177 7.642
0,(x10) 17.22 18.34

p 0.91 0.91

Period (217A ) 27.07 27.07
Irregular 0,(x1073) 4.380 0.174
Equation standard error SE(x107%) 11.144 9.058
Box-Ljung statistic Q(11) 11.766 14.719

Figure 7. Trends and Cycles from a Bivariate Structural
Time Series Model
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The extracted cycles are shown in figure 7. Their presence means
that the trends are quite smooth. The forecasts will clearly diverge, how-
ever, as there is virtually no growth in Japan at the end of the series.
This issue is taken up in section 4, when a convergence model is fitted.

3. MoDELs oF CONVERGING EcoONOMIES

Two countries have converged if the difference between them is
stable. If initial conditions are unimportant, stability implies that the
difference between the series, y,, is stationary for virtually the whole
period. If the mean of y, is zero, the countries are in a state of absolute
convergence. If the mean, a, is not zero, they exhibit conditional or
relative convergence. This is a possibility if one entertains the exist-
ence of increasing costs of convergence and possible barriers to abso-
lute convergence (see, for example, Bernard and Durlauf, 1996). The
limiting growth paths for the regions are then parallel, differing by a.

Suppose now that one wishes to model the process of convergence. If
two economies are converging, the model for y, will have the property that
forecasts converge to a. The models set up below are able to satisfy this
condition, and they become stationary for economies that have converged.

3.1 Stylized Facts

Itis possible to consider stylized facts without positing a particular
mechanism for convergence. The difference, y,, is assumed to be made
up of a stochastic trend or level, y,, together with other components
such as cycle and irregular, as in equation 4. The smoothed estimates
of the trend describe the time path reflecting the long-run difference
between the two economies. Simply plotting this time path may be very
informative. For example, figure 8 shows the difference in the trend of
per capita GDP between the United States and Japan obtained by fit-
ting a smooth trend, that is, with oﬁ set to zero, plus cycle model using
the STAMP package of Koopman and others (2000). Additional tests
can be carried out to determine whether the gap between the two econo-
mies has narrowed significantly or whether the gap is zero, that is,
Kr = 0, indicating that absolute convergence has taken place. The re-
sult can be seen from the graph, which shows a confidence interval of
two RMSEs. The level in the trend at the end of the sample is 0.230
with an RMSE of 0.032 giving a t value of 7.10. Although Japan came
close to catching up with the United States in the early 1990s, the
movement since then has been in the opposite direction.
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Figure 8. US-Japan Gap Modeled by a Smooth Trend
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3.2 Error-Correction Mechanism

The use of nonstationary components to model convergence is ap-
parently contradictory, since once convergence has taken place the se-
ries are stationary. I now show how an error-correction mechanism
(ECM) can be used to capture convergence dynamics instead of approxi-
mating the process by a stochastic trend.

The simplest model is

(16)

with a fixed initial value, W,. This is not constructed as a model of a
stable contrast, but rather as a model of transitional dynamics in a
situation in which the initial value is some way from zero. If < 1, the
gap tends to narrow over time. It makes little sense to have g negative,
so | assume that @ > 0. Of course, when the initial conditions have
worked themselves out, the series becomes stationary. The equivalent
error-correction (EC) representation for , is

Ay, =(@-1)(yy —a) +n =8 o4)y,, +p t 2..T, 17)

Ye =0+,
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where 6 = a(1 — ¢). This can be interpreted as saying that for data in
logarithms, the expected growth rate in the current period is a nega-
tive fraction of the gap between the two economies after allowing for
the permanent difference, a. For example, with ¢=0.98 and a ratio of
1.65 in income per capita, which corresponds to a gap in logarithms of
0.5, the difference in growth rates is 1 percent. Some idea of what dif-
ferent values of @imply about the closing of the gap can be obtained by
noting that the 1-step-ahead forecast from an AR(1) model is @' times
the current value. Thus ¢ is the fraction of the gap expected to remain
after 1 time periods.

Written in the EC form (equation 17), the model accords with the
notion of convergence in the cross-sectional literature, as expounded by
Barro and Sala-i-Martin (1992) and others, except that there the growth
rate is taken to be a linear function of the initial value, giving a model that
is internally inconsistent over time (see Evans and Karras, 1996, p. 253).

The ECM may be generalised to allow for richer dynamics. Within
an autoregressive framework, equation 17 may be augmented with
lagged values of differenced observations. Fitting such a model to the
U.S.-Japan series without the constant gives

86 +0.127 A\ 0.083 +0.1 +0.12
X6 0.0029 &, 5012850 Yer, Y 1AN - 10 0B R 10130 s #0128y

Yo = (0_0019) T(rn}aoﬂg@tlon s(l@ogayd erro(m dgeg)ted SE (here equal t0 0, ), is
0.0126, and Q(11), the Box-Ljung statistic based on eleven re3|dual
+0.133AMtgcortklaxTdls,is 7.29. Under the null hypothesis of correct specifi-
(o_og@)tion, tf(@_ ptotic distribution of this statisticis . With a con-

stant added to the right-hand side

with SE = 0.0125 and Q(11) = 6.84. The estimate of @ has fallen from
0.991 t0 0.984. The t statistic of the constant is—1.54, and the implied
value of a is 0.187. None of the lagged differences is statistically signifi-
cant at the 5 percent level. With no lags, the estimate of gwas 0.979,
and the implied value of a was 0.143. However, there was evidence of
residual serial correlation with Q(11) = 25.14.
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3.3 Unobserved Components and Smooth
Convergence

The unobserved components (UC) approach is to add cycle and ir-
regular components to the error-correction mechanism. This avoids
confounding the transitional dynamics of convergence with short-term
steady-state dynamics. Thus

Yo Sa+p + Y tE, o= 0H, +1, t=..T. (18

Estimation is effected by using the state-space form with a diffuse
prior for y, (as though it were nonstationary). Although a is regarded as
a fixed parameter, it can also be estimated by including it in the state
vector with a diffuse prior. Care must be taken since a is not identified
when @is unity. A likelihood ratio (LR) test of the null hypothesis that
o = 0 can be carried out, but to ensure comparability of likelihood, the
one for the unrestricted model must be calculated by treating a as fixed.

Smoother transitional dynamics can be achieved by specifying i, in
equation 18 as

lJ't = (pH_l + ﬁ—l' t :1, . T. (19) AH{ = (_((rl}dyz—lutfl&

Be = @R * 4, AR =(0-1) B, +,

If the model is written with what might be termed a second-order
ECM, that is,

(20)

then a convergence mechanism is clearly operating on both the gap in
the level and the gap in the growth rate. Alternatively, this second-order
ECM can be expressed as

showing that the underlying change depends not only on the gap, but
also on the change in the previous time period. This means that changes
take place more smoothly. Note that the model is a special case of the
second-order cycle of equation 7, obtained by setting A, = 0.
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Table 2. Univariate Model for Difference between the United
States and Japan

Component/Fit Hyperparameter Absolute Relative Trend
Convergence oz(x10*3) 1.933 1.286 1.244
[0] 0.963 0.943 1 (fixed)
Cycle 0,(x1073) 11.33 1151 11.25
P, 094 0.96 095
Period (217A ) 50.51 50.14 50.91
Irregular 0£(x10*3) 0.014 0.071 154
Gap a 0 (fixed) 0.180 —
Equation standard error SE(x1079) 12.7 124 128
Box-Ljung statistic Q(11) 1154 185 9.37

The model is equivalent to an AR(2) process with both roots equal
to @ Obviously, the condition for stationarity is @] < 1. With a value of
@close toone, y, will behave in a similar way to the smooth trend shown
in figure 8. On the other hand, the first-order ECM behaves rather like
a random walk specification and tracks the observations closely, leav-
ing little scope for the addition of short-term nontransitional compo-
nents. An important feature of the second-order model is that if the
convergence process stalls sufficiently, the forecast function indicates
that the gap can be expected to widen in the short run.

Estimating the first-order UC model of equation 18 resulted in rela-
tively small values for the cycle and irregular variances. The same
thing happened when a random walk trend was fitted in the prelimi-
nary model, instead of a smooth trend. The dominance of the transi-
tional component over the cycle and irregular means that the model is
not too far from a simple ECM, as in equation 17. The convergence
parameter, @, is 0.984 for absolute convergence and 0.977 when a is
estimated. The estimate of a is 0.134, but the LR statistic is 3.33,
which is not significant againsta  distribution.

The second-order convergence model (equation 20) fared much better
insofar as it was able to separate out a cyclical component. The results
are shown in table 2. The smoothed path of p, is very similar to that
shown in figure 8. The parameters obtained when the smooth trend was
fitted to give figure 8 are shown in the last column. The estimate of a,
0.180, now has a statistically significant LR statistic of 6.46.

I argued in section 2 that the higher-order cycles of equation 8 may
be more clearly defined in that they cut out more high frequencies.
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Such cycles could also be used in equation 18, although they may be
more effective in the bivariate models described in the next section.

4. BivARIATE MODELS FOR THE LEVELS oF CONVERGING
EcoNoMmIESs

The previous section devised a mechanism for capturing conver-
gence between two economies. This section explores how this mecha-
nism can be incorporated into a bivariate model for the levels of con-
verging economies. The aim is to extract trend and convergence compo-
nents and to make forecasts that take convergence to a common trend
into account. The extension to multivariate modeling is not covered,
but a discussion can be found in Harvey and Carvalho (2002).

4.1 Bivariate Error-Correction Mechanism

A bivariate model for two converging economies can be set up as

(21)

where y; denotes, for example, per capita output for economy i at time
t. Absolute convergence and no growth is initially assumed for simplic-
ity. The growth rate of the first economy thus depends on the gap be-
tween its level and that of the second economy and vice versa.

The model corresponds to the first-order vector autoregression

(22)

The roots of the transition matrix,

areone and @, + @, — 1. The condition for the second root to lie inside the
unitcircleis 0 < @, + @, < 2. This being the case, the long-run forecasts

sy o) v
By %(tyl,ttl 3
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converge to the same value, that is,

(23)
where 9=, /(@ +@,).
The model of equation 22 can be transformed to
wherep=1- (@, + @,)and
Vo = (_Wn +(1 __(I'.) Yor- (24)

The disturbance N is defined similarly. The first equation corre-
sponds to the univariate convergence equation 17, since itisan ECM
for the difference y,, - y,,. In the second equation, the weighted sum
follows a random walk and, as is clear from equation 23, this is the
growth path to which the two economies are converging.

_ Parameterising the model in terms of and @has some attractions.
W ﬁ(ﬁt%sta\f@,ili Badifian is | @] < 1, though it makes little sense to have
Yo = % E“ﬁa‘g{‘%ﬁgl"e- It seems desirable (though not essential for stability) to have
< <'1. Thiscondition implies that ¢, and @, are both greater than or

equal to zero. Note that if ¢ = 1, then is not identified.

Benchmark Model

Setting @, = 0 (or @, = 0) implies that country one (two) converges
to country two (one), the benchmark country. Provided ¢, is positive,
@, = 0 does not imply a second unit root, so a test of this hypothesis can
be based on standard distribution theory. Note thaty,, , —v,, , issta-
tionary (the variables are cointegrated) in equation 21.

Trend and Constant

The model may be extended so as to include a common determinis-
tic trend and a constant, a, to allow for relative convergence. Thus

(25)
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where

Al'llt =@ (uQ,t—l My ) Ny

26
Ay, =@, ( Mita — IJ-z,t—l) + Nyt (26)
The gap, y,, — ¥, is as in equation 16, except that the sign of a is
different (this is more convenient for what follows). Substituting for p,,
and |, gives

27)

Note that the weighted average of equation 24 is a random walk
with a drift of B and that the gap, y,, — ¥, is as in equation 17.

4.2 Autoregressive Models

The dynamics in equation 27 may be extended by adding lagged dif-
ferences to the right-hand side of the equations and re-arranging to give

where 8, = B[l =P, (qflj +q§2]ﬂ H —1)i @oi 4,2. The parameters o

and 3 can be identified from the estimated constants once estimates of ¢,
and @, have been obtained. The model belongs to the vector error-correc-
tion mechanism (VECM) class. The cointegrating vector is known, and
ML estimation can be carried out by ordinary least squares (OLS) since
the regressors are the same in each equation. If a is set to zero, then the
restriction that the slopes are the same would need to be enforced.

In the benchmark model, @, is set to zero in one equation, such that
B is identified from that equation. Using the estimate of 3, an estimate
of the parameter a can be extracted from the estimated constant in the
other equation. There should, in theory, be gains from seemingly unre-
lated regressions estimation, although in practice it seems to make
little difference here.

Ay =800
Ay, =B+(pza+(pz(y1
Ay, =98, @, (yl,t—l -
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A bivariate model was estimated for the United States and Japan with
p = 4. For Japan, @ = 0.0184 while for the United States, =-0.0046.
The model is stable, but the negative sign for  suggests that it should
be set to zero, as in a benchmark model. Indeed the t statistic is only
0.937; this is asymptotically standard normal provided @, is positive. The
benchmark model gave an estimate of ¢, equal to 0.0176, corresponding
to ¢ =0.9824. From the estimates of the constants, a and 3 are esti-
mated as 0.140 and 0.0062, respectively. The estimate of 3 corresponds
to an annual growth rate of 2.6 percent. Recall that the univariate esti-
mate of a from modeling the difference as an autoregression was 0.143.

4.3 Unobserved Components

Embedding the ECM within a UC model by adding a cycle and an
irregular to equation 25 gives

(28)

Ify,,and L|,|2t are modeled as similar cycles, subtracting y,, fromy,,

= q+pt +|ﬂ eqq@tlg 28 gives a univariate model of the form of equation 18.
Thé'vector (M Myp)" may be initialized with a diffuse prior in the
=Pt “2t§SLEZt parameters o and B may also be included in the state and
initialized with a diffuse prior, though to compare likelihoods they
should be treated as fixed. Note that if ¢, = @, = 0, then there is no
convergence. The pure trend model of section 2 is then obtained, pro-
vided a is set to zero. A balanced growth model is obtained, however, if

n,; and n,, are perfectly correlated with the same variance.

A smooth stochastic trend can replace the random walk with com-
mon drift. This is most natural if a second-order model for the conver-

gence dynamics, generalising equation 20, is adopted. This yields

Yie = O+ g + 5 + &y,
Yor =My + Wy + &y

=(1-q
=(1-q
=(1-9

)

c=(1-

(29)

Hia TQ B +Bea,
ﬁt—l e @,t—l + ;,t’
i *@ Mea +Bea, (30)

)
)
)
)Bia * 9B + B
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Again, if @, = @, = 0, then there is no convergence, but a balanced
growth model is obtained if { ;- and ,; are perfectly correlated with
the same variance.

If the second economy is taken to be a benchmark, then @, = 0 in
the last two equations of 30. In this case, |, is a smooth trend and the
gapis . The implied model fory,, —y,, is as in equation 18,
with y, replaced by

4.4 UC Model for Japan and the United States

The smooth stochastic trends model fitted in subsection 2.3 gives
an indication of the kind of results which might be expected from a
convergence model and can provide starting values for some of the pa-
rameters. As already noted, the model is a limiting case which results
wheng@, =@ =0anda = 0.

The results of fitting the bivariate convergence model (equations 29
and 30) can be found in Harvey and Carvalho (2002). The model was
estimated with the United States taken as the benchmark, with o set
to zero and a unrestricted. When the more general model with no re-
strictions on @, and @, was estimated, it collapsed to the benchmark
model. This is consistent with what was found when the bivariate
autoregressive model was fitted.

The main features are as follows:

—The cycle parameters are similar to those obtained with the bi-
variate pure trend model reported in table 1, and the fitted cycles seem
to provide a more satisfactory decomposition than was obtained for the
univariate model for the difference.

—Theestimate of a is only slightly smaller than the one obtained in the
univariate gap model. Again there is clear evidence of relative convergence.

—The estimated convergence component, , assigned to Japan is
very similar to the smoothed gap shown in figure 8.

—Figure 9 shows the forecasts for the two countries. It can be seen that
they converge to the same growth path, 1, but at a constant distance, a,
apart. The estimated value of a is —0.174, implying that the level of Japa-
nese per capita GDP is about 16 percent below that of the United States.

4.5 Chile and the United States

The difference between Chilean and U.S. GDP is characterized by
an enormous swing in favour of the United States during the 1960s
and 1970s, followed by an equally strong movement in favour of Chile.

T = -
1e = Har ~ Mo
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Figure 9. Forecasts for Bivariate Model with Relative
Convergence
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This makes modeling any kind of convergence process extremely diffi-
cult. The difficulty is compounded by the fact that the cyclical pro-
cesses in the two countries have little in common. In the case of Chile,
the structural time series model for quarterly per capita GDP is virtu-
ally the same as the one fitted to GDP in section 2. Extracting a trend
and then subtracting from the United States trend yields the pattern
shown in figure 10. Both series are in 1986 U.S. dollars. The forecasts
are simply extrapolations made using the smooth trend model.*

5. CONCLUSION

This article has described an extension to the class of structural
time series models which allows more clearly defined cycles to be ex-
tracted from economic time series. This was illustrated with U.S. GDP.
The attraction of this model-based approach is that the filters implic-
itly defined by the model are consistent with each other and with the

4. Fitting a smooth trend model results in only the slope disturbance being
nonzero. This is not surprising since the series is constructed from two estimated
smooth trends.
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Figure 10. Difference in Underlying Levels of U.S. and
Chilean Real Per Capita GDP, in Logarithms
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data. Furthermore, they automatically adapt to the ends of the sample,
and root-mean-square errors can be calculated, if desired. The models
can also be used to gain insight into the more ad hoc filters used in
business cycle analysis, indicating when it might be appropriate to use
them and when they can lead to serious distortions of the kind that can
arise for the HP filter and band-pass filters. The preferred model for
Chilean GDP has two cycles, both of which have a direct and meaning-
ful interpretation in terms of economic activity. This decomposition
could not have been achieved by an ad hoc filter.

Bivariate structural time series models allow the information on
another series to be taken into account in order to extract better in-
formation from a target series. Joint modeling of different countries
may also be useful. For example, a bivariate model of Japanese and
U.S. GDP appears to give a more informative decomposition of Japa-
nese GDP. The model used can be extended to include a convergence
mechanism. This yields more coherent forecasts for the levels of GDP
in the two countries.
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For a period of roughly thirty-five years, Japan, the Republic of
Korea, and Taiwan pursued industrial policies aimed at altering the
sectoral structure of production toward sectors believed to offer greater
prospects for accelerated growth than a typical process of industrial
evolution would generate. All developing countries, excluding perhaps
Hong Kong, have employed and continue to use industrial policy, broadly
defined. Credit directed at specific sectors at below market interest rates
for long term and working capital, sectorally differentiated profit taxes,
subsidized electricity rates, research and development subsidies, con-
trol of the entry and exit of firms, and highly differentiated tariffs and
nontariff barriers are all forms of industrial policy. Several Asian coun-
tries, particularly Japan, Korea, and Taiwan, are exemplars of these
efforts. Given their performance over this period, it is tempting to con-
clude that industrial policy played a decisive role in their success.

In analyzing the impact of industrial policy, it is important to
distinguish between the initiation of industrialization and its con-
tinuance once a higher level of growth was achieved. The recovery in
Japan between 1945 and 1955 or 1960 was probably accelerated by
government efforts to restore prewar levels of capacity and productiv-
ity in sectors such as mining, cotton spinning, and steel. In some
ways this was the relatively easy part of postwar Japanese growth, as
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the knowledge base on which the prewar structure was based had not
been destroyed. Capital accumulation, the direction of foreign exchange
to acquire critical equipment and technology licenses, and investment
coordination almost surely served a positive role, though it is hard to
prove given lacunae in data for this period. Yet when one considers the
Japanese or foreign image of Japan Inc. popular in the 1980s, the issue
is not the contribution of industrial policy to the immediate postwar
recovery, but the role of government in fostering the entry of firms into
new (for Japan) sectors and whether such policies were the source of
rapid growth in living standards in the period from 1960 to 1990.

Similarly, the Korean and Taiwanese governments probably played
asignificant role in the initiation of industrial development from roughly
1960 to 1970. This was by no means a trivial achievement, and there
have been many efforts to understand the government’s role in this
process. By the early 1970s, however, both Korea and Taiwan had
achieved considerable growth in per capita income based largely on
labor-intensive industries and, as in the case of Japan, there was an
effort to move into capital- and technology-intensive sectors.

A country considering the imitation of the policies that led to the
initiation of industrialization in all three countries and trying to derive
lessons from the three countries should worry about the replicability of
their experiences. A large number of conditions have to be present in-
cluding significant government competence and an overriding interest
by the government in economic success measured in growth in per
capita income rather than in enriching specific groups at the expense
of the society. Many developing countries looking to Asia for insights
are interested not in the economies’ ability to export wigs, baseball
gloves, or shirts, which were important products in the initial growth
of manufacturing, but in their later transition into more complex sec-
tors. Much of the evidence of this paper considers the success of the
three Asian countries in their endeavor to succeed in more complex
industries in the period after higher growth was initiated.

Two questions immediately arise. First, during the period of suc-
cessful growth—say, 1960 to 1990 for Japan and 1965 through the
late 1990s for Korea and Taiwan—was industrial policy the primary
source of growth, or was it a mild accelerant, improving the growth
rate slightly given the high growth of capital, education, and gains in
total factor productivity (TFP) realized through borrowing technology
from abroad? Second, are any of the problems encountered in Japan
since 1990 and in Korea since 1997 partly the legacy of one aspect or
another of industrial policy?
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An alternative view of the role of industrial policy in explaining
these Asian success stories is that they resulted largely from getting
macroeconomic policies correct: responsible government monetary and
fiscal policy, low inflation, and maintenance of the correct real exchange
rate were key to their success, as was the considerable investment in
the education system. Growth was propelled largely by physical and
human capital accumulation, and the growth rate of TFP—while not
spectacular—was high by developing country standards.

The disagreement between those who believe in the efficacy of indus-
trial policy and those who maintain that economic fundamentals were
critical is, at one level, unbridgeable, as it would require an agreement
on the counterfactual evolution of sectors and productivity in each. Nev-
ertheless, the considerable body of evidence available that attempts to
empirically assess the impact of industrial policy brackets most of the
plausible counterfactual scenarios. The neoclassical interpretation that
success was due to getting the fundamentals right may be correct, but it
must deal with the abundant evidence that Japan, Korea, and Taiwan
were indeed interventionist (World Bank, 1993; Pack and Westphal, 1986;
Wade, 1990; Komiya, Okuno, and Suzumura, 1984). The issue is whether
the documented use of industrial policies can be shown to have been a
quantitatively significant contributor to welfare. If growth rates, condi-
tional on physical and human capital accumulation and normal TFP
growth rates, would have been 9.7 but were increased to 10 percent as a
result of industrial policy, then industrial policies may have played a
positive but not overwhelming role. Did such an increase occur and at
what contemporary cost, including lost consumer surplus, future costs,
and the weakening of the financial system that had a negative effect in
the late 1990s in Korea and throughout the 1990s in Japan?

Some would argue that the above view is too partial in that it does not
consider factor accumulation rates, which were themselves positively af-
fected by industrial policy. The 35 percent national saving rates and the
passion for education reflected profit and wage opportunities that were
generated by industrial policy or the lower risk attached to a given pro-
spective rate of return. We briefly discuss this issue later in the paper.

1. THE CAsE For INDUSTRIAL PoLicy

For selective government intervention or industrial policy to be wel-
fare improving, policymakers must identify market failures that would
provide the scope for welfare-enhancing interventions; design and imple-
ment the appropriate interventions; and correct or terminate the applied
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policy as changing circumstances warrant.> Economists have identified
numerous circumstances in which market failures could provide scope
for welfare-enhancing industrial policies, including the following.
—Real external economies, such as the diffusion of knowledge, that
one set of firms obtains without incurring its own costs. One mecha-
nism by which this occurs is the movement of individuals among firms,
but knowledge spillovers may also occur from informal exchanges in
both professional and social contexts. In the case of traded goods, real
externalities improve welfare only if they allow goods to be produced at
less than the imported cost, insurance, and freight (c.i.f.) price.?
—External economies that arise as the size of a competitive industry
increases, permitting a falling long-run supply curve. Such gains in pro-
ductivity in a competitive sector in which individual firms exhibit con-
stant or increasing costs are attributable to economies of scope in the use
of specialized equipment and greater specialization of individual skills.
Accelerating the growth of the sector may generate an earlier move to-
ward lower long-run costs as a result of learning-by-doing. Where large-
scale economies exist, firms will incur lower unit costs if capacity is
established at higher levels of output. If they perceive only a domestic
market, they will construct a larger plant only if potential purchasers
also establish large plants that generate extensive demand. The market
failure is that at a given point in time, current prices may not convey the
information about prospective expansion that is relevant to attaining a
lower cost of production through larger plant size. (Scitovsky, 1954;
Chenery, 1959). This motivates the argument for coordinating planned
investment given by Murphy, Shleifer, and Vishny (1989), who formal-
ize Rosenstein-Rodan’s (1943) idea of the big push. Multiple equilibria
result from pecuniary externalities generated by imperfect competition
with large fixed costs. They argue that industrial policy that “encour-
ages industrialization in many sectors simultaneously can substantially
boost income and welfare even when investment in any one sector ap-
pears impossible” (p. 1024). Such arguments critically depend on the

1. We use the terms welfare enhancing and growth accelerating interchange-
ably in this discussion. Most of the theoretical models are explicitly static; hence
the normative results are expressed in terms of welfare enhancement, not growth
acceleration. While it is possible that industrial policies could generate a one-step
increase in welfare that would not lead to an acceleration in the secular growth
rate, we believe that focusing solely on explicitly dynamic models would be too
limiting in this context.

2. This is not, however, sufficient to justify intervention. A socially successful
intervention depends on whether the present discounted value (PDV) of future
producer surplus exceeds the PDV of the social cost of subsidies.
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nontradability of some of the inputs or difficulties in exporting the re-
sulting output (Pack and Westphal, 1986). Growth of the size of the
economy will eventually preclude the need for policies to obtain the pro-
ductivity gains from either economies of scope or scale.

—Externalities conferred on other firms in an industry by the first
entrant. These include the demonstration that the sector is physically
and economically feasible (Pack and Westphal, 1986; Rob, 1991) and
the diffusion of information on technology and marketing conditions.?

—The incomplete appropriability of the results of research and
development (R&D) and the possibility that its private risk exceeds
social risk.

—Externalities that arise from the interaction of suppliers and
buyers on product design or production methods, leading to a better or
cheaper good than is available internationally. In this case, the source
of the externality is the nontradability of some types of inputs or knowl-
edge—otherwise the improved method or product could be obtained from
international suppliers.

In all of these cases, industrial policies can directly enhance wel-
fare by improving the competitiveness of domestic industry, leading to
both higher national (and world) output. Industrial policies can also
enhance welfare or promote growth through the capture of rents or
through terms-of-trade effects associated with international trade. In
these cases, national industrial policies have a zero-sum element at the
global level and could thus be thought of as containing a strategic or
predatory element. Similarly, the trade endogenous growth literature
that links the cross-national pattern of international trade specialization
to differential cross-national growth rates provides numerous theoretical

3. Okuno-Fujiwara (1988) provides a formal example of this in the form of a
model of the interdependence of two industries. One industry, which produces an
intermediate product, is assumed to be oligopolistic as a result of underlying scale
economies and to engage in Cournot competition. The other industry, which pro-
duces a final product from an intermediate product, is perfectly competitive. This
situation may result in multiple equilibria, with one equilibrium Pareto-superior
to the others. Industrial policy has a positive role in the form of preplay communi-
cation to generate a superior coordinated equilibrium. For the intervention to
convey some purely national welfare enhancement, there has to be some nontraded
aspect of the externality. Otherwise, foreigners have access to the same low-cost
inputs, and the pattern of production in the downstream industry is indetermi-
nate without additional assumptions.

4. Early formalizations of arguments along these lines are contained in Spen-
cer and Brander (1983) and Itoh and Kiyono (1987). Helpman and Krugman (1989)
provides a synthesis of the subsequent literature on strategic trade policy. Kang
(2000a, 2000b) shows that the degree of intellectual property rights protection can
have a strategic effect similar to export subsidization in the earlier literature.
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possibilities for growth-enhancing industrial policies at the national
level (Grossman and Helpman, 1991).5

This discussion has established the theoretical possibility for wel-
fare- or growth-enhancing industrial policies. Comprehensively mapping
the advisable policy interventions to the specific market failures or stra-
tegic opportunities identified in the literature is beyond the scope of the
paper. Nevertheless, we would like to point out a few general caveats for
the successful implementation of industrial policies. First, the appropri-
ate policy response may be very case specific. For example, in the well-
known Brander-Spencer model, the optimal intervention changes from
an export subsidy to an export tax if Bertrand rather than Cournot com-
petition is assumed.® In the case of the international trade models, pur-
suing domestic and international goals may require multiple policy tools
if the good in question is not purely importable or exportable.

Second, with the exception of some policies that might be accom-
plished purely through informational efforts or coordination effects,
industrial policies require scarce resources. It is not sufficient, for
example, to show that in a partial equilibrium sense, a particular
production or export subsidy might be potentially growth enhancing
if the necessary resources are mobilized at the expense of even more
worthy sectors (Dixit and Grossman, 1986). This suggests a more
general informational problem: even if policymakers identify the pos-
sibility of a growth-accelerating intervention and design an appropri-
ate policy package, they still have to calibrate the appropriate magni-
tude of, say, a tax or subsidy, because after all, it is as possible to
intervene too much as too little.

Third, in the case of globally zero-sum strategic policies, policymakers
must consider the possibility of retaliation. As a general proposition, one
would expect that the possibility of retaliation would reduce the likeli-
hood of growth-accelerating industrial policies.” A basic lesson from the

5.The normative results of these models to a large extent turn on conven-
tional differences in factor usage across industries, and they therefore do not
appear to yield robust policy inferences. Empirical work has focused on modeling
international spillovers arising from research and development activities (for ex-
ample, Coe and Helpman, 1995; Coe, Helpman, and Hoffmaister, 1996) rather
than on the implications of industrial policies themselves.

6. Similarly, the presence of increasing returns to scale decreases the likeli-
hood that the optimal policy is a subsidy, since a subsidy may encourage the entry
of additional firms into the market and reduce efficiency by reducing plant size or
output. See Helpman and Krugman (1989) for more such examples.

7. As demonstrated by Johnson (1953-1954), however, the possibility of retali-
ation does not eliminate the possibility that the introduction of a tariff by a large
country would necessarily be welfare reducing, even allowing for retaliation.
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strategic trade literature is that the possibility of retaliation further com-
plicates the problem of identifying optimal policies.®

Finally, in the cases discussed thus far, intervention may be effec-
tive if the government itself does not suffer from deficiencies leading to
government failure. One of the notable lacunae of the industrial policies
literature is the general absence of discussion of political economy fac-
tors, in particular the possibility of rent-seeking behavior by self-inter-
ested firms and policymakers and the concomitant degradation of policy.
One of the important aspects of Asian industrial policies was the relative
lack of corruption, perhaps reflecting the high status of civil service jobs
and their relatively high rate of remuneration.® We touch on these condi-
tions again in the discussion of the specific cases below.

2. INDUSTRIAL PoLicy IN JAPAN

The roots of contemporary industrial policies in Japan go back to the
Meiji Restoration of the mid-nineteenth century, when state-led develop-
ment was carried out under the slogans Shokusan-Kogyo (industrializa-
tion) and Fukoku-Kyohei (a wealthy nation and a strong army.) Ironi-
cally, the unequal treaties concluded between Japan and Western pow-
ers, which greatly circumscribed Japan'’s ability to protect its domestic
industries through tariffs, encouraged Japanese policymakers to develop
other tools such as targeted subsidized lending through state-controlled
banks to achieve the same effect. Intellectually, the Japanese took their
cues not from Great Britain, but from Prussia (a curious precursor of
the Axis alliance of World War 11), and they followed Friedrich List, the
proponent of infant industry promotion, rather than Alfred Marshall,
the father of neoclassical economics.*?

Japan developed a dual economy, exporting labor-intensive products
such as tea, textiles, and apparel while at the same time developing
considerable heavy industry, much of it organized by family-dominated

8. For example, in the Brander-Spencer model with retaliation, the previ-
ously optimal export subsidy policy is welfare reducing, and the optimal policy is a
coordinated export tax by both national governments.

9. See World Bank (1993, chap. 4); Campos and Root (1996).

10. Neoclassical economics remained weak in Japan, and until quite recently
the bulk of Japanese academic economists were Marxist in orientation. This is
relevant to the extent that there was a general coincidence between the
neomercantilist orientation of many of the so-called modern economists and the
viewpoint of the Japanese Marxists, who regarded industrial policies as the mani-
festation of state monopoly capitalism—arguably a progressive development from
their perspective.
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conglomerates (zaibatsu) and oriented toward military production.
Japan defeated first China (1895) (annexing Taiwan) and then Russia
(1905) (eventually annexing Korea) and established itself as a formi-
dable military power, as recognized by Great Britain in the Anglo-Japa-
nese Alliance of 1902.

State dominance of the economy, which had waned in the early twen-
tieth century as the private sector expanded, revived with the political
radicalization of the late 1920s, the Great Depression, and the onset of
World War |1 in the Pacific. Many of the institutional features often
considered uniquely Japanese have their origins in the wartime economy
(Okazaki, 1993; Noguchi, 1995). The devastation of World War 11 left
Japan’s per capita income in 1950 at less than three-fourths its prewar
level. However, the contemporaneous level of per capita income was surely
a misleading indicator of Japan’s underlying technological capacity. Ja-
pan, after all, had produced aircraft carriers and fighter airplanes in the
1930s, and as shown in table 1, the human capital embodied in Japan’s
labor force was quite high relative to per capita income.

In the aftermath of the war, the Japanese government, in coopera-
tion with U.S. occupation authorities, implemented an economic recon-
struction plan characterized by a considerable amount of direct state
resource allocation, multiple exchange rates, extensive quantitative
controls on imports, foreign exchange, inward foreign investment, and
royalties for technology licensing.?

After the withdrawal of U.S. occupation forces in 1950, Japan
continued to implement sectoral industrial policies through tax policy,
off-budget finance, direct subsidy, subsidized credit, research and de-
velopment policy, and controls on international trade, investment,
and technology importation, as well as tolerance of cartels and other
kinds of anti-competitive behavior on the part of domestic firms. Capital
channeling required repression of the financial system and discour-
agement of direct finance. In addition to these formal policy tools,
government officials also sought to exercise influence through infor-
mal administrative guidance (gyosei shido), coercing recalcitrant firms
if necessary. These efforts were largely oriented toward rebuilding
heavy industries that had been destroyed during the war, such as
steel and transportation equipment.

11. For histories of early postwar economic policies, see Shinohara (1982);
Morishima (1982); Johnson (1982); Calder (1993). The classic work on Japanese
industrial policies is Komiya, Okuno, and Suzumura (1984). Okazaki (2001) pro-
vides a highly informative description of the institutions through which postwar
Japanese industrial policies was carried out. See also Johnson (1984); Patrick (1986).
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Table 1. Human Capital and per Capita Income in Selected
Asian and Latin American Countries, Mid-1950s

Human Per capita Ratio of human capital
Country Year capital index® income® index to per capita income
Japan 1955 1673 519 32
Korea 1955 494 217 23
Philippines 1956 738 27 27
Malaysia 1957 334 b1 10
Argentina 1955 760 1059 07
Mexico 1955 352 637 06

a. Human capital index is educational expenditure embodied in the labor force. Values for Japan and Mexico
are interpolated from observations for 1950 and 1960; value for Argentina interpolated from observations from
1947 and 1960.

b. Per capita income is the purchasing-power-adjusted figure in international dollars from the Penn World Tables.

The conventional wisdom among economists is that direct subsi-
dies played little role in fostering changes in Japan’s industrial compo-
sition. As shown in figure 1, the declining sectors of agriculture, for-
estry, fishing, and coal mining typically account for 90 percent or more
of direct on-budget subsidies in the period after 1955, and one study by
the Japanese government found that only one sector, food processing,
received direct subsidies exceeding 0.1 percent of gross domestic prod-
uct (GDP) originating in that sector (Saxonhouse, 1983).

Another strand of policies pursued by the Japanese government
comprises indirect subsidies through the tax system and off-budget fi-
nance. The primary source of subsidized capital is the Fiscal Invest-
ment and Loan Program (FILP), under the control of the Ministry of
Finance Trust Bureau. The FILP is an off-budget program around half
the size of the general account budget; it has been a powerful policy
tool, giving bureaucrats a second or shadow budget with which to ad-
dress priorities not met in the general accounts budget.

Funds for the FILP come mainly from the postal savings system.
In addition to financing the activities of public corporations, the pro-
gram finances private sector investments through public financial in-
stitutions such as the Japan Development Bank, the Export-Import
Bank, and the Housing Loan Corporation. In the early postwar period,
nearly one-quarter of FILP finance went toward strengthening indus-
try, but the share dropped steadily through the 1950s, 1960s, and 1970s.
By 1980, less than 3 percent of FILP funds went to industry, while
housing, regional development, and other activities received half of the
money (Ogura and Yoshino, 1988, table 3).
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Figure 1. Sectoral Composition of On-budget Subsidies
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Source: Ogura and Yoshino (1988, table 1).

One source of indirect subsidies is the public financial institutions,
which offer loans at rates below the prevailing market interest rate. A
second source of implicit capital subsidy is the accelerated depreciation
allowed under the tax system.!? Although some countries allow instan-
taneous depreciation of new investment (the only method that does not
distort profitability of new investment), most require depreciation to be
taken over the life of the asset. Insofar as legal asset life and the struc-
ture of assets differ among sectors, there may be implicit differentia-
tion among them in the present discounted value of depreciation allow-
ances. In addition, an export-based special depreciation system existed
in Japan from 1961-1972.

An indication of the quantitative significance of the implicit capi-
tal subsidies is given in table 2, which reports the ratio of the implicit

12. This discussion follows that of Ogura and Yoshino (1988). Special depreca-
tion schemes existed in Japan throughout the postwar period. The most impor-
tant of these had the effect of subsidizing certain classes of investment goods.
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capital subsidy to investment for fourteen industries in 1968, 1976,
and 1984.%3 The low interest rate loans have generally been of greater
guantitative significance than the special depreciation provisions. With
the exception of mining, where investment has been weak and the in-
volvement of public financial institutions high, the implicit capital-
subsidy-to-investment ratio has been low, generally less than 5 per-
cent. After mining, the greatest beneficiary of the reduced interest bur-
dens has been the transportation machinery industry, which includes
shipbuilding, motor vehicles, and aircraft.14

Certain tax and budget policy provisions beyond the relatively uni-
form low subsidy ratios reported in table 2 have been used to promote
high technology sectors. Special depreciation provisions are provided for
the purchase of numerically controlled machine tools, computers and
terminals, computer aided design equipment, and industrial robots. Ad-
ditional tax incentives exist for the use of these products by small busi-
nesses, though the amounts appear to be relatively small. Other special
tax provisions exist for the software industry.!® The Japanese computer
and robotics industries have been further assisted by the Japan Develop-
ment Bank and Small Business Finance Corporation funding, including
the establishment of special leasing corporations to encourage the leas-
ing of Japanese computers and robots, especially by small firms.16

13. The implicit subsidy provided through the provision of these low interest
loans has been calculated as the difference between interest rates charged by
private and public sector financial institutions multiplied by the amount of govern-
ment financial institution loans. In the case of the tax provisions, the special tax
depreciation can be thought of as an interest-free loan; thus the subsidy value of
the special depreciation provisions is the implicit interest burden reduction associ-
ated with the loan.

14. Japanese policymakers also have access to off-budget funds for industrial
promotion through revenues of quasipublic organizations such as the Motor Boat
Racing Association and the Japan Bicycle Rehabilitation Association (Prestowitz,
1988). The amounts of these funds do not appear to be particularly large, however.

anhouse GteSThe Wall Street Journal to the effect that no more than
$500,000 a year from these sources was made available to the Japan Machine Tool
Builders Association.

15. The tax benefits are not contingent on the origin of the purchased soft-
ware or equipment, so the impact of these provisions has been to expand the
Japanese market for these products, not assist Japanese manufacturers per se.
Likewise, special provisions that allow computer manufacturers to deduct ex-
pected losses on the return of equipment offered to users on a trial basis do not
discriminate by origin and thus in principle could be used by domestic manufactur-
ers, local subsidiaries of foreign manufactures, or importers.

16. Unlike the tax provisions, which are justified on the grounds of promoting
the diffusion of new technologies and do not discriminate between domestic and
foreign products, the leasing schemes specifically apply to Japanese-made equip-
ment. The amounts of money involved appear relatively small, however.
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The government has also promoted high technology sectors through
direct subsidies to R&D activity, special deductions for R&D costs, and
reduced interest burdens through the provision of low interest loans by
public financial institutions. Tax preferences were provided through a
variety of schemes. The most important channel of direct subsidies to
R&D activity in quantitative terms has been the system of research
contracts on large-scale industrial technology R&D established in 1966.
Of particular significance were subsidies to promote the development
of computers in the 1970s, and research contracts on next-generation
industrial technology, including new materials, biotechnology, and new
electronic devices, in the 1980s.

Lastly, private R&D has been subsidized through the provision of
low interest loans by public financial institutions for financing develop-
ment of new technology. Private R&D activities are provided indirect
support by a number of government-supported institutions. These in-
clude national and public research institutes, private nonprofit research
organizations, special public corporations, and the mining and manu-
facturing technology research associations, such as the Very Large Scale
Integration Research Association.

The direct subsidies are the most important component quantitatively
of government R&D support, about twice as large as the tax provisions in
most years. Implicit subsidies through the provision of low interest loans
have been relatively unimportant; government support for research orga-
nizations is approximately as large as direct subsidies. Assessing the sectoral
pattern of R&D is difficult. Direct subsidies from the government, public
corporations such as Nippon Telephone and Telegraph (NTT), and special
R&D tax deductions are only reported at the aggregate level. Sector-spe-
cific indirect support through research associations is difficult to ascer-
tain, partly because individual associations frequently encompass more
than one sector and partly because the budgets of these organizations
include private, as well as government, funding.

Data on the government subsidy share of total R&D expenditures
are reported in table 3. Government support of R&D activities is low,
with total government support, allowing for nonsubsidy financing, ac-
counting for less than 5 percent of private R&D expenditures for the
economy as a whole. This is far less than the comparable figure for the
United States. Within individual sectors, government R&D as a share
of total R&D has been highest in the declining mining industry, fol-
lowed by the energy-related sector of petroleum and coal products and,
as in the case of capital subsidies, the transportation equipment indus-
try, which includes aerospace.
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Table 3. Japan: Government Subsidy Share of Total R&D
Percent

Industry 1968 1976 1984
Mining 32 32 140
Food processing 00 01 04
Textiles 0.7 02 11
Pulp and paper 08 03 00
Chemicals 05 03 08
Petroleum and coal products 10 03 72
Nonmetallic products 10 08 18
Iron and steel 02 06 17
Nonferrous metal 08 15 29
Metal products 01 02 02
General machinery 14 22 12
Electrical machinery 17 15 14
Transportation machinery 10 44 47
Precision instruments 18 03 01

Source: “Kagaku Gijutsu Kenkyu Chosa Hokoku (Report on the Survey of Research and Development),”
various issues.

With respect to external relations, some researchers emphasize the
government’s role as a doorman, “determining under what conditions
capital technology and manufactured products enter and leave Japan”
(Borrus, D'Andrea Tyson, and Zysman, 1986, p. 98). Table 4 shows the
effective rates of protection (ERPs), computed from tariff data and the
Japanese input-output table.!” In 1968, ERPs were above 10 percent in
all manufacturing sectors except publishing, where the ERP was nega-
tive. The highest ERPs—in excess of 40 percent—were in food process-
ing, textile products, and transportation machinery. The estimates for
food processing and textile products are probably upwardly biased indi-
cators of the true ERPs, however, since in these cases major inputs
were subject to quota protection not included in the ERP calculation.
By 1975, ERPs had fallen for most manufacturing categories. The re-
ductions in ERPs were most dramatic in the machinery sector, where
the ERPs for transportation and precision machinery fell by approxi-
mately 40 and 20 percentage points, respectively. The final column in
table 4 presents estimates of ERPs for 1987, based on tariff cuts agreed
under the Tokyo Round negotiations. Except in the aberrant cases of

17. The ERPs for the primary product sectors are misleading because they do
not take into account quotas in agriculture and subsidies in agriculture and mining.
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Table 4. Japan: Effective Rates of Protection

Percent

Industry 1968 1975 19872
Traded Goods 249 19.3 158
Primary 59 55 45
Agriculture 76 94 76
Forest -1.0 -01 -01
Fishery 139 82 6.7
Mining -06 -0.7 -05
Manufacturing 26.7 206 16.9
Food processing 454 55.6 541
Textile spinning 210 108 125
Textile weaving 336 926 94.2
Textile products 410 354 351
Wooden products 18.7 89 6.6
Pulp and paper 219 219 135
Publishing -34 -33 23
Leather and rubber 26.0 235 220
Chemicals 189 157 123
Petroleum and coal products 109 6.7 70
Nonmetallic mineral products 17.7 88 64
Iron and steel 289 208 149
Nonferrous metals 310 322 201
Metal products 187 86 6.3
General machinery 179 82 6.2
Electrical machinery 210 134 65
Transport machinery 454 54 14
Precision machinery 273 87 72
Miscellaneous products 280 204 99

Source: Shouda (1982).
a. Figures for 1987 are estimates.

food processing and textiles, the ERPs are under 10 percent for most
manufacturing categories, indicating a general fall in rates of protec-
tion over a twenty-year period. Again, these calculations are based on
tariff protection only; they do not take nontariff barriers into account,
and the sectors are relatively aggregated. Nonetheless, barring a dra-
matic increase in nontraditional protection, most manufacturing sec-
tors appear to have undergone a gradual liberalization.

The Japanese government also bargained with foreign technology
suppliers, acting as a monopsonist. Goto and Wakasugi (1988) give the
example of royalty payments on the importation of a particular Austrian
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steel production technology, which were held down to 1 cent per ton for
Japan through an agreement between the Ministry of International Trade
and Industry (MITI) and the industry, whereas U.S. firms paid up to 35
cents per ton for the licensing of the same technology (p. 190). For the
microelectronics industry, Borrus, D'’Andrea Tyson, and Zysman (1986)
describe how the Japanese government used its monopsonistic power to
extract very low prices for technology transfers from U.S. firms in the
1960s and 1970s. Nevertheless, the saving thus achieved was miniscule
compared to either export revenues or GDP.

Government procurement is another channel through which the
government of Japan sought to tilt the playing field. Bergsten and Noland
(1994), for example, calculate that if in 1990 Japanese public purchases
of supercomputers produced by Japanese and U.S. firms (the only non-
Japanese producers) had followed the pattern exhibited in the Euro-
pean Union (the only third market), then U.S. producers would have
increased their sales by $30 million annually, supporting nearly $5
million in additional R&D.'® The authors obtain similar, and quantita-
tively larger, results for public procurement of nonsupercomputers. In
another public procurement case, the 1980s dispute over the FSX fighter
agreement could be interpreted as an attempt by the U.S. government
to use its market power to counterbalance the Japanese government’s
monopsony position vis-a-vis General Dynamics. All of these cases—steel,
numerically controlled machine tools, microelectronics, and possibly
aircraft—display a common pattern of selective protection, strict regu-
lation of inward foreign direct investment and technology transfer, and
preferential tax treatment and access to capital until the industry
achieved international competitiveness. Rosovsky calls this pattern “the
denial of the profits of innovation.”1°

2.1 Assessment

A number of researchers attempt to model the impact of Japanese
industrial policies on output, trade, and welfare in a cross-industry
framework.?° Lee (1993) examines the impact of Japanese industrial
policies using a computable general equilibrium model. Unfortunately,
the high degree of aggregation (only three traded goods sectors) and the

18. The same calculation found that the U.S. government discriminated recip-
rocally against Japanese supercomputer producers in its procurement decisions.

19. H. Rosovsky, “Trade, Japan and the Year 2000,” New York Times, 6 Sept 1985.

20. See Baldwin and Krugman (1988) and Flamm (1996) for models of single
industries.



Industrial Policies and Growth 267

calibration assumption (industrial policies in the 1950s had no impact)
render his results suspect.

Noland (1993a) evaluates the impact of these policies on the Japanese
economy. The results obtained indicate that trade protection, as measured
by the ERPs in table 4, was generally associated with worse-than-expected
performance in net exports, apparently contradicting the notion that Japa-
nese policymakers successfully promoted infant industries.?! Indirect sub-
sidies, however, were associated with the expansion of output and better-
than-expected trade performance. In fact, the estimated effects were so
large as to give credence to the argument that Japanese industrial policy
acted as a signaling device to private investors, either because the govern-
ment was better able to process information than private agents or be-
cause government participation in a sector or project created a moral haz-
ard or one-way bet. While the industrial policies were effective in the sense
that market interventions appear to have had an impact on sectoral re-
source flows, on the whole they did not appear to be welfare enhancing,
when the Itoh-Kiyono model, which runs off of terms-of-trade effects, was
used to evaluate policy impact. Indeed, from this perspective welfare-en-
hancing interventions appear to have been the exception, not the rule.

Considerable evidence supports the unsurprising notion that dur-
ing the postwar period, Japan’s comparative advantage shifted into R&D-
intensive activities (Balassa and Noland, 1989; Vestal, 1989; Grossman,
1990). Evidence on the impact of public policies is more scarce. Noland
(1996) disaggregates R&D into basic, developmental, and applied ac-
tivities and separates public and private sources of funding. At the end
of the sample period 1969-1989, Japan had a comparative advantage in
goods intensive in total, privately funded, and applied R&D activities,
and a comparative disadvantage in publicly funded and basic R&D-
intensive goods. However, the change in coefficient values over the course
of the sample period suggests that publicly financed R&D had a large
positive impact on sectoral trade competitiveness through the late-1970s
and early 1980s. This result could be interpreted as being consistent
with the notion that the relative impact of public support can be rela-
tively high at early stages of development before the private sector R&D
capacity is significantly developed and during the period of technologi-
cal catch-up when R&D priorities can be relatively well defined on the

21. Noland (1997) obtain more ambiguous results for a more detailed menu of
Japanese trade policies. Audretsch and Yamawaki (1988) investigate the impact
of Japanese industrial policies by including a dummy variable for favored indus-
tries in a regression on U.S.-Japan bilateral trade. The coefficient was significant
with the expected sign.
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basis of existing technologies.?? Sakakibara (1997) casts doubt on even
this modest formulation, however, arguing that participation in publicly
supported R&D consortia was concentrated in slow-growth sectors and
that sharing fixed costs was not an important factor in determining
participation.

Beason and Weinstein (1996) directly confront the issue of indus-
trial policies and sectoral TFP growth. Working with a sample of thir-
teen sectors for the period 1955-1990, they fail to uncover evidence
that taxes, subsidies, or industrial policies (as measured by the ERPs
reported in table 4) targeted sectors with increasing returns to scale or
that industrial policies contributed to TFP growth. They do find some
evidence that industrial policies targeted sectors with high labor usage
prior to the first oil shock. Lawrence and Weinstein (2001) extend this
work on a slightly different dataset and find that differential corporate
tax rates had an impact on sectoral TFP growth, while direct subsidies
and subsidized loans did not. Moreover, they find that the ERP mea-
sure is negatively associated with sectoral TFP growth and that im-
ports, not exports, are positively associated with TFP growth.

Imports can contribute to increasing productivity through at least
two channels. The first is by providing domestic producers with new,
improved, or highly specialized intermediate inputs to which they would
not otherwise have access. The second is by competing with domestic
products and thereby acting as a constant spur to domestic producers to
cut costs and improve quality. Lawrence and Weinstein divide imports
into competitive and noncompetitive imports, and in the case of Japan,
they find evidence to support the second hypothesis. They conclude that
Japan’s growth would have been even faster if it had cut tariffs and
exposed a greater share of its domestic producers to foreign competition.

It is more difficult to assess the impact of the informal policies, if
for no other reason than that they are less amenable to formal model-
ing. For this reason, it would be desirable to develop better descriptions
of the workings of the industry councils (shingikai) and the process of
setting targets, as well as better accounts of the penalties and rewards
used to encourage adherence to informal guidance. The one study that
attempts to model the impact of administrative guidance (Weinstein,
1995) finds that administrative encouragement of cartels had only a
minor impact on prices, margins, and sectoral resource allocation dur-

22. Kim and Oh (1999) analyze annual data on research and development
expenditures for 1971-1997 and find that public R&D expenditures Granger-cause
private R&D in Japan during this period. Unfortunately, their limited sample size
precludes the testing of this result for subperiods.
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Figure 2. Capital Stock per Capita
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ing the period 1957-1988. Sakakibara and Porter (2001), who examine
the impact of the tolerance of cartels on domestic competition and in-
ternational trade performance, find that cartels are negatively associ-
ated with domestic competition, which, in turn, is positively associated
with international competitiveness. They interpret their results as
undercutting what they perceive as the conventional wisdom that in-
dustrial policies promoted Japanese competitiveness.

This discussion has focused on issues relating to cross-sectoral
resource allocation. Some argue that Japanese policy has had a
proproducer bias and that this may have contributed to Japan’s growth
performance by increasing incentives to save and thus providing Japa-
nese firms with a ready supply of low cost capital.?®> As shown in
figure 2, Japan (as well as Korea and Taiwan) did, in fact, accumu-
late capital more rapidly than the major Latin American economies.
This argument is seldom formalized, however, and while it has some
surface plausibility, it is hard to square with the life-cycle hypoth-
esis. Furthermore, research on Japanese saving behavior has not
uncovered links between industrial policies and national saving.?* Yano

23. A largely closed capital account up through the mid-1980s facilitated the
maintenance of a pool of captive saving, though this is not absolutely necessary if
there is home-bias in portfolio allocations.

24. See Balassa and Noland (1988, chap. 4); Horioka and Watanabe (1997).
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(2001), however, demonstrates that in a dynamic two-country model,
lax competition policies with respect to the nontraded sector of a large
trade-surplus economy can act as a beggar-thy-neighbor policy, shift-
ing real income to itself from its trade-deficit partner.

2.2 Politics and Implementation

Industrial policies intrinsically support some sectors to the detriment
of others. It seems plausible that this would be manifested in conflict among
sectors and among their bureaucratic counterparts. Within ministries,
the bureaucratic hierarchy can ensure plan consistency, with conflicts
resolved through conventional means. Ensuring consistency among plans
of different ministries in Japan has proved far more problematic.

Indeed, conflicts between competing ministries are a recurrent fea-
ture of Japanese politics. For example, the Ministry of Economy, Trade,
and Industry (MET]I, formerly the Ministry of International Trade and
Industry, or MITI)—which represents the interests of the electronics
firms—is in perpetual conflict with the Ministry of Public Manage-
ment, Home Affairs, Posts, and Telecommunications (formerly the
Ministry of Posts and Telecommunications, or MPT)—which represents
the interests of NTT.?® Inevitably, what is at issue is the desire of the
electronics firms for telecommunications reform that would encourage
the growth of electronic data transmission and other activities expected
to increase demand for electronic equipment such as computers. These
disputes have often resulted in protracted periods of uncertainty and
policy paralysis. One could interpret the results reported above, that
policy interventions were not welfare enhancing, as evidence of a lack
of overall policy coherence.

The degree of ministerial coordination in formulating industrial policy
points to the use of rewards and punishments to encourage compliance.
An important question is whether the government can coordinate its in-
centives across ministries. Could, for example, bureaucrats threaten re-
calcitrant firms with retribution through actions, such as tax harass-
ment or exclusion from government procurement, that are the purview of
another ministry? Put differently, is the game firm versus ministry or
firm versus government? There is little evidence of cross-ministry coordi-
nation, and although most of the political science literature extolling the

25. In 2001, Japan undertook a number of telecommunications reforms. Nev-
ertheless, the principal theme of METI's 2001 White Paper, which was released
after the telecom reforms were enacted, was the need for further reform of the
telecom sector—the purview of another ministry.
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impact of industrial policy implicitly assumes benevolent bureaucrats,
Ramseyer and Rosenbluth (1997) argue that Japanese industrial policies
can best be understood as a product of self-interested political actors.

2.3 Conclusions

There is considerable evidence that industrial policies have influ-
enced the sectoral composition of output and trade in Japan. Rather
than being the forward-looking drivers that proponents of industrial
policies envision, however, the evidence suggests that industrial poli-
cies were aimed overwhelmingly at internationally noncompetitive natu-
ral-resource-based sectors, at least in terms of measurable interven-
tions. Indeed, once general equilibrium considerations are taken into
account, the manufacturing sector as a whole probably experienced
negative net resource transfers. This supposition is borne out by table
5, which reports sectoral tax rates normalized for the overall corporate
tax level. The normalized tax rates for the manufacturing sector are
almost uniformly negative—that is, the sector was paying higher-than-
average taxes. Within manufacturing, the strategy might then be re-
garded as a compensatory policy toward some favored activities or firms.

The diverse empirical estimates reviewed here thus indicate that there
is no firm evidence that industrial policies were welfare- or growth-en-
hancing in the period after the postwar reconstruction period. This could
be due to the inability of policymakers to identify market failures and
design appropriate interventions. However the evidence that most resource
flows went to large, politically influential, “backward” sectors suggests
that political economy considerations may be central to this outcome.

3. INDUSTRIAL PoLicy IN KoRrREA

Korea's experience with industrial policies has generated signifi-
cantly less attention than the Japanese case. Korea is a smaller
economy, Korea poses less of a competitive threat to U.S. industry
and hence has attracted less attention from U.S.-based scholars, and
limitations in the Korean data on the relevant policy instruments
severely constrain researchers’ ability to do the kind of applied work
carried out on Japan.

Like Japan, Korea went through an extended period of relative isola-
tion from the rest of the world, which came to an end in the late nine-
teenth century. Korea was occupied by Japan in 1905, and formally an-
nexed in 1910. Japanese colonial rule ended with Japan’s defeat in 1945,
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Table 6. Science and Engineering Students

Share of science and engineering

Country Year Total students in tertiary education
Japan 1955 589,903 0.152
Korea 1956 80,935 0.206
Philippines 1957 224,988 0.145
Malaysia 1967 8,455 0.142
Argentina 1955 142,522 0.161
Mexico 1961 94,073 0.255
Chile 1957 18,185 0.214

Source: UNESCO.

and the peninsula was divided into U.S. and Soviet zones of military
control. The partition of the peninsula was formalized in 1948.

Considerable industrialization and technological learning occurred
during the Japanese colonial period, though most of the industry was
located in the northern part of the peninsula, while the southern part
of the peninsula served as the breadbasket.?® Japanese economic insti-
tutions and practices were transferred to the peninsula. As in the case
of Japan, operation of the economy during the period of U.S. military
occupation was characterized by a high degree of state control and use
of quantitative allocations.

During the Korean War (1950-1953), the armies of both sides tra-
versed the peninsula several times, destroying much of the capital stock.
Mass population movements presumably resulted in a net flow of hu-
man capital from the North to the South. As in the case of Japan’s
emergence from the Second World War, in the aftermath of the Korean
War, South Korea’'s endowment of human capital was high relative to
its contemporaneous income level (see table 1).?” South Korea contin-
ued to accumulate human capital rapidly after the war (figure 3). Its
students were relatively concentrated in science and engineering, though
not remarkably so. In fact, the Asian and Latin American countries
look strikingly similar in this regard (table 6).

The maintenance of negative real interest rates until the 1960s
inhibited the development of the banking sector, which was permitted
little freedom from government control, and encouraged the channeling

26. See Noland (2000a) for additional details and references to the relevant
literature.
27. Rodrik (1995) makes the same point.
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Figure 3. Mean Total Years of Education
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of capital to large, politically influential borrowers. As the prominent
South Korean economist Cho Soon observes, “the most notable feature of
the [South] Korean economy during the 1950s was its dependence on
U.S. economic aid” (Cho, 1994, p.13).%8

The orientation of Korean policy changed significantly in the mid-
1960s following a military coup that brought General Park Chung-hee
to power. Export performance was seized as a barometer of success.
As one observer put it, “they were the only statistics that couldn’t be
faked.” Multiple exchange rates were unified and the currency deval-
ued in 1964. Export targets were formulated in considerable detail by
product, market, and exporting firm. Firms not achieving their tar-
gets were not subject to penalty; however, the targets were sometimes

28. This assistance was not entirely without merit, however. South Koreans
were able to expand their skill base through cooperation with the United States.
American aid directly contributed to the rapid expansion of education within South
Korea and made overseas training and education possible for thousands of Kore-
ans (Westphal, Rhee, and Purcell, 1981), including some of its future economic
policymakers. Some transfer of technical skills and management techniques un-
doubtedly occurred through close contact with U.S. military forces, but its signifi-
cance is difficult to assess. Likewise, local firms certainly benefited from participa-
tion in local military procurement programs and later from offshore procurement
programs during the Vietnam War (Rhee, 1994).
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negotiated jointly with wastage allowances, and firms achieving their
targeted goals could expect more favorable tax treatment (Westphal
and Kim, 1982).

At the same time, the government introduced a wide range of ex-
port promotion measures. A government-subsidized organization, the
Korea Trade Promotion Corporation (KOTRA), was established to pro-
mote exports and perform market research. Exporters were provided
exemptions from duties on imported intermediates, tax incentives, pref-
erential access to capital, special depreciation allowances on imported
capital equipment, and a variety of nonpecuniary awards. Exporters
also received generous wastage allowances on duty-free imports and
reduced prices for electricity and rail transport.?® The export-import
link allowed exporters to earn rents through the importation of restricted
items. Overall, the trade regime can be characterized as modestly pro-
export biased, with established industries receiving roughly neutral
effective incentives, while a few infant industries were actively pro-
moted (Westphal and Kim, 1982).30

Economic policy changed in the 1970s in response to a variety of
internal and external political developments. Korea initiated the heavy
and chemical industry (HCI) drive to steer the composition of indus-
trial output toward capital- and technology-intensive sectors and engi-
neering-intensive products, in an attempt to reduce reliance on low
real wage levels, upgrade the country’s export profile, and reduce reli-
ance on imported arms. Industrial policies efforts were intensified, and
in a break from the relatively rules-based policies of the 1960s, greater
policy discretion and selectivity was introduced.

The financial liberalization policy was reversed in 1972, when in-
terest rates were lowered and direct government control of the banking
system was increased in order to channel capital to preferred sectors,

29. The excess wastage allowances on duty-free imports for export production
allowed export-oriented firms to divert these duty-free inputs into the production of
goods for local sale, to their competitive advantage in the domestic market.

30. While the trade regime was being recast toward greater export orienta-
tion, reforms were also implemented in other areas of economic policy. In 1963,
the military government revised the labor laws to discourage the establishment of
independent labor unions, instead encouraging the organization of unions within
a centralized system to facilitate government control. This system was tightened
further in 1971 by the introduction of legislation banning strikes, which made
virtually any form of collective bargaining or action illegal (Haggard, 1990; Cho,
1994). Financial reform began in 1965, when interest rates were raised to encour-
age saving and financial deepening, as well as more efficient use of capital. The
national saving rate doubled in five years, and the ratio of M2 (a broad definition
of the money supply) to GNP nearly tripled over the same period.



276 Marcus Noland and Howard Pack

projects, and firms. Special public financial institutions were estab-
lished to finance large-scale projects, and commercial banks were in-
structed to make loans to strategic projects on a preferential basis. By
the late 1970s, the share of these so-called policy loans had risen to 60
percent (Yoo, 1994). These loans carried negative real interest rates, on
average, and the annual interest subsidy grew from about 3 percent of
gross national product (GNP) in 1962-1971 to approximately 10 per-
cent of GNP, on average, between 1972 and 1979 (Pyo, 1989). Capital
channeling policies were augmented by extensive tax incentives for the
priority industries. The special tax measures are estimated to have
reduced the marginal corporate tax rate from 50 percent to 20 percent
for the targeted industries, which also received trade protection. This
eracame to aclose in late 1979 as a result of the combined effect of the
second oil shock and the assassination of Park that same year. Subse-
guent Korean governments have attempted to scale back industrial
policies, with varying degrees of enthusiasm and success.

3.1 Assessment

For industrial policies to be successful, the market equilibrium must
be suboptimal. Governments must be able to identify these opportuni-
ties for welfare-enhancing interventions, formulate and implement the
appropriate policies, and prevent political market failures from leading
the policies astray. Industrial policies in Korea clearly affected the cross-
sector allocation of resources. Yoo (1994) estimates that the HCI credit,
tax, and trade policies resulted in around 80 percent of fixed invest-
ment in the manufacturing sector going to the favored heavy and chemi-
cal industries in the late 1970s. During the first three years of the
Fourth Five Year Plan (1977-1981), investment in basic metals and
chemicals was 130 percent and 121 percent, respectively, of the targets
for the entire period, while textiles and other light industries received
only 50 percent and 42 percent, respectively, of their planned invest-
ment (Balassa, 1990). Whether this resource channeling was welfare
enhancing or growth promoting is less clear.

Kim (1990) surveys the fiscal, credit, tax, and trade policies under-
taken during this period and concludes that the strategy was unsuc-
cessful: it had the predictable result of generating excess capacity in
favored sectors while starving nonfavored sectors for resources, as well
as contributing to inflation and the accumulation of foreign debt. More-
over, “the government [was] reckless in its selection of launch enter-
prises and in its almost haphazard provision of generous incentives...
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[Its] direct, unlimited role in industrial promotion placed it in the posi-
tion of an implicit, de facto risk partner, thus complicating the efforts
at market-determined adjustment” (p. 44).

Yoo (1990) covers similar terrain, distinguishing between the less
selective efforts at export promotion in the 1960s and the more aggres-
sive industrial promotion efforts of the 1970s. He directly confronts the
argument that the HCI policy was a success inasmuch as the favored
industries became major exporters in the 1980s. He addresses this ar-
gument by posing two counterfactuals: what would the Korean economy
have looked like in the absence of the policy, and how would the Korean
trade structure have looked in its absence? Using reasoning similar to
Kim'’s, Yoo concludes that the Korea economy would have been better
off in macroeconomic terms without the HCI policy. But what about
industrial upgrading? Yoo compares the Korean experience with other,
similarly endowed economies (in particular Taiwan) and finds that the
HCI policy was not successful in terms of either upgrading or trade
performance. Given the high rates of return on capital, the opportunity
costs of prematurely promoting a sector may have been enormous.

Park and Kwon (1995) conclude that the establishment of oligopolistic
positions by the chaebol during the HCI drive retarded technological
change. They argue that once scale economies were taken into account,
TFP, correctly measured, actually turned negative, though the disen-
tangling of scale economies from TFP is not straightforward.3! Simi-
larly, Kwon and Paik (1995) use a computable general equilibrium model
calibrated to 1978 to investigate the potential magnitude of these direc-
tions. They find that resource misallocation reduced GDP by less than
one percent if capital is assumed to be immobile and by more than
three percentif it is mobile. The calculated welfare impact is higher.

Very few papers directly address the linkage between industrial
poli