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Abstract: 


We revisit recent evidence on how monetary policy affects output and prices in the U.S. 
and in Europe. The U.S. and European response patterns to a shift in monetary policy are 
similar in most respects, but differ noticeably as to the composition of output changes. In 
Europe investment is the predominant driver of output changes, while in the U.S. 
consumption shifts are significantly more important. We dub this difference the output 
composition puzzle and explore its implications and several potential explanations for it. 
Our tentative conclusion is that the puzzle is most likely due to differences in 
consumption responses rather than investment. 
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Introduction 
 
The divergent conditions in the world’s largest currency areas have made the last ten 
years a very exciting time for monetary economists. The U.S. experienced its longest 
business cycle expansion in recorded history. Inflation fell during most of the boom and 
remained low even when the expansion ended. The chairman of the Federal Reserve 
emerged as the most popular public figure in the country.  
 
Japan saw collapsing growth and falling prices. During the slump, the Bank of Japan was 
given independence and a new mandate. Talk of a liquidity trap, a phrase that had 
virtually disappeared from graduate level courses, reemerged with a vengeance. The 
Bank of Japan recently announced the highly unusual move of buying equity holdings 
from banks. This is the latest aspect to the vigorous policy debate over the best way to 
halt the deflation that has been underway for the last several years.  
 
Finally, the twelve countries of the euro area created the largest currency area in the 
world, an unprecedented grand monetary experiment. A new central bank was created 
from scratch and the currencies of twelve sovereign nations were replaced with the euro. 
The European Central Bank (ECB) managed this transition and avoided the many 
disasters that were repeatedly forecast.  
  
Prior to these developments a consensus had been forming over the way that the actions 
of central banks affect the economy (which we call the monetary transmission 
mechanism). In this paper we attempt a partial assessment on what these events and 
recent research tells us about the consensus. We will focus on the U.S. and Europe — or, 
more specifically, the euro area —, partly because the Japanese episode is incomplete, 
but also because there has been much less recent work on the transmission mechanism in 
Japan (at least written in English, French or Italian).  
 
We organize the paper into three parts. We begin with a brief review of the stylized facts 
about the basic statistical properties of the data and on the transmission mechanisms for 
the U.S. and euro area. For the most part, the aggregate time series patterns in the euro 
area and the U.S. are similar. Moreover, previous estimates of how monetary policy in 
the U.S. affects prices and output appear to be little changed by the long expansion of the 
1990s. Perhaps surprisingly, these estimates are also quite similar to the estimated effects 
of monetary policy changes on output and prices in the euro area.  
 
In the next section of our analysis we explore some additional aspects of the transmission 
mechanism that had previously received little attention. In particular, we study the 
composition of the output adjustments that follow a change in monetary policy. In this 
respect, an interesting contrast emerges between the euro area findings and those for the 
U.S. In the latter, changes in consumption spending appear to be a much more important 
component of monetary adjustment than in Europe (where investment spending changes 
appear to be pre-eminent). We dub this difference the output composition puzzle. 
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In the following section, we provide tentative interpretations and explanations for it. We 
first explore the puzzle in the class of tractable dynamic stochastic general equilibrium 
models that have recently been proposed as an accurate description of the monetary 
policy transmission (prominent examples are Christiano, Eichenbaum and Evans (2001) 
for the U.S. and Smets and Wouters (2002) for the euro area). The idea is to trace the 
differences in output composition to differences in “deep” parameters characterizing the 
two economies. We verify that these models, in their current estimated (or calibrated) 
version, have trouble fully accounting for the differences in the composition of output 
adjustments that we observe in the data.  
 
We then assess whether modifications of the estimated parameters can reconcile model 
simulations with data. We are able to isolate a small subset of the models’ parameters 
(the parameter characterizing the adjustment cost in investment decisions, the 
intertemporal elasticity of substitution and, less crucially, the parameter capturing habit 
formation in consumption choices) that essentially govern the output composition in the 
model. Relative to the baseline estimates for the euro area, the changes to the parameters 
that are needed to mimic the pattern of contributions observed in the data are relatively 
small. But the changes required to match the U.S. pattern are much larger and seem to 
degrade the model’s fit in other respects. Whether or not these models could be re-
estimated to overcome this problem and account for the output composition puzzle is an 
issue that we leave for future research. For now, they provide us with a structural 
(altough partial) interpretation of the uncovered differences that can be subject to 
independent scrutiny. 
 
We also take a less structural tack in interpreting the differences in the output 
composition of monetary adjustment, trying to relate them to characteristics of the 
financial structures of the two economies, or to differences in the extent and availability 
of government insurance mechanisms. Ultimately, we are interested in determining 
whether differences in monetary policy transmission are likely due to differences in the 
behavior of consumers or in the behavior of firms (through their investment decisions). 
At this point our analysis is still very incomplete, but there are several hints that suggest 
that the consumption differences are behind the puzzle.  
 
2. Basic Facts on Monetary Transmission in the U.S. and Euro Area 
 
A vast literature of the monetary transmission mechanism exists, with excellent, recent 
surveys provided by the papers in the 1995 symposium in the Journal of Economic 
Perspectives (Bernanke and Gertler (1995), Taylor (1995), Meltzer (1995), Obsfeld and 
Rogoff (1995)), Christiano, Eichenbaum and Evans (1999), Mankiw (2001) and Bean, 
Larsen and Nikolov (2003; henceforth BLN). Rather than rehashing the evidence 
reviewed in these papers, we will focus on whether the long U.S. expansion in the 1990s 
has changed anything and compare the latest U.S. results to some recent findings for the 
euro area.  
 
 
 







 3


 
2.1 Introduction to the euro area data 
 
One major challenge in analyzing the transmission mechanism in the euro area is the data 
difficulties. The euro area has only had a single monetary policy for four years. So time 
series analysis of macroeconomic variables during the life of the ECB is not feasible.  


Combining the post-ECB data with historical data is also difficult. For one thing, many 
countries that now use the euro do not have full quarterly data on many relevant macro 
series. For example, quarterly data for inventory investment and durable consumption are 
simply not available for most countries. Furthermore, trade figures that keep track of 
exports and imports on a quarterly basis and correct for trade within the euro area are 
only available from 1988 onwards. Thus, there are certain questions that cannot even be 
considered.  


More fundamentally, it is legitimate to question whether aggregating the country data for 
the euro area countries prior to the adoption of the euro even makes sense. This was 
obviously not a single economy with a common monetary policy prior to 1999, though 
the transition to the single currency and the ensuing changes in agent behavior was a 
gradual process. So one might prefer to analyze the member countries separately and then 
aggregate the findings to the euro area level.  


But this approach also has problems. First, the data limitations at the country level are 
still substantial. Second, we are chiefly interested in how the member countries would 
respond to common monetary actions. Given that in the historical sample there was no 
common monetary policy, we will need to adjust the country level results anyway (for 
instance, by imposing a common monetary reaction function in the analysis). 
Recognizing these problems, we analyze both the synthetic data for the euro area and 
country level evidence.1  


We begin by reporting some summary descriptive material on the euro area data. Table 1, 
reproduced from Agresti and Mojon (2003), presents a set of descriptive statistics for the 
(de-trended) euro area data along with similar statistics for the U.S., which serve as a 
benchmark. The euro area data are only available from 1970 onwards, so for comparison 
purposes we show findings for both regions from this date through 2000 – in our 
subsequent econometric work we take advantage of earlier U.S. data where available. 


Three main features of these results stand out. First, the absolute level of the volatility of 
GDP in the euro area is lower than in the U.S.2  Second, if measured relative to GDP, the 
volatility of the main domestic demand components appear to be broadly similar in the 
two economies; of relevance for our later findings is the fact that the relative volatilities 
of consumption and income are similar in both currency areas. This does not appear to be 


                                                 
1 The euro area data used in this study are taken from Fagan, Henry and Mestre (2001). Updates of these 
data along with a number of other statistical data on the euro area real and financial sectors are available at 
the ECB website, www.ecb.int. 
2 In this context it should be noted, however, that the volatility of U.S. GDP has declined over time. See 
McConnell and Perez-Quiros (2000) and Blanchard and Simon (2001) for two competing explanations of 
this reduction in macroeconomic instability. 
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true for inflation (as measured by consumer price indices), whose volatility appears to be 
much lower in the euro area (both absolutely and relative to GDP).  


Third, the dynamic cross and auto-correlations between the main macro variables display 
many striking similarities and some interesting differences across the two economies. The 
degree of persistence of the GDP and price series, as well as the lead-lag patterns of GDP 
components, interest rates and credit aggregates with respect to GDP are remarkably 
similar.  


A few differences between the euro area and the U.S. are worth stressing. First, stock 
prices appear to be strongly positively correlated with future output in the U.S., contrary 
to what is found for the euro area. This could result from the small size of the stock 
market in continental Europe over most of the sample period. Second, bank lending is 
also more strongly correlated with GDP in the U.S. than in Europe, which could be due to 
the prevalence of relationship lending in Europe.  


Third, we also note some differences for which we don’t necessarily have any, even 
tentative, interpretations: the correlation between past GDP and current inflation tends to 
be lower in the euro area; and, while the sign of the correlation between current inflation 
and future GDP growth quickly becomes negative in the U.S., it remains positive in the 
euro area; M1 seems a better leading indicator of output in the euro area than in the U.S.  


 
2.2 Transmission evidence from VARs 
 
As noted earlier, we will use the phrase monetary transmission mechanism to describe the 
effects of a change in the stance of monetary policy on real quantities and prices. In some 
cases we will cite evidence from vector autoregressions (VARs) that have the 
interpretation of the response of different variables to an unanticipated shock to the 
implicit central bank reaction function. In other cases we will refer to evidence that 
describes the correlation between different variables and the central bank’s operating 
instrument (e.g. the federal funds rate), as embodied in traditional macroeconometric 
models maintained in the central banks. We recognize that, depending on one’s preferred 
theory of monetary non-neutrality, one or another of the various pieces of evidence would 
be regarded as more relevant. We believe, however, that there is unfortunately not 
sufficient consensus over which model of non-neutrality is correct (or even most correct), 
and hence believe that a dogmatic approach of ruling out certain types of evidence would 
be unwise.  
 
Our first set of evidence looks at VARs, drawing from previous research. We update 
these specifications to include current data (to see if that matters). For each area we 
consider four models. We first review the U.S. models and their results and then do the 
same for the euro area. 
 
The first U.S. VAR follows the identification procedure proposed by Christiano, 
Eichenbaum and Evans (1999), henceforth CEE 1999. Their model, that has gained the 
benchmark status in the literature, has seven variables: gross domestic product (GDP), the 
deflator for GDP, non-borrowed reserves, total reserves, M1, the federal funds rate, a 
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commodity price variable. We depart from this by including investment and consumption, 
and using a slightly different commodity price series and the consumer price index.3 
 
We add consumption and investment because of our interest in looking at the 
composition of the adjustment that underlies the output responses that have been widely 
studied. Given this aim we also replace GDP in their model with GDP less the sum of 
consumption and investment (i.e. by net exports and government spending, which we call 
“the rest of GDP” henceforth). This substitution provides us with a parsimonious way to 
show both the total GDP response to monetary shocks (obtained as the sum of the 
responses of consumption, investment and the rest) and its composition. We make this 
same substitution in all of the other VARs.  
 
We prefer this alternative to including each of the components of GDP in the model for 
several reasons. First, adding all the components (and the necessary lags) would burn up 
precious degrees of freedom. Second, for the euro area we do not have the disaggregated 
data anyway (and we favor treating both areas symmetrically). We define consumption as 
private consumption, i.e. the sum of non-durable goods, services and durable goods 
consumption and investment as total private sector investment. These aggregates are the 
closest match for GDP components that are available for the euro area: private 
consumption and total investment.4 Third, our procedure can be interpreted as a quick 
way to impose in the VAR the constraint provided by the national accounting identity. 
Finally, we are not going to analyze the trade and government spending responses, so the 
gain from modeling them seems small. As our choice does not lead to overall GDP 
responses to monetary shocks that differ from previous findings, we are confident that we 
are not badly mis-specifying the model by making this choice.  
 
Our baseline estimation period for the U.S. sample begins the first quarter of 1960 and 
ends in 2001 quarter 4 – the starting date is given by the availability of the official data 
for the money supply figures and the ending date by the last quarter with data that are not 
preliminary. However, we also consider another sub-sample that runs from 1965 to 2001 
quarter 4, but omits the data from the fourth quarter of 1979 until the fourth quarter of 
1983.5 The 1965 start-date is chosen because this is when the market for federal funds 
began to operate in its current format. The excluded period covers the interval when the 
Federal Reserve’s operating procedures changed to emphasize the importance of non-
borrowed reserves. Finally, we also look at a sample that runs from 1984 to the 2001 
quarter 4. This covers the most recent part of the sample only and spans the period during 
which the operating procedures were relatively stable.  


                                                 
3 There is no single commodity price series that is universally used in this literature. Our findings suggest 
that the choice of the series makes little difference to the estimated impulse responses, although whether the 
series is smoothed or not makes a slight difference in reducing the size of the “price puzzle” discussed 
below.  
4 We are missing an exact deflator for euro area government investment.  So correctly measuring private 
investment is not possible.  However, some experimentation suggests that the inclusion of government 
investment is not responsible for any of the findings that we emphasize.  We will report further information 
on this in the next draft of the paper.  
5 See Bernanke and Mihov (1995) and CEE (1999) for a discussion of the changes in the Federal Reserve 
operating procedures.  
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Our second model is based on an identification procedure proposed by Leeper and 
Gordon (1994). Their model contains a similar set of variables as the CEE 1999 model, 
dropping non-borrowed reserves and total reserves, adding a long-term (ten-year) interest 
rate, and substituting M2 for M1. Leeper and Gordon opt for an alternative set of 
identifying restrictions that focus on the information set that the central bank could be 
expected to have at the time when it was setting the short-term interest rate. Accordingly, 
they exclude contemporaneous data on GDP and its components from the information set 
of the central bank – leaving only contemporaneous commodity and asset prices as 
observable. Our decomposition of the demand components therefore does not require us 
to change the way that they identify monetary policy shocks.  
 
Our third model is taken from Christiano, Eichenbaum and Evans (2001; CEE 2001 
henceforth). This model includes consumption, investment, GDP, the price deflator, a 
real wage variable, a labor productivity measure, real corporate profits, the federal funds 
rate, M2 growth and the S&P 500 stock price index deflated by the CPI. We substitute 
private consumption and investment for the consumption and investment series that they 
used in order to match the euro area data (where disaggregated figures are not available). 
As we already stressed earlier, our U.S. consumption is the sum of non-durable, services 
and durable consumption and our U.S. investment series is the gross private sector 
investment. 6  Accordingly we also substitute the rest of GDP for GDP. Given the 
substantial difference between this specification and CEE 1999 we consider this 
alternative particularly important.   
 
Our final model is a variant of the VAR proposed by Erceg and Levin (2002). This model 
includes consumption, investment, the rest of GDP, the consumer price deflator, a 
commodity price index and the federal funds rate. While the specification is close to the 
CEE 1999, Erceg and Levin’s motivation is very close to ours: they explore differences 
in the responsiveness of durable and non-durable expenditure components of GDP to 
monetary policy shocks and seek to explain them. The aforementioned data problems 
preclude us from exactly replicating their work to see if durable consumption and 
investment are equally responsive to monetary shocks in the U.S. and euro area.  
 
In what follows, all three sample periods suggest very similar conclusions, so although 
we will show results for all three we will not distinguish between them in our comments. 
Neglecting for the moment the issue of the composition of the output response, our main 
findings are summarized in Figure 1, with each of the four panels describing one of the 
models. The CEE-1999, CEE-2001 and Erceg and Levin models are each just identified, 
so that the procedure for computing confidence intervals for impulse responses is easily 
implemented (Sims and Zha, 1999). The graphs report the median impulse response and 
the confidence band formed by 10th and the 90th percentile based on 250 Monte Carlo 


                                                 
6 In CEE-2001, consumption is defined as the sum of non-durable, services and government consumption, 
while the investment they include in their VAR is the sum of gross private sector investment and durable 
consumption. We thank Larry Christiano and Chris Evans for providing us their data.  
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simulations.7  In the case of the Gordon and Leeper model, which is over-identified, the 
median and the error bands, again the 10th and the 90th percentiles of the simulated 
impulse responses, are based on 250 bootstrapped replications of the sample. [These 
confidence intervals will be shown in the next draft of the paper.] 
 
As a matter of course the confidence intervals for the second half of the sample are much 
wider, so these results are in general less certain. But, despite the substantial differences 
across the VAR specifications, three consistent findings emerge from our analysis of 
monetary policy shocks. First, the impulse responses clearly show that following an 
innovation in the funds rate, output declines within one or two quarters and reaches its 
peak decline within four to eight quarters.8 The responses are such that the decline is 
significantly different than zero around the peak (and this is true even for the short 
sample). The standard errors grow as the horizon extends beyond two years, so that 
precise statements are not warranted, but we cannot reject the proposition that output is 
back at its baseline five years after the shock in almost all of the cases.  
 
The second consistent finding is that price responses are more sluggish than the output 
responses. In most of the specifications and time periods prices show little change in the 
first couple of quarters after the monetary policy disturbance. In some of the 
specifications, prices actually rise for more than a year after an increase in interest rates. 
Also, we note that the price responses are typically more drawn out in the recent sample.9  
Sims (1992) labeled this lack of responsiveness the price puzzle and explained it as 
possibly reflecting omitted variables from the VAR that the Federal Reserve might be 
responding to. Subsequently Christiano and Eichenbaum (1995), Barth and Ramey 
(2001) and others have suggested the possibility that this could be due to the effect of 
higher interest rates on firms’ short run financing costs. For our purposes settling this 
question is less of an issue than noting that the slow response of prices to policy shocks 
seems to be a pervasive feature of the data.  
 
Anyway, in almost all of the specifications the CPI index is steadily falling one year after 
the shock and then declines precipitously. By eight to twelve quarters the declines are 
estimated to be significant in the two long samples; in the short sample the standard 
errors are large enough that we cannot tell if the responses are significant. Beyond that 
point the standard errors (in all three samples) are typically large enough that the shape of 
the future changes is uncertain; but it most cases we cannot reject the hypothesis that the 
price level settles at a permanently lower level than before the shock, implying that 
inflation changes temporarily, but ultimately is unaffected.  
 
These observations have been widely recognized for some time and have inspired 
theorists to attempt to build models that can explain them. BLN, in the working paper 


                                                 
7 All the simulations were performed with Rats 5.0. The original Rats program for computing error bands 
was modified to report percentiles of the simulated impulse responses instead of adding multiples of the 
standard errors to the mean of the simulated impulse responses.  
8 The output responses are always recovered by summing the components. 
9 This might partially be due to the necessity of using only 2 lags in the estimation of the short sample, as 
compared to the four lags that are used in the longer samples.  
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version of their paper, show that these same general patterns for output and prices prevail 
in the UK. Indeed, as far as we know, this pattern in present in all modern industrial 
economies during periods of low or moderate inflation.  
 
Figure 1 also shows information on the consumption and investment responses to 
monetary shocks that we will discuss below. For now we ignore this evidence, which 
constitutes our third main finding, and turn to the four VAR models for the euro area.   
 
All of the VAR models we consider use synthetic data that is created by aggregating 
country-level macroeconomic variables into euro area ones. 10 The first model follows the 
specification proposed by Peersman and Smets (2003), and includes GDP components, 
the HICP index, M3, the money market interest rate and the effective exchange rate of 
the euro as endogenous variables. In addition, the model includes three U.S. variables 
that account for shocks to the world economy: the index of commodity prices already 
used in the VAR models of the U.S., described above, U.S. GDP and the federal funds 
rate. These three variables are exogenous. The monetary policy shock is identified by a 
Choleski decomposition, with the variables ordered as above.  
 
Following Peersman and Smets (2003), we estimate this model with three lags and a 
trend. We report the estimates for both 1970-2000, the longest available sample period 
and for 1980-2000, which starts with the beginning of the European Monetary System 
(EMS).11 
 
We also report a second version of the Peersman and Smets model without M3. We 
consider this alternative for two reasons. First, monetary aggregates were not as 
prominent in the European central banks’ monetary policy strategy in the 1970s as they 
subsequently became. Second, euro area synthetic monetary aggregates have only 
recently been backdated to the 1970s. Our models that include M3 for the 1970’s should 
then be taken with caution, at least until the econometric properties of this new series is 
better known. 
 
Our third VAR model of the euro area implements the Gali (1992) identification of 
monetary shocks. This identification combines long-run restrictions that correspond to 
the long-run neutrality of monetary shocks and more widely-used short-run restrictions 
such as delays in the effects of interest rate shocks on GDP and prices. The model 
comprises GDP, the HICP index, the money market rate and the euro effective exchange 
rate. The equations for consumption and investment form a separate block in order to 
avoid overly additional identification restrictions that the inclusion of consumption and 
investment to the original VAR would imply. The equations of the separate block include 
lags of the endogenous variable and lags of all variables included in the VAR model. The 


                                                 
10 See the appendix in Fagan, Henry and Mestre (2001) for an explanation of the construction of euro area 
synthetic macroeconomic time series.  
11 Within the EMS, countries that then belong to the European community, i.e. Belgium, France, German, 
Italy, Luxembourg and the Netherlands, pegged their currency to a the ECU, a basket of their currencies. 
De facto, currencies were pegged to the Deutsche-Mark in order to import the credibility of the Deutsche 
Bundesbank.  
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responses of consumption and investment are obtained by setting the variables of the 
VAR on the path that they take following a monetary policy shock.12 
 
Our last model mimics CEE-2001 for the euro area. To avoid perverse price responses we 
need to include the exchange rate in the model.  The model we present drops the stock 
price index, since doing so further helps with the price responses, but does not change the 
other main facts that we concentrate upon.  The specification that we analyze also 
includes the trend and the exogenous variables that Peersman and Smets advocate.  
 
We have not estimated models like CEE-1999 or Gordon and Leeper (1994) because the 
identification that they propose is grounded in a monetary policy implementation 
framework that is well defined for the U.S. but that makes little sense when using euro 
area synthetic data. The models we do estimate are not as closely tied to the nature of the 
monetary policy operating procedures.  
 
Figure 2 summarizes the main findings of the four VAR which we estimated using euro 
area synthetic data. Several aspects of the responses of output and prices to the identified 
monetary policy shock are quite similar to what is observed for the U.S. First, the 
response of output is characterized by a hump, with the peak occurring about one year 
after the shock. Second, the response of prices is more gradual than the one of output. 
Third, the effects on output and on inflation are temporary.  
 
Two differences with the U.S. results are, however, worth stressing. First, the response of 
output is usually less persistent than in the U.S. The GDP response is back to baseline 
within two years after the shock. Second, we notice that the uncertainty of the responses, 
does not fall when the sample is extended prior to 1980 – an indication of the instability 
amongst these European economies in the 1970s.  
 
Overall, we find it striking that these results are broadly consistent with the consensus 
view on the effects of monetary policy in the U.S. 
 
2.3 - Transmission Estimates from Large Scale Models 
 
We now look at an alternative characterisation of the monetary transmission, that 
provided by large-scale “structural” macro-econometric models. Relative to VARs, these 
models incorporate vastly different information sets and modelling priors, hence a 
rigorous comparison may look impossible. Nonetheless, it is precisely this difference that 
we regard as potentially informative. If each of these two sets of models incorporate, to 
some extent, essential features of the data and of the correctly identified transmission 
mechanism, then findings that are robust across the two may be particularly reliable, as 
they do not depend on arbitrary modelling choices. In this sense, after having examined 
several benchmark VARs we view the contrast between these and structural models as 
more informative, at the margin, than further comparisons amongst alternative VARs. 


                                                 
12 This procedure has been implemented by Evans and Marshall (2001), Peersman and Smets (2003) and 
Mojon and Peersman (2003) to avoid changing the definition of the monetary policy shock when estimating 
its effect on a wide range of variables. 
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We have considered two sets of model results. The first, for the U.S., comes from 
simulations of the Federal Reserve Board’s macroeconomic model of the U.S. economy 
(FRB/US).13 The second set of results was obtained from two sources. The first is an 
euro-area wide model (AWM) developed by the ECB staff (Henry, Fagan and Mestre, 
2001), estimated on synthetic data. The second is an aggregation of results from national 
models developed by the national central banks (NCBs; see van Els et al, 2001), 
simulated under similar monetary shocks and assuming unchanged intra-area exchange 
rates. The assumption tries, in a crude way, to reproduce the conditions which prevail 
under a monetary union (that in fact came to being only around the end of the sample 
periods of each of these models). Moreover, a harmonised treatment of long-term interest 
rates and exchange rate was imposed.  
 
The monetary policy experiment consists in an 8-quarter increase in the money market 
rate (the fed funds rate in the U.S. case). The long term interest rate and the exchange 
rates were respectively assumed to move according to the expectations hypothesis and the 
uncovered interest parity condition. Specifically, the exchange rate initially appreciates 
by 2% and then gradually returns to baseline over 2 years; the long-term rate adjusts up 
immediately, and gradually returns to baseline. While the nature of the experiment 
conflicts with the Lucas policy regime invariance criterion (since the model coefficients 
are assumed unchanged), we still believe it is informative. 
 
The left panel of Table 2 reports results on the U.S.14 The results paint a picture similar to 
that from the VAR in terms of the reactions of prices, output, and the components of 
output. In particular, output and consumption responses show a hump with a maximum 
decline at the beginning of year 3, while the fall of investment only decelerates during 
year 3. Prices are virtually unchanged for the first four quarters after the tightening. From 
year one onward prices fall steadily for the next two years. Thus, the relatively slower 
response of prices compared to output that was observed in the VARs is also present in 
the FRB/US simulations. 
  
The right hand side of Table 2 reports the euro area simulations. Again, despite the 
methodological differences, the effects on output and on prices are qualitatively similar to 
the outcome of the VAR models of the euro area. The hump shape response of GDP 
(which returns to baseline from year 4 in the AWM) and the gradual response of prices 
also matches the results obtained for the U.S. Robustness across models may suggest that 
the results reflect underlying features of the data. Moreover, these results are broadly 
consistent with the pattern observed at the national level in the NCBs model based 
simulations, at least in qualitative terms.15  
                                                 
13 We thank Flint Brayton and Chris Erceg for providing these results to us. The simulations are run with 


the standard version of the model in which expectations are based on VAR forecasts; see Reifschneider, 
Tetlow, and Williams (1999) for a full description of the model and its properties. 


14 The results we describe here are very close to the ones (not reported) obtained when following an initial 
shock, the funds rate evolves according to a Taylor rule, i.e. so that it depends equally on the gap between 
inflation and the target rate of inflation and the output gap.  


15 For a detailed presentation of these results see van Els et al (2003).  
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3. Evidence on the composition of output response 
 
The composition of the output response has attracted much less attention than the size 
and timing of the overall GDP and price responses discussed above (with the notable 
exceptions of Bernanke and Gertler (1995) and Erceg and Levin (2002)). Yet, whether 
consumption or investment responds more, or more quickly, to a monetary tightening is 
an issue of clear importance in the policy debate and in welfare analyses (the recent 
debate about the potential role of, respectively, consumption and investment in 
supporting the US recovery after the bursting of the stock market bubble and the 
aggressive easing of the Fed is a vivid example of this importance).  
 
To measure the composition of the output response we proceed in the most 
straightforward way, by taking the ratio of the changes in the components of GDP to the 
overall movement in GDP. We refer to these ratios as the contribution of the 
corresponding demand component to the GDP response. 16  We consider cumulative 
changes in order to smooth out some of the noise that can be present in the responses 
(particularly in the first periods), and also to take into account (at various horizons) the 
overall effects of monetary policy.17 In the cases where the contributions are derived 
within just identified VARs, we construct the median and the 10th and 90th percentiles of 
the contributions through Monte Carlo simulations.  
 


The contribution is a unit-free statistic that can be compared across models and countries, 
thus sidestepping the problems of comparability among VARs and structural models. 
This is because, by focusing on a comparison of how much investment and consumption 
move relative to output following a policy shift, the nature of the shock moving all should 
be less relevant. The same intuition suggests that any differences in policy shocks across 
economies can also be neglected when comparing the respective contributions.  


All four of U.S. VAR models suggest that a great deal of the output decline in the first 
year after a monetary shock is due to consumption changes. In most of the specifications 
and samples, the consumption contribution to the output decline is twice the size of the 
investment contribution. The former remains in general larger than the latter even at 2 
and 3 years horizons, at least looking at the point estimates. Taking into account the 90% 
confidence intervals for the contributions, in long samples the contributions are typically 
estimated to be significantly different in the first year, and the overlap between the 
confidence intervals remains small even at years 2 and 3. In the most recent sample the 


                                                 
16  If the model is specified in a log-linear form, we actually take the ratio of the responses of the 
components to GDP response, each relative to baseline, and then weigh the component movements by their 
shares in GDP. In particular, for the euro area we used the average consumption and investment shares over 
the 1970 to 2000 period, 0.60 and 0.21.  For the U.S. we used the average shares from 1960 to 2001, 0.66 
and 0.15 respectively.  
17 Note that cumulating up to time t the responses to a one-off shock occurring in t-k can also be interpreted 
as observing, at time t, the response to a shock sustained from t-k to t; the latter is the measure we will 
adopt when looking at structural macroeconometric models. 
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standard errors are much larger, and we cannot confidently say anything about the 
relative sizes of the contributions.  
 
Referring back to figure 1, it appears that part of the reason for the low investment 
contributions is that in the first quarter or two after a monetary tightening, the VARs 
suggest that investment rises. For instance, this is true in all four of the models over the 
longest sample period. The confidence intervals suggest that the estimated increases are 
borderline significant. We are not confident that this perverse response is a robust feature 
of the U.S. transmission mechanism. However, we believe that fine tuning the model 
specification to get rid of it would likely leave approximately unchanged the integral of 
the investment response, spreading over a somewhat longer period negative, but weaker,  
reaction. As a result, the contribution of investment to GDP movements would still be 
low for the first few quarters.  
 
Our conclusion, therefore, is that the VARs show that in the first four to six quarters after 
a monetary impulse in the U.S. a large portion of any output effects are attributable to 
changes in consumption. 
 
The FRB/US simulations also confirm the relative importance of consumption in 
accounting for the output adjustments. The contribution of consumption in the three years 
remains roughly constant around 0.7, while that of investment rises from 0.13 (first year) 
to 0.35 (third year). Given its structural nature, in the FRB/US model it is relatively easy 
to understand why consumption adjustments are so important.  A key part of the 
transmission mechanism in the model is that changes in the federal funds rate move long 
term rates that lead to changes in the value of the stock market. Consumption is estimated 
to strongly respond to the change in wealth (see Reifschneider, Tetlow and Williams, 
1999). To the contrary, the effect of stock market prices on wealth and subsequently on 
consumption is not a prominent feature of the structural models for the euro area (see van 
Els et al, 2003). 
 
In summary, both in the VARs and in the FRB/US most of the observed output decline 
after a tightening is due to a drop in consumption. While we will not embark on exploring 
all possible implications of this feature of the transmission mechanism, we find it 
particularly intriguing because, as we now show, it does not appear to hold in the euro 
area. 
 
The decomposition of GDP response in the euro area is reported in Table 4. Investment 
accounts for the lion’s share of GDP adjustment in three of the four VAR models. For all 
VAR models, the contribution of consumption is always smaller than that of investment 
(and in fact smaller than the U.S. consumption contribution).  


Turning to the confidence band around these measures, it is remarkable that in spite of 
the somewhat greater uncertainty around the impulse responses of euro area variables, 
there is only a small overlap between the upper bound of the consumption responses and 
the lower bound of the investment ones up to a horizon of eight-quarters. 


The lower portion of the table shows that same pattern prevails in the euro area structural 
models. The investment contributions are much higher than the consumption 
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contributions after the first year (when they are about the same). The investment 
contribution rises sharply over time, reaching over 80 percent at the 12-quarter horizon; 
that of consumption ranges between 0.3 and 0.5, depending on time horizon and models. 
The results are quite robust across the two types of models (euro area aggregate model vs. 
aggregation of national model results), so aggregation problems do not seem to make a 
difference here.  
 
 
4. Interpreting the differences in the composition of output effects 
 
As mentioned above, it is beyond the scope of the present paper to explore all the 
implications that the different composition of output adjustments in the two economies 
might have. Rather, we will present several interpretations of the output composition 
puzzle.  
 
Our first approach at the issue is to check whether we can replicate the different 
compositions by appropriately choosing the parameters in small scale dynamic stochastic 
general equilibrium (DSGE) models otherwise calibrated to fit the main features of the 
transmission mechanisms of the two economies. In this way, we should be able to trace 
the observed compositional differences back to an (hopefully small) set of differing 
structural features of the economies. These, in turn, could be checked against independent 
evidence, to arrive at a reasonably robust interpretation of our finding. Before embarking 
in this task, we quickly review the basic structure of this class of models.  
 
4.1 DSGE models in a nutshell 
 
Starting with the seminal works of Yun (1996), King and Wolman (1996),  Rotemberg 
and Woodford (1997), a growing body of literature has focused on extending the basic 
real business cycle model to include a number of “real world” rigidities in order to 
account for some of the features of the data that the basic model was unable to match. In 
this task, the main challenge was to remain firmly grounded in the optimizing behavior of 
a small set of rational, forward looking representative agents (a consumer, a firm, 
possibly a financial intermediary, plus of course a government or a central bank), but to 
incorporate a rich enough set of constraints limiting their decisions to fit the data. The 
constant challenge is to do all this while retaining numerical, if not analytical, tractability.  
 
The challenge was met, with success, by skillfully combining four key ingredients. The 
first is a specification of the technology and of the market structure, originally due to 
Dixit and Stiglitz (1977). This assumption allows for product differentiation that is also 
compatible with aggregation, so that overall economy-wide prices and quantities can be 
constructed.18  
 
The second critical ingredient is the assumption that prices and wages are set in the 
fashion proposed by Calvo (1983). This price and wage setting assumption, coupled with 
                                                 
18  The aggregator is however of a CES nature, and therefore differs from the linear aggregator that 
underlies National Income and Product Accounts data. 
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the assumed availability of a rich enough set of insurance markets, makes individual 
firms’ prices (and wages) sticky and this stickiness carries over to the aggregate levels of 
wages and price. One major advantage of this modeling strategy is that aggregate levels 
can be computed without having to keep track of all possible histories of previous pricing 
decisions.19  
 
The final two ingredients are a clever technique of log linearization around a non-
stochastic steady state equilibrium and the use of efficient solution techniques for linear, 
rational expectation models. The (solved) theoretical model has then been matched with 
the data, combining calibration, matching of (selected) moments and, more ambitiously, 
full maximum likelihood (cum Kalman filtering) estimation. Recent, particularly good 
examples of what can be achieved along this route are, for the U.S., the model developed 
by Christiano, Eichenbaum and Evans (2001) and, for the euro area, the model developed 
by Smets-Wouters (2002; SW henceforth). These are the models we shall use in the 
following to try and uncover our first possible interpretation of differences in the 
composition of the output response.20  
 
These two models are indeed very similar. Relative to the first generation of DSGE 
models they both embody a number of notable features aimed at improving the fit. First, 
together with the so-called Calvo adjustment for prices and wages, an assumption is made 
of full (in CEE) or partial (in SW) indexation to previous period inflation for those agents 
that are not allowed to optimally re-set their price (wage). This introduces inertia in the 
inflation process, a key feature of the data that a purely forward-looking formulation is 
unable to match.  
 
Second, firms can optimally choose the intensity with which they use installed capital. 
Increasing (or decreasing) the utilization rate is not costless, and the firm balances the 
benefit of a marginal increase with its cost. Allowing capital services to be elastic, and in 
particular to fall after a tightening, has the consequence of muting fluctuations in the 
(future) rental rate of capital, thereby helping to generate the gradual price response 
observed in the data; moreover, it also reduces the increase in labor productivity that 
would otherwise occur, thus offsetting the real effect of the tightening. 
 
Third, consumers exhibit habit formation (in SW the habit formation takes an “external 
form”, where the “habit” is provided by aggregate consumption, outside the control of the 
single household; in CEE, instead, the habit is proportional to the household own past 
consumption). This feature of the model is needed to get a gradual and hump shaped 
response of consumption to a monetary impulse (observed in the data above). Indeed, the 


                                                 
19  In particular, it is the assumption that firm (households) can fully insure against the possibility to not 
being able to optimally set their price (wage) that makes that possibility a matter of irrelevance as far as the 
wealth of different agents is concerned, and therefore allows for an history-independent description of the 
economy developments. 
20 In fact, in the present preliminary version of the paper we will only use SW model, as we have no direct 
access to CEE model code or full parameter estimates. Our justification for doing so is that the two models 
are rather similar in structure, and we can use a preliminary set of estimates of the SW model for the U.S. 
We are very grateful to Frank Smets and Raf Wouters for providing us with the model code and for 
allowing the early use of their (still in progress) work on the U.S.   







 15


concavity of the utility function implies that a rise in the real interest rate (a fall in the 
price of future, relative to present consumption), should be associated with low current 
consumption relative to the future, i.e. with a counterfactually front loaded response of 
consumption to the shock. Habit formation in essence makes the argument of the utility 
function to be (roughly) the growth rate of consumption, rather than its level. With this 
specification the hump shaped response of consumption observed in the data after an 
interest rate increase is a consequence of the desire to make the growth rate low (more 
negative) today relative to tomorrow.  
 
Fourth, changing the stock of capital (i.e. investing) involves a cost (of course, above the 
price to be paid for the new machines). The role of the adjustment cost, much like the 
assumption of habit formation in consumption, is to prevent a front loaded response of 
investment. In particular, any shock (including the types of monetary policy ones 
considered above) that generates persistent changes in real interest rates, will engender 
(absent adjustment costs) a substantial and immediate drop in investment. Adjustment 
costs, modeled as penalizing the change in investment, prevent this counterfactually large 
and immediate response.  
 
While these four features do not exhaust the richness of the two models, they are 
arguably what enable them to match many features of the empirical transmission 
mechanism much better than plain vanilla RBC models do.  
  
It is probably too early to judge whether these models, and more generally DSGE models 
will live up to the challenge of replacing the more traditional large scale econometric 
models in use by many decision makers and practitioners. DSGE models certainly have a 
number of advantages, notably delivering a set of rigorously grounded theoretical and 
econometric findings that still adequately fit the data. However, the representative agent 
nature of these model makes them liable to potential pitfalls resulting from aggregation 
problems (see Kirman, 1992, and Altissimo, Siviero and Terlizzese, 2002), whose actual 
importance still needs to be assessed. Nonetheless, we believe these models can provide 
an organized way to interpret the findings and some clear suggestions about its further 
implications.  
 
4.2 Examining output composition  
 
We start with the euro area evidence. Using the SW model estimates for the euro area, we 
can compute the contributions of consumption and investment to the output response 
following a monetary policy shock. We explore a variety of parameter settings and the 
results are presented in Table 5 (left panel for the euro area, right panel for the U.S.). 
 
The first column in the table shows the model predictions using the SW baseline set of 
parameters – the critical ones are shown under the heading “model parameters”. Focusing, 
as we did for the empirical results in section 3, on cumulated contributions at quarters 4, 
8 and 12, we see that the “euro area pattern” — with investment contributions being 
dominant — is broadly confirmed. The investment contributions are, respectively, 53, 62 
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and 66 percent of the output response (in the model, consumption contributions are 
precisely the complement that brings the combined share to 100).  
 
However, the preeminence of the investment contribution is considerably less sharp than 
what we found, on balance, in the VARs. Interestingly, the contributions based on 
national central banks models (and on the AWM) are somewhat more in agreement with 
those generated by the SW model, at least up to quarter 4, where in all cases there is very 
little difference between the size of consumption and investment contributions. However, 
as we move to quarters 8 and 12 the dominance of investment becomes much clearer in 
central bank models. 
 
Can the estimated parameters be changed in such a way that the pattern of contributions 
observed in the data can be matched more closely? We approach this issue in the simplest 
possible way, by considering the various changes one at a time and without re-estimating 
the other parameters. Given that, even with the original euro area estimates, the SW 
model was not grossly inconsistent with the observed pattern, we expect this piecewise 
approach to be sufficient. 
 
In the second column of the table, we report the findings when we reduce the size of the 
parameter that controls the shape of the adjustment cost in investment.21  When the 
baseline adjustment costs are cut by half, the contributions roughly match those observed 
in the data.22 The next two columns of the table show that the observed contributions can 
also be obtained by increasing by roughly 50% the habit formation parameter or reducing 
by the same percentage the intertemporal elasticity of consumption.  
 
None of the other structural parameters in the model (not reported in the table) seem to 
have, when changed in isolation, much of an effect on the size and pattern of the 
consumption and investment contributions. 
 
The main difference among the three alternatives presented in the table is how they 
deliver the improved fit of the output composition. Relative to what happens with the 
original parameter estimates, in the first case the response of investment to the monetary 
policy shock is amplified (at the peak, by about 25%). In the latter two, the response of 
consumption is dampened (again, at the peak, by 25%). Other than that, the responses of 
consumption, investment (and GDP) are little affected. This can be gauged by the (small) 
changes induced in the timing of the peak and in the gradualism of the response, as 
measured by the ratio of the initial to the peak response; a limited exception is the change 
in the habit formation parameter, which distinctly increases the hump shape of the 
consumption response. In all cases the impulse responses to a monetary policy shock of 
the other main variables (not reported in the table) appear to be broadly unchanged. It 
should be noted that we have not checked whether the performance of the model in 
response to other types of shock might deteriorate.  


                                                 
21  In the long run this change will not affect the size of the two contributions. It is worth noting that in the 
long run the predominant contribution is provided by consumption.  
22  It should be stressed that our attempts at matching the contributions observed in the data do not involve 
the formal optimisation of a criterion function.  







 17


 
In sum, it appears that the adjustments needed for the SW model to roughly reproduce the 
euro area pattern of contributions to the output response are not dramatic (in fact, if the 
adjustments mentioned above were jointly made the size of the parameters changes 
needed could be considerably smaller).  
 
Moving then to the U.S., we rely on a preliminary estimate of the SW model based on 
U.S. data (we plan at a later stage to use also the CEE model to cross check the findings). 
The experiments for the euro area suggest that either higher adjustment costs, higher 
intertemporal elasticity of substitution, or less habit persistence should amplify the 
importance of the consumption contribution relative to that of investment. The estimated 
parameters partially display this pattern: adjustment costs in investment and the 
intertemporal elasticity of substitution are indeed estimated to be higher in the U.S. than 
in the euro area. On the contrary, the estimated habit formation parameter is (slightly) 
higher in the U.S. than in the euro area. The differences in the parameter estimates 
compared to the euro area are however relatively small, and it is not immediately clear 
whether they can altogether account for the output composition puzzle.23 
 
In fact, the first column in the right panel of the table (column 5) shows that the baseline 
U.S. parameters imply a contribution from investment only slightly smaller than that 
from consumption at quarter 4, and actually slightly larger later on. This is considerably 
different from the pattern documented in Section 3. There we saw that, taking into 
account both VARs and macroeconometric models, the ratios of consumption and 
investment contributions are roughly 70/30 in quarter 4, 65/35 in quarter 8, 60/40 in 
quarter 12. We therefore conclude that the differences in the composition of the output 
response between the U.S. and the euro area cannot be explained as largely resulting from 
the (currently) estimated differences between the two economies concerning adjustment 
costs in investment decisions, consumption “inertia” (as captured by habit formation) or 
willingness to substitute present for future consumption.24 
 
It is nevertheless interesting to explore whether different parameter estimates would be 
able to generate contributions that match the pattern documented in Section 3 for the U.S. 
It appears that relatively big changes in the model parameters are needed. The next two 
columns of the table show that we can obtain the aforementioned patterns by increasing 
the adjustment costs parameter by a factor of 3 or by pushing the intertemporal elasticity 
of substitution up to nearly 2 (from a baseline estimate of 0.75). The next column shows 


                                                 
23  One additional difference between the U.S. and the euro area, is the (steady state) share of investment 
(and consumption) in GDP, as measured by the average over a long sample period (see the notes to Tables 
3 and 4). In SW, these (steady state) shares are pinned down by the choice of the capital share in 
production, of the intertemporal discount factor in utility, of the depreciation rate and of the government 
consumption to GDP ratio. Standard values for these 4 parameters (say, 0.3, 0.99, 0.025, 0.2) yield a share 
of investment of the order of 0.2-0.3 (which is consistent with the value observed in the euro area). In order 
to match the value observed in the U.S. (0.15), one has to pick somewhat extreme values for at least one of 
these parameters. The simulations we use assume a depreciation rate of 0.01 (per quarter). We checked that 
the results reported in the text do not heavily depend on this choice.  
24 As already mentioned, differences in other structural parameters in the model are unlikely to significantly 
affect the composition of the output response. 
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that even a virtual elimination of habit formation is not enough to fully match the 
observed pattern. Indeed, it generates a dominant consumption contribution only in the 
short run. The last column of the table shows that a combination of these changes can 
also approximately yield the desired pattern of contributions. Without any attempt at fine 
tuning, we obtain the result by increasing the adjustment costs parameter by roughly 50%, 
setting the intertemporal elasticity of substitution to 1 (logarithmic utility) and lowering 
the size of the habit formation parameter by 20%.  
 
The changes required to match the pattern of contributions in the U.S. are bigger than 
those needed in the euro area. Correspondingly, they have bigger effects (compared to the 
baseline estimation) on other features of the impulse responses to a monetary policy 
shock. When the adjustment is concentrated on just one parameter, either the investment 
response is dampened (at the peak) by roughly 40% and more drawn out (judging from 
the quarter where the peak occurs), or the consumption response is magnified (at the 
peak) by 80% or more and (when the change involves the habit formation parameter) 
much more front loaded, losing its hump shape. When the desired output composition is 
obtained by a combination of parameter changes, it is still the case that the consumption 
response (at the peak) is bigger by about 50% and more front loaded (as judged by both, 
the earlier occurrence of the peak and the considerably higher ratio between the initial 
and the peak responses).  
 
Summing up, we conclude that the mechanisms at play in the most recent generation of 
DSGE models that might potentially account for the output composition puzzle 
(adjustment costs in investment decisions, habit formation or willingness to substitute 
present for future consumption) do not provide a satisfactory explanation of the puzzle. 
Clearly, the lack of success of these potential explanations might simply reflect a failure 
of the model rather than the irrelevance of the mentioned behavioral and technological 
differences. Indeed, while the model is rather rich and appears to fit well many of the 
cross-correlations present in the data, it nevertheless contains — as all models — a 
number of strong simplifying assumptions. Therefore, we believe it is appropriate to 
explore further the set of potential explanations of the output composition puzzle, 
relaxing the constraints posed by a theoretically well specified model. Whether or not it 
will be possible to amend the model by including in it still more complex adjustment 
dynamics and, more generally, by enriching its structure, is an issue that we leave for 
future research.  
 
4.3 A further exploration of the output composition puzzle  
 
Once we abandon the straightjacket of the DSGE models, we thought of three competing 
potential explanations for the output composition puzzle that can be tested. The first, 
which was indeed a leading candidate also within the framework provided by that model, 
turns on the plausible idea that adjustment costs on investment are considerably lower in 
the euro area, precisely because labor adjustment costs are considerably higher. The 
second is based on the differences in the level and the composition of households assets 
and liabilities between the two areas, which could make U.S. consumers more sensitive to 
interest rate shocks. The third relies on the more widespread presence in the euro area of 
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“government insurance mechanisms” (including employment protection legislation) that, 
by cushioning income against various kinds of shocks, might make consumption less 
sensitive to monetary policy.  
 
In this section, we identify testable implications of these alternatives and present the 
relevant pieces of evidence that we have at this point. At a later stage, we will also 
implement these tests. Our goal in doing so is to arrive at a conclusion as to whether the 
puzzle arises because of fundamental differences in the behavior of consumers or firms 
across the two areas.  
 
Our first hypothesis focuses on possible differences stemming from investment. 
Specifically, we explore the possibility that the aforementioned employment protection 
schemes in Europe led firms to find ways to make the adjustment of capital easier, for 
example by adopting more flexible technologies that allow workers to be easily 
redeployed.25 
 
Regardless of the mechanism, it seems that a robust and straightforward prediction of this 
reasoning is that a given monetary shock should engender larger investment responses in 
the euro area than in the U.S. This proposition is in principle testable in the SW model, 
the macroeconometric structural models of the central banks and the VARs. However, 
some difficulties arise due to the potentially confounding effect of differences in the size 
and the persistence (via different reaction functions) of the initial shock.  
 
In the central bank structural models, considering simulations with the same exogenous 
interest rate (and exchange rate) path allows the comparison to be made. While this 
experiment has the weakness of suspending the policy reaction functions, at least it 
allows for a neat comparison. These models suggest that investment responses are 
surprisingly similar. In the FRB/US model the drop is about 0.3% relative to the baseline 
value in the first year, about 1.8% in the second year, about 3.1% in the third; in the euro 
area models the drop is in the range 0.3% to 0.8% in the first year, 1% to 2.4% in the 
second, 1.2% to 3% in the third (see Table 2).  
 
In the SW model, the drop in the euro area investment is bigger than the drop in the U.S. 
(in accord with our hypothesis): the maximum shortfall from baseline, occurring in both 
economies around 1.5 years after the initial shock, is in the euro area of almost 1%, about 
twice as much as that in the U.S.26 However, as we already observed in section 4.2, this 
difference is not nearly enough to explain our puzzle.  
 
In the VARs, the profile of the investment response is rather similar in both areas, with 
the drop peaking about one and half years after the shock and a gradual return to baseline 
afterwards. Once the differences in the size of the initial shock are taken into account, 
also the magnitude of the (maximum) drop is roughly similar (for example, for the CEE 


                                                 
25 There is in fact evidence that various forms of labour market rigidities had been a driving factor of the 
high capital intensity of production in some European countries (see Caballero and Hammour (1997)).  
26  The profile of the interest rate, both nominal and real, while not identical, is very similar and should not 
significantly affect the comparison. 
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2001 specification, the maximum drop is slightly bigger than 1% in the U.S., after an 
initial shock equal to 0.7; for the euro area version it is about 0.5%, following an initial 
shock equal to 0.3). 
 
Overall, this evidence casts doubt on an explanation based on differences in the 
investment response. Either the response of the investment is about the same, or the 
difference is not nearly as large as what would be needed to explain our puzzle. It might 
nevertheless be interesting to further check the idea that differences in investment 
adjustment costs might be the mirror image of differences in labor adjustment costs. An 
independent test of this conjecture might be obtained by checking whether the investment 
responses across countries in Europe match some measure of labor firing costs. 
 
We now turn to explanations focusing on potential differences in consumption behavior. 
Our second specific hypothesis to explain the output composition puzzle is that, chiefly 
due to differences in the level or the composition of the financial wealth of households, 
consumption is differentially sensitive to monetary policy in the two economies. In fact, 
it could also be that households in the two economies have radically different 
propensities to consume out of wealth. However, we saw in section 4.2 that estimates of 
the intertemporal elasticity of substitution for the euro area and the U.S. do not differ 
much, and that they would need to be vastly different to account for our puzzle.  
 
On the contrary, it is well-known that the balance sheets of U.S. and euro area households 
differ greatly. For example, in the year 2000 total liabilities of households were, as a 
proportion of GDP, 76% in the U.S. and 56% in the euro area; the share of households 
owning debt in the U.S. was 70% in 1983, 74% in 1998, while it was, respectively, 9% 
and 21% in Italy, 26% and 27% in Germany (the last figure refers to 1993), 51% and 
47% in France (the first figure refers to 1992);27 total financial assets in the hands of 
households were, in 2000, 341% of GDP in the U.S., 213% in the euro area.  
 
These differences might imply that either the wealth in the hands of U.S. consumers is 
more reactive to interest rates, or that, even if monetary policy had the same impact on 
financial assets and liabilities, the exposure of households in the two areas to the shock 
would differ (of course, both possibilities could be true).  
 
To assess these possibilities we first look at the central banks structural models. In 
contrast to the findings for investment, there appear to be large differences in the 
response of consumption. In the FRB/US model the drop is about 0.4% of the baseline 
value in the first year, about 1.4% both in the second and third years; in the euro area 
models the drop is in the range 0.1% to 0.3% in the first year, 0.2% to 0.6% in the second, 
0.2% to 0.5% in the third (see Table 2). 
 
As mentioned above, an important part of the transmission mechanism in the FRB/US 
model occurs because policy shifts are estimated to have large effects on stock market 
wealth. The models for the euro area do not embody this feature to a significant extent: 
                                                 
27  The data for the US, Germany and Italy are taken from Household Portfolios (2002), edited by Guiso, 
Haliassos and Jappelli; the data for France have been kindly provided by Luc Arrondel. 
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while most National Central Banks models (and the AWM) feature a wealth channel, 
only in the models for Austria, Finland and the Netherlands are changes in asset prices 
allowed to affect the value of wealth that is relevant for consumption choices (see van Els 
et al). We take the different specification between European and U.S. models as not 
simply reflecting idiosyncratic choices of model builders, but as a signal of underlying 
differences in consumption behavior, stemming from differential effects of policy on 
financial wealth. 
 
Next, we plan to look at VAR evidence. Ideally, we would need to model the response of 
both assets and liabilities. At a first pass, we could focus just on the effect of assets, and 
in particular the stock market. For the U.S. this is easily done in the CEE 2001 model, 
because stock prices are already included in the VAR. The same will need to be done in 
the CEE specification for Europe. Our test boils down to check whether the financial 
variable responds more in one of the two currency areas. In the U.S. the CEE 2001 model 
suggests a large response. We expect to find estimated effects much weaker in the euro 
area VAR. 
  
Our third hypothesis again focuses on potential consumption differences, resulting from 
structural differences in the exposure of disposable income to policy shocks. One version 
of this conjecture focuses on the (relatively) high firing costs in the euro area that prevent 
firms from shedding workers during downturns. If unemployment spells are more likely 
to result from monetary policy changes in the U.S. and insurance is incomplete then one 
might expect to see larger consumption responses in the U.S. To test this hypothesis we 
can compare unemployment (or employment) responses in the two areas.  
 
The comparison can be done using the central banks structural models, the SW model 
and VARs. Starting from the SW model, we observe that according to that model the fall 
in employment would be, contrary to what our hypothesis would predict, larger in the 
euro area (the peak effect occurs at about the same time, one year after the initial shock, 
but its size is almost double in the euro area). The results obtained from the central banks 
structural models, where for reasons of data availability we look at the response of 
unemployment, are instead in line with the hypothesis: unemployment rises by more in 
the U.S. In the FRB/US it increases by 0.12 percentage points in the first year, by 0.56 in 
the second and by 0.77 in the third; in the euro area models the increase is in the range 
0.04 to 0.1 percentage points in the first year, 0.11 to 0.39 in the second, 0.17 to 0.58 in 
the third (see Table 2). We plan to address the same question also with the VARs in the 
next version of the paper. 
 
A related version of this hypothesis focuses on the other social insurance mechanisms 
that could differ in the two economies. The combination of more generous 
unemployment benefits, national health care systems, generous (if, as it turns out, 
unsustainable), pay-as-you-go pension schemes, all help to insulate euro area residents 
more from adverse economy wide shocks than Americans. Thus, even if the marginal 
propensity to consume out of disposable income is the same in the two areas, the policy 
induced shifts in disposable income are likely to be smaller in the euro area.  
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To evaluate this possibility we will look at the effect of the policy shock on disposable 
income, both in VARs and central banks structural models.  
 
To sum up, at this point many pieces of evidence are still missing. However, while none 
of what we do have are individually decisive, almost all of the available evidence points 
in the same direction. Thus, we provisionally conclude that the output composition puzzle 
is more likely due to the consumption rather than the investment differences.  
 
5. Conclusions 
 
Our focus in this paper is a comparison of certain key macro-economic features of the 
transmission mechanisms of monetary policy between the United States and the euro area. 
After the establishment of the euro area as the largest currency area in the world, with a 
new and independent central bank, a comparative understanding of the two transmission 
mechanisms has, in our view, become important. Looking at them together can not only 
sharpen our understanding of each and identify clues as to where and why they differ, but 
also allow us to better appreciate the global implications that the independent conduct of 
monetary policy in each of the two areas generates. 
 
We proceed in steps. We first compare the cyclical properties of euro area and U.S. 
macroeconomic time series Here the striking fact, already reported by other recent papers, 
is that such properties are in fact broadly similar, suggesting that common underlying 
market forces are at work. One difference that we identify seems to connect to the well-
known difference in the importance of the stock market in the financial system).  
 
Next we analyze a small set of VAR models for the two areas. We find that, again, the 
main macro-economic facts are similar. Specifically, after a monetary shock, real GDP 
displays a humped-shaped profile, returning to baseline, whereas the price level diverges 
gradually but permanently from the initial value. Thus, the consensus on the way 
monetary policy operates in the U.S. has held up through the long business cycle 
expansion of the 1990s. Moreover, the consensus view seems to well describe the euro 
area facts too.  
 
However, prior work has paid relatively little attention to the underlying adjustments that 
accompany the change in output. In this respect the two areas differ. In particular, after a 
change in monetary policy the role of household consumption in driving output changes 
is greater, and that of gross fixed investment smaller, in the U.S. relative to the euro area. 
This difference is present in VAR estimates and those of large-scale structural 
econometric models. We call this the “output composition puzzle”.  
 
To explore and explain the puzzle we take two tacks. First, we consider the class of 
stochastic-dynamic-general-equilibrium models. Our main result here is that these models, 
at least in the versions that are now considered at the frontier of research, have difficulty 
accounting for the puzzle. As we try to adjust (relative to the estimated baseline values) 
the key behavioral parameters of these models, to see whether and how it can be 
reproduced, we find that the adjustments needed in the case of the euro area to fit the 
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facts are relatively minor. But large changes are needed to fit the U.S. case and when 
these changes are made the model’s predictions diverge from the data on other 
dimensions.  
 
Given this conclusion we turn to several less tightly structured tests and hypotheses. Our 
goal is to make a tentative assessment of whether the puzzle is more likely due to 
divergent behavior of consumers or firms. The very incomplete evidence that we have 
thus far points to the consumers, but many more tests and cross-checks are needed to 
confirm this.  
 
What next? We feel that this line of research has just started, so that the directions for 
future research are much more numerous and rich than the results that have already been 
achieved. First, the “puzzle” needs to be documented in a more robust way, with recourse 
to a larger set of models and data. This will become increasingly possible alongside with 
the development of a richer data base for the euro area. Second, we feel that DSGE 
models can be exploited in a much more systematic way, compared to what we have done 
in this paper, to identify which “deep parameters” are most likely to be responsible for 
the observed patterns. Third, and final, the implications of all this for optimal monetary 
policy, at the national and at the international level, remain to be explored.  
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Data appendix 


Euro area: 
Most euro area time series are taken from the ECB Area Wide Model database. These 
data are presented page 51 in Fagan et al. (2000). Updates of these series up to 2000q4 
can be obtained from Alistair.Dieppe@ecb.int. 


We use both the previously available Historical time series for M3 (February 1999 
Monthly bulletin of the ECB) to conform with Peersman and Smets (2003) and the more 
recent series backdated to 1970 (not yet published) for the VAR models estimated over a 
sample covering the 1970s.  


The stock price, available only from 1972 onward, is the index of euro area stocks 
published by Data Stream.  


Aside from the historical M3 series dating to the 1970s and the HICP, all the series we 
use were already seasonally adjusted. We adjusted these remaining two series using the 
seasonal adjustment routine in Eviews. 


U.S.: 
Most U.S. macroeconometric time series are downloaded from www.freelunch.com. We 
list the original source for the different series in turn:  


Series: Source: 
GDP and all GDP components Bureau of Economic Analysis 
CPI: Urban Consumer – All items, (1982-
84=100, SA) 


Bureau of LS 


Commodity price index KR-CRB Futures Price Index, (1967=100), 
Knight-Ridder 


Stock Price Index500 Composite S&P, (Index 1941-43=10, Month End) 
Federal Funds Rate Federal Reserve Board: H15 
10-Year Constant Maturity Securities Federal Reserve Board: H15 
Total reserves and non-borrowed reserves 
(adjusted for changes in                     
reserve requirements, Mil. $, SA) 


Federal Reserve Board: Aggregate 
Reserves of Depository                    
Institutions - H.3 


M1 and M2, (SA Billions $) 
  
 


Federal Reserve Board: H.6 Money Stock 
and Liquid Assets, and Debt Measures 


The private consumption series available from the BEA starts only in 1967.  To arrive at 
a longer time series we added the non-durable goods, durable goods and services 
consumption series provided to us by Larry Christiano.  He also supplied us with the real 
wage and labor productivity data that we use. These series had been downloaded from 
http//economics.dri-efa.com/webstract).  


Finally, the profits series corresponds to the corporate after tax profits as available in the 
BIS database. 
 
 







VAR based simulations of the effects of monetary policy shocks in the U.S.
Responses over 20 quarters


Figure 1a:
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VAR based simulations of the effects of monetary policy shocks in the U.S.
Responses over 20 quarters


Figure 1b:


U.S., Gordon and Leeper identification
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VAR based simulations of the effects of monetary policy shocks in the U.S.
Responses over 20 quarters


Figure 1c


U.S., CEE 2001 identification
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VAR based simulations of the effects of monetary policy shocks in the U.S.
Responses over 20 quarters


Figure 1 d:


U.S., Ergec-Levin  identification
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VAR based simulations of the effects of monetary policy shocks in the euro area
Responses over 20 quarters


Figure 2 a:


Euro area, PS 2003 identification
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VAR based simulations of the effects of monetary policy shocks in the euro area
Responses over 20 quarters


Figure 2 b:


Euro area, PS 2003 without M3
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VAR based simulations of the effects of monetary policy shocks in the euro area
Responses over 20 quarters


Figure 2 c:


Euro area, CEE 2001 identification
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VAR based simulations of the effects of monetary policy shocks in the euro area
Responses over 20 quarters


Figure 2 d:


Euro area, Gali identification
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Table 1a. Descriptive statistics for cyclical components of euro area series (1970-2000)  
St.Dev Cross-correlation with GDP(t+k)


variables (t) absolute relative/GDP k -4 -3 -2 -1 0 1 2 3 4
GDP 1 0.84 1.0 -0.19 0.18 0.58 0.88 1.00


Consumption 2 0.55 0.7 -0.13 0.09 0.37 0.63 0.79 0.80 0.66 0.40 0.09
Investment 3 1.85 2.2 0.06 0.34 0.62 0.81 0.86 0.75 0.51 0.21 -0.09
Cumulated inventories 4 2.40 2.9 0.65 0.83 0.82 0.59 0.22 -0.19 -0.52 -0.70 -0.70


GDP deflator (level) 5 0.58 0.7 0.29 0.27 0.16 -0.04 -0.30 -0.55 -0.72 -0.76 -0.67
CPI (level) 6 0.68 0.8 0.28 0.26 0.16 -0.03 -0.26 -0.50 -0.66 -0.72 -0.66
CPI (inflation) 7 0.31 0.4 0.35 0.34 0.27 0.21 0.20 0.26 0.31 0.30 0.19


Stock prices 8 12.00 14.3 -0.10 -0.07 -0.01 0.05 0.08 0.06 0.01 -0.03 -0.02
Real estate prices 9 1.36 1.6 0.53 0.52 0.50 0.45 0.39 0.31 0.20 0.06 -0.08


Short-term rate nominal 10 1.09 1.3 0.27 0.54 0.73 0.76 0.61 0.30 -0.08 -0.43 -0.67
Short-term rate real 11 0.76 0.9 0.49 0.65 0.68 0.55 0.26 -0.11 -0.43 -0.61 -0.59
Long-term rate nominal 12 0.57 0.7 0.22 0.38 0.48 0.47 0.33 0.09 -0.17 -0.37 -0.46
Yield curve 13 0.83 1.0 -0.20 -0.45 -0.63 -0.68 -0.58 -0.34 -0.01 0.32 0.56


Real ef. exchange rate 14 3.58 4.3 0.22 0.33 0.36 0.30 0.17 0.01 -0.12 -0.18 -0.18
DM-USD exchange rate 15 5.23 6.2 0.13 0.36 0.56 0.61 0.48 0.22 -0.08 -0.34 -0.46


M1 16 1.00 1.2 -0.22 -0.26 -0.20 -0.05 0.16 0.39 0.58 0.68 0.67
M3 17 0.72 0.9 0.45 0.23 0.01 -0.17 -0.26 -0.27 -0.19 -0.06 0.07
Total loans 18 0.85 1.0 0.59 0.55 0.48 0.37 0.23 0.10 0.00 -0.06 -0.08


Cross-correlation with own (t+k)
CPI (level) 19 0.68 0.8 0.33 0.55 0.77 0.94 1.00
GDP deflator 20 0.31 0.4 0.27 0.50 0.74 0.93 1.00
Source: Agresti and Mojon (2003). Note: Standard deviation of and cross correlation between the cyclical components of macroeconomic time series.The
cyclical component was obtained from a  band pass filter BPF(6,40,8) à la Baxter and King (1999) as described in Appendix 1 of Agresti and Mojon (2001). 







Table 1b. Descriptive statistics for cyclical components of U. S. series (1970-2000)  
St.Dev Cross-correlation with GDP(t+k)


variables (t) absolute relative/GDP k -4 -3 -2 -1 0 1 2 3 4
GDP 1 1.34 1.0 -0.09 0.24 0.60 0.89 1.00


Consumption 2 1.01 0.8 -0.24 0.03 0.34 0.64 0.84 0.87 0.74 0.51 0.27
Investment 3 3.26 2.4 0.11 0.44 0.75 0.94 0.95 0.80 0.53 0.20 -0.10
Cumulated inventories 4 2.35 1.8 0.74 0.89 0.88 0.69 0.35 -0.02 -0.32 -0.48 -0.48


GDP deflator (level) 5 0.67 0.5 0.00 -0.16 -0.31 -0.42 -0.48 -0.49 -0.46 -0.42 -0.39
CPI (level) 6 1.02 0.8 0.23 0.10 -0.07 -0.24 -0.41 -0.52 -0.56 -0.54 -0.49
CPI (inflation) 7 1.29 1.0 0.48 0.59 0.63 0.56 0.38 0.15 -0.09 -0.25 -0.31


Stock prices 8 7.92 5.9 -0.50 -0.50 -0.37 -0.12 0.16 0.39 0.47 0.40 0.22
Real estate prices 9 2.12 1.6 -0.18 -0.21 -0.16 -0.06 0.08 0.21 0.24 0.17 0.03


Short-term rate nominal 10 1.31 1.0 0.38 0.56 0.68 0.67 0.50 0.21 -0.14 -0.44 -0.62
Short-term rate real 11 1.11 0.8 -0.11 -0.03 0.07 0.14 0.15 0.07 -0.06 -0.22 -0.36
Long-term rate nominal 12 0.82 0.6 -0.03 0.14 0.28 0.35 0.30 0.14 -0.07 -0.28 -0.41
Yield curve 13 0.90 0.7 -0.51 -0.60 -0.63 -0.56 -0.39 -0.15 0.12 0.33 0.45


Real ef. exchange rate 14 2.96 2.2 0.08 0.11 0.08 0.00 -0.07 -0.12 -0.12 -0.08 -0.01
DM-USD exchange rate 15 6.66 5.0 0.19 0.23 0.23 0.23 0.27 0.37 0.45 0.42 0.27


M1 16 1.78 1.3 -0.22 -0.23 -0.18 -0.08 0.05 0.16 0.22 0.24 0.22
M3 17 0.87 0.7 0.25 0.37 0.42 0.39 0.28 0.12 -0.03 -0.13 -0.15
Total loans 18 1.99 1.5 0.75 0.78 0.68 0.48 0.19 -0.11 -0.34 -0.45 -0.45


Cross-correlation with own (t+k)
CPI (level) 19 1.02 0.8 0.38 0.61 0.81 0.95 1.00
GDP deflator 20 1.29 1.0 0.35 0.58 0.80 0.95 1.00
Source: Agresti and Mojon (2003). Note: Standard deviation of and cross correlation between the cyclical components of macroeconomic time series.The
cyclical component was obtained from a  band pass filter BPF(6,40,8) à la Baxter and King (1999) as described in Appendix 1 of Agresti and Mojon (2001). 







Table 2. Effects of monetary policy shocks in Structural models (deviation from baseline in percent)


U.S. Euro area
Models FRB-US NCBs AWM


Year 1 Year 2 Year 3 Year 1 Year 2 Year 3 Year 1 Year 2 Year 3


Short-term rate 1.00 1.00 0.00 1.00 1.00 0.00 1.00 1.00 0.00
Long term rate 0.16 0.06 0.00 0.16 0.06 0.00 0.16 0.06 0.00
Effective exchange rate 1.60 0.63 0.00 1.60 0.63 0.00 1.60 0.63 0.00
CPI -0.07 -0.41 -1.01 -0.09 -0.21 -0.31 -0.15 -0.30 -0.38
GDP -0.35 -1.28 -1.37 -0.22 -0.38 -0.31 -0.34 -0.71 -0.71
Consumption -0.37 -1.35 -1.44 -0.12 -0.23 -0.19 -0.27 -0.58 -0.54
Investment -0.31 -1.79 -3.16 -0.34 -1.04 -1.22 -0.81 -2.37 -2.96
Unemployement 0.12 0.66 0.77 0.04 0.11 0.17 0.10 0.39 0.58
Sources: Euro area, van Els et al (2003); U.S., private correspondance with Flint Brayton. 







Table 3. United States: Contributions of investment and consumption to the response of GDP to a monetary policy shock
VAR models


sample of estimation 1960:1 2001:4 1965:1 1979:3+1984:1 2001:4 1984:1 2001:4
Investment Consumption Investment Consumption Investment Consumption


Horizon in quarters
4 0.38 0.08 0.58 0.86 0.64 1.41 0.39 0.11 0.58 0.74 0.56 1.16 0.35 -0.48 0.75 0.53 0.26 1.09


Erceg-Levin 8 0.51 0.36 0.65 0.62 0.53 0.76 0.44 0.24 0.58 0.59 0.46 0.79 0.48 -0.15 0.74 0.50 0.35 0.79
C I Y CPI Pcom FFR 12 0.48 0.32 0.62 0.60 0.50 0.73 0.30 0.02 0.49 0.55 0.36 0.77 0.48 -0.13 0.71 0.53 0.35 0.80


CEE-2001 4 0.42 0.05 0.6 0.87 0.63 1.48 0.34 -0.24 0.65 0.83 0.54 1.83 0.29 -0.29 0.61 0.69 0.47 1.13
C I Y CPI W/P Y/L FFR PROF M2 SP_500 8 0.53 0.40 0.65 0.67 0.55 0.90 0.42 0.13 0.61 0.67 0.49 0.95 0.50 0.19 0.69 0.63 0.52 0.86


12 0.51 0.36 0.7 0.69 0.56 1.00 0.39 0.01 0.64 0.66 0.46 1.01 0.52 0.27 0.67 0.59 0.50 0.76


CEE-1999 4 0.37 0.04 0.55 0.85 0.65 1.41 0.38 0.17 0.55 0.69 0.55 0.90 0.49 -0.13 0.83 0.40 0.13 0.71
C I Y CPI Pcom FFR TR NBR M1 8 0.48 0.34 0.59 0.63 0.54 0.78 0.45 0.30 0.60 0.55 0.44 0.68 0.56 0.19 0.78 0.46 0.33 0.63
84:1 2 LAGS 12 0.44 0.31 0.56 0.61 0.52 0.74 0.36 0.13 0.55 0.51 0.38 0.67 0.52 0.13 0.72 0.53 0.41 0.69


Gordon-Leeper 4 0.45 .. .. 0.91 .. .. 0.58 .. .. 0.73 .. .. 0.48 .. .. 0.70 .. ..
C I Y CPI Pcom BR_10y FFR M2 8 0.54 .. .. 0.67 .. .. 0.66 .. .. 0.59 .. .. 0.56 .. .. 0.71 .. ..


12 0.48 .. .. 0.63 .. .. 0.59 .. .. 0.57 .. .. 0.485 .. .. 0.77 .. ..


Federal Reserve Board - U.S. model*
Investment Consumption


Horizon in quarters
4 0.133 .. .. 0.70 .. ..
8 0.21 .. .. 0.70 .. ..


12 0.346 .. .. 0.69 .. ..
Notes: For all samples, contributions are computed with a consumption share of 66% and an investment share of 15 %.* based on non cumulated responses. 
Figures in italics correspond to a 10 and 90 percentiles based on 250 Monte Carlo simulations







Table 4. Euro area: Contributions of investment and consumption to the response of GDP to a monetary policy shock
VAR models


sample of estimation 1980:4 2000:4 1970:4 2000:4
Horizon Investment Consumption Investment Consumption


Peersman-Smets baseline model 4 0.52 0.26 0.79 0.00 -0.48 0.20 0.62 -0.25 1.69 0.13 -1.26 1.39
C I Y HICP M3 MMR X 8 0.62 0.19 0.92 0.05 -0.63 0.30 0.66 0.44 0.93 0.16 -0.59 0.45
trend+ as exo. variables: Y_us Pcom FFR_us 12 0.73 -0.50 1.77 0.00 -2.79 3.20 0.79 0.34 1.55 0.23 -1.24 1.51


Peersman-Smets without M3 4 0.50 0.13 0.94 -0.18 -1.30 0.15 0.56 0.00 1.46 0.09 -0.98 1.19
C I Y HICP MMR X 3 lags 8 0.62 0.15 1.07 -0.06 -1.46 0.30 0.61 0.40 0.94 0.19 -0.39 0.45
trend+ as exo. variables: Y_us Pcom FFR_us 12 0.65 -0.32 1.68 -0.01 -2.53 2.81 0.74 0.37 1.19 0.20 -1.20 0.64


CEE-2001 4 0.52 0.35 0.75 0.14 -0.41 0.35 0.66 0.43 1.16 0.48 0.26 0.80
C I Y CPI W/P Y/L MMR PROF M3 X 8 0.65 0.46 0.97 0.28 -0.26 0.47 0.56 0.47 0.69 0.40 0.27 0.50
trend+ as exo. variables: Y_us Pcom FFR_us 12 0.61 0.23 1.00 0.41 -0.06 0.65 0.61 0.46 0.80 0.47 0.17 0.65


Gali 4 0.40 .. .. 0.04 .. .. 0.39 .. .. 0.25 .. ..
Y P MMR X;  C and I additional block 8 0.45 .. .. -0.03 .. .. 0.60 .. .. 0.32 .. ..


12 0.26 .. .. -0.25 .. .. 0.75 .. .. 0.34 .. ..


Structural models
Investment Consumption


National models (NCBs)* 4 0.32 .. .. 0.33 .. ..
8 0.57 .. .. 0.36 .. ..


12 0.83 .. .. 0.37 .. ..


Area Wide Model (AWM)* 4 0.50 .. .. 0.48 .. ..
8 0.70 .. .. 0.49 .. ..


12 0.88 .. .. 0.46 .. ..
Notes: For all samples, contributions are computed with a consumption share of 60% and an investment share of 21 %.* based on non cumulated responses.
Figures in italics correspond to a 10 and 90 percentiles based on 250 Monte Carlo simulations







Table 5. Sensitivity of consumption and investment contributions to changes in SDGE model parameters
Euro area U.S.
Baseline Low AC Low IES High HF Baseline High AC High IES Low HF Combined change


Models parameters
Adjustment cost (AC) 5.9 3 5.9 5.9 6.37 18 6.37 6.37 10
Intertemporal elasticity of substitution (IES) 0.62 0.62 0.42 0.62 1.24 1.24 0.55 1.24 1
Habit formation (HF) 0.54 0.54 0.54 0.8 0.75 0.75 0.75 0 0.6


Consumption contributions
Quarter 4 0.47 0.37 0.38 0.34 0.55 0.71 0.7 0.68 0.72
Quarter 8 0.38 0.31 0.30 0.31 0.48 0.64 0.64 0.54 0.63
Quarter 12 0.34 0.29 0.27 0.30 0.44 0.57 0.59 0.46 0.55


Investment contributions
Quarter 4 0.53 0.63 0.62 0.66 0.45 0.29 0.3 0.32 0.28
Quarter 8 0.62 0.69 0.70 0.69 0.52 0.36 0.36 0.46 0.37
Quarter 12 0.66 0.71 0.73 0.70 0.56 0.43 0.41 0.54 0.45


Other features of the models
Peak quarter


Consumption 3 3 3 5 4 4 4 1 3
Investment 7 6 7 7 7 10 8 7 8
GDP 5 5 6 6 5 5 5 1 4


Peak response
Consumption -0.20 -0.18 -0.15 -0.14 -0.13 -0.14 -0.23 -0.28 -0.2
Investment -0.89 -1.11 -0.94 -0.88 -0.63 -0.39 -0.62 -0.73 -0.55
GDP -0.29 -0.33 -0.27 -0.27 -0.17 -0.13 -0.23 -0.21 -0.19


First response / max response
Consumption 0.69 0.70 0.69 0.45 0.56 0.56 0.58 1 0.68
Investment 0.32 0.36 0.32 0.33 0.32 0.25 0.31 0.31 0.28
GDP 0.50 0.49 0.46 0.37 0.46 0.48 0.51 1 0.59


Note: Authors calculations based on Smets and Wouters (2002a and b).
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Abstract: Explicit deposit insurance has been spreading rapidly in the past decades, most recently 
to countries with low levels of financial and institutional development.  This paper documents 
the extent of cross-country differences in deposit-insurance design  and reviews empirical 
evidence on how particular design features affect private market discipline, banking stability, 
financial development, and the effectiveness of crisis resolution.  This evidence challenges the 
wisdom of encouraging countries to adopt explicit deposit insurance without first stopping to 
assess and remedy weaknesses in their informational and supervisory environments.  
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1. Introduction 


 


 During the last two decades, systemic banking crises have afflicted developed and 


developing countries alike.  A systemic crisis occurs when widespread depositor runs reveal that 


most or all of the accounting capital in a country’s banking system is illusory. Systemic crisis have 


hit 93 countries and borderline crises have afflicted 46 countries.  Numerous countries have 


suffered several crises.   


Banking crises are costly and disruptive. As measured by the increased debt generated in the 


crisis year, fiscal costs incurred in 1997-98 crises exceeded 30 percent of Gross Domestic Product 


in Thailand and Korea and 50 percent in Indonesia.  But the true cost of a crisis far exceeds its 


immediate fiscal cost. Severe banking crises may derail macroeconomic stabilization programs, 


slow future growth, and increase poverty.  During a crisis, depositors typically lose the use of their 


balances and would-be borrowers and equity issuers find that financial markets have dried up.  


Working-class and retired households may be forced into a hand-to-mouth existence and good 


borrowers and sound banks may lose access to credit and be forced into bankruptcy.   Diminished 


confidence in domestic financial institutions may fuel a panicky flight of foreign and domestic 


capital and a severe currency crisis.  


 To control these costs, policymakers erect a financial safety net.  The net seeks both to make 


a systemic financial breakdown less likely and to limit the damage done when one occurs.   Deposit 


insurance is a critical component of such safety nets.  Establishing  explicit deposit-insurance 


guarantees has come to be seen as one of the pillars on which any truly modern financial system 


must be built.  Indeed, the number of countries offering explicit deposit insurance has almost tripled 
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during the last decades.  Today, most OECD countries and an increasing number of developing 


countries feature explicit depositor protection. 


 Popularity of explicit deposit insurance may give the misleading impression that designing 


and operating an efficient system is easy.  Quite to the contrary,  safety-net managers are assigned 


conflicting objectives which make their task very difficult.  They are asked not only to project 


against financial crises and related economic shocks, but also to avoid subsidizing bank risk-taking 


lest they foster inefficient bank risk-taking and other imprudent banking practices.  The central 


challenge safety-net managers face is to strike an appropriate balance between preventing crises and 


at the same time controlling bank risk-taking.  


 Given the difficulties involved in designing and operating a safety net, policymakers often 


seek expert advice on how best to design an explicit deposit-insurance systems.  Expert advice 


needs to be grounded in carefully interpreted cross-country empirical evidence.  A recent World 


Bank research project developed such a database for researchers worldwide and answered questions 


about how explicit deposit insurance affects three items: financial stability, how markets discipline 


bank risk-taking, the development of the overall financial system, and crisis management.  This 


paper, which is based on Demirguc-Kunt and Kane (2002), provides a synthesis of this research 


effort.  The next section characterizes the data set and uses it to summarize the extent of cross-


country differences in deposit insurance design.  Section 3 summarizes the empirical evidence on 


the impact of deposit insurance. Section 4 concludes with policy implications. 
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2.  The Rise of Deposit Insurance Around the World 


 


Deposit insurance can be explicit or merely implicit.   Implicit insurance exists to the extent 


that the political incentives that shape a government’s reaction to crisis make a taxpayer bailout of 


insolvent banks seem inevitable.  Explicit deposit insurance has spread rapidly in recent years.  The 


number of countries offering explicit deposit guarantees has surged from 12 in 1974 to 71 in 1999 


(see Figure 1).  Establishing explicit deposit insurance has become a principal feature of policy 


advice on financial architecture that outside experts give to countries undergoing reform (Folkerts-


Landau and Lindgren, 1998; Garcia, 1999).   


It is not hard to see why deposit insurance appeals to policymakers.  In the short run, 


government accountants can book income from periodic insurance premiums without 


acknowledging the parallel buildup of formal obligations that guarantees create.  Such one-sided 


accounting paints deposit insurance as a costless way of reducing the threat of bank runs.  Other 


attractions include protecting small depositors and improving opportunities for small domestic 


banks to compete with larger national and foreign institutions. In programs of privatization or post-


crisis restructuring, explicit deposit insurance is sometimes adopted to curtail the size of implicit 


guarantees.  When banks were previously either government-owned or given blanket guarantees, 


limiting the maximum size of balances covered by deposit insurance is an important goal. 


A cross-country database developed as part of the World Bank research program 


characterizes deposit insurance arrangements in 178 countries (Demirguc-Kunt and Sobaci, 


2001).  This database documents how widely deposit-insurance design varies across countries.  


For example, account coverage varies from unlimited guarantees to tight coverage limits.  On the 
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one hand, Mexico, Turkey and Japan promise 100 percent depositor coverage.  However, 


countries like Chile, Switzerland, and U.K. cover individual deposits up to an amount that is 


actually less than their per capita GDP.  Also, although many countries cover deposits 


denominated in foreign currency, most schemes exclude interbank deposits.  Besides setting a 


maximum level of coverage, some countries insist that accountholders "coinsure" a proportion of 


their deposit balances.  Coinsurance provisions are still relatively rare, but are more frequent in 


recently adopted schemes.  


Deposit insurance obligations are typically advance-funded, most commonly from a blend 


of government and bank sources.  To allow the insurer to build and maintain an appropriate fund 


of reserves against its loss exposures, such countries generally assess their banks an annual 


premium that is based entirely or in large part on the amount of insured deposits.  Efforts to make 


these annual premiums sensitive to bank risk exposure have begun in recent years.   


Insurance schemes are typically managed in a government agency or in a public-private 


partnership.  However, a few countries, such as Switzerland, Germany and Argentina, manage 


their schemes privately.  Finally, in almost all countries, membership is compulsory for chartered 


banks.  The most notable exception is Switzerland. 


Table 1 records countries that either established or extensively revised their deposit 


insurance scheme during the second half of 1990s.  A number of countries adopted or expanded 


their deposit insurance scheme as a crisis-management measure. For example, Thailand, 


Malaysia, and Korea moved to blanket coverage in response to their recent crises.  The 1990s 


saw a rapid spread in transitional countries – perhaps partly motivated by their long-term interest 


in joining the EU – and in some African countries.   Countries that adopted deposit insurance in 
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1999 are Ecuador, El Salvador, and as part of the Central African Currency Union, Cameroon, 


Central African Republic, Chad, Equatorial Guinea, Gabon, and Republic of Congo.   Most of 


these new schemes show generous coverage levels.  For example, Central African Republic and 


Chad offer coverage ratios that lie between 13 and 15 times their GDP per capita. 


Precisely because the range of design features is so extensive, this data set can permit 


analysts to compare and contrast how well different features work in different circumstances.  In 


the next section we summarize the implications of research that uses this database to make 


inferences about key deposit-insurance issues. 


 


3. Deposit Insurance: Empirical Evidence 


An extensive theoretical literature analyzes the benefits and costs of deposit insurance 


and explores the challenge of balancing these benefits and costs to produce an optimal deposit-


insurance system.  This literature has been summarized by Kane (2000), Calomiris (1996), and 


others.   


However, cross-country empirical evidence on the efficiency of real-world deposit-


insurance systems has been harder to come by.  We begin this section by posing four empirical 


questions whose answers indicate how effective an individual country's deposit-insurance system 


happens to be. The four questions are: 


• How does deposit insurance affect bank stability? 


• How does deposit insurance affect market discipline? 


• How does deposit insurance impact financial development? 


• What role does deposit insurance play in managing crises? 
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Deposit insurance and Banking Crises..  Economic theory offers a mixed message on how 


deposit insurance affects banking stability.  On the one hand, credible deposit insurance 


contributes to financial stability by making depositor runs less likely.  On the other hand, unless 


insured institutions' capital positions and risk-taking are supervised carefully, the insurer will 


accrue loss exposures that undermine bank stability in the long run.  Economists label insurance-


induced risk-taking as moral hazard.  Moral hazard occurs because sheltering risk-takers from the 


negative consequences of their behavior increases their appetite for risk.  The need to control moral 


hazard in banking has been emphasized by academics, but dismissed or denigrated by many 


policymakers. 


Demirgüç-Kunt and Detragiache (2002) are the first to use the cross-county database to 


study the link between deposit insurance and financial crises.  They use data from 61 countries 


for the period 1980-1997 to estimate a model of banking crisis.  After controlling for other 


determinants, they find that the presence of poorly designed explicit deposit insurance tends to 


increase the likelihood that a country will experience a banking crisis and show that this result 


does not appear to be driven by reverse causality. Investigating individual design features, 


Demirguc-Kunt and Detragiache also show that deposit insurance causes the most trouble in 


countries where coverage is extensive, where authorities amass a large fund of explicit reserves 


and earmark it for insolvency resolution, and where the scheme is administered by government 


officials rather than the private sector.   Finally, they also show that the contribution of deposit 


insurance to bank fragility is significant in countries where the institutional environment is 


underdeveloped, but is not significant in countries whose environment is strong.  These findings 


support the hypothesis that where the contracting environment controls incentive conflict, 
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effective prudential regulation and supervision can offset the adverse incentives created by 


deposit insurance so that moral hazard need not be worrisome.     


Deposit Insurance and Market Discipline. In high-transparency environments, 


depositors can discipline banks that engage in excessive risk-taking by demanding higher deposit 


interest rates or by withdrawing their deposits.  However, to the extent that deposit insurance 


reduces the stake that depositors have in monitoring and policing bank capital and loss 


exposures, it shifts responsibility for controlling bank risk-taking to the regulatory system.  


Wherever deposit-insurance managers displace more discipline than they exert, bank 


performance is undermined.    


Demirgüç-Kunt and Huizinga (DKH, 2000) build a bank-level dataset covering 43 


countries over 1990-1997, and study depositor discipline by looking at interest rates and deposit 


growth.  The evidence shows that explicit insurance lowers banks’ interest expenses and makes 


interest payments less sensitive to bank risk and liquidity.  However, regardless of the character 


of a country’s safety net, some market discipline survives.  DKH particularly focus on how 


variation in design characteristics affect market discipline.  They find that market discipline is 


stronger in countries with higher levels of institutional development.  Nevertheless, even in 


countries whose institutional development is strong, badly designed deposit insurance curtails 


market discipline.  Setting higher coverage limits, extending coverage to interbank deposits, 


establishing an ex-ante fund of reserves, funding reserves from government sources, and insisting 


on public management each displaces market discipline.  On the other hand, market discipline is 


enhanced by coinsurance provisions, covering foreign currency deposits, and establishing private 


or joint management of the insurance enterprise. 
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Such individual-bank data provide direct evidence of the way in which deposit insurance 


design can affect bank risk-taking incentives.  Although deposit insurance displaces market 


discipline even in advanced countries, the net effect may be improved by strong regulation and 


supervision.  These findings reinforce the evidence on deposit insurance and banking crises and 


accord with cross-country variation in the risk-shifting incentives that one can infer from bank 


stock prices (Hovakimian, Kane, and Laeven, 2002)..  Countries with poor contracting 


environments are apt to suffer adverse consequences from deposit insurance.   


Deposit Insurance and Financial Development. Countries adopt deposit insurance for 


different reasons.  However, a common goal is to augment the flow of bank credit by increasing 


the confidence that the general public has in the formal banking system and to do this without 


having to explicitly set aside or expend current fiscal resources.  To the extent that deposit 


insurance bolsters depositors’ faith in the stability of the banking system, it may mobilize 


household savings for use by the financial system.  However, what matters is whether or not the 


funds mobilized go on to support improved patterns of real investment and sustainably higher 


aggregate economic growth. 


Recent adopters of deposit insurance have included African and Latin American countries 


with low levels of financial development.   To investigate whether and how explicit deposit 


insurance contributes to financial development, Cull, Senbet and Sorge (2000) examine time-


series data for 58 countries.  These authors find that explicit deposit insurance favorably impacts 


the level of financial activity and its volatility only in the presence of strong institutional 


development. Thus, in institutionally weak environments, deposit insurance appears to distort 


the pattern of real investment and to retard rather than to promote financial development.   
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 Deposit Insurance and Crisis Management. It is common practice to issue blanket 


guarantees to arrest a banking crisis.  Countries adopting this strategy include Sweden (1992), 


Japan (1996), Thailand (1997), Korea (1997), Malaysia (1998), and Indonesia (1998).  More 


recently, Turkey tried to halt its financial panic by guaranteeing not just bank depositors, but all 


domestic and foreign nondeposit creditors of Turkish banks. Advocates of using blanket 


guarantees to halt a systemic crisis argue that sweeping guarantees can be helpful, even essential, 


in halting depositors’ flight to quality.  However, because blanket guarantees create an 


expectation of their future use in similar circumstances, they undermine market discipline and 


may prove greatly destabilizing over longer periods.  Although some countries have managed to 


scale back formal insurance coverage once a crisis has receded, it is very difficult to scale back 


informal coverage in a credible manner. 


Honohan and Klingebiel (2000) analyze the impact of blanket guarantees and other crisis-


management strategies on the ultimate fiscal cost of resolving banking-system distress.  Data 


covering forty crises around the world indicate that unlimited depositor guarantees, open-ended 


liquidity support, and regulatory forbearance significantly increase the ultimate fiscal cost of 


resolving a banking crisis.  Moreover, these authors find no trade-off between fiscal costs and the 


speed of economic recovery.  In their sample, depositor guarantees and regulatory forbearance 


failed to significantly reduce either crisis duration or the crisis-induced decline in aggregate real 


output.  Providing liquidity support for insolvent institutions appears to prolong a crisis by 


destabilizing bank-lending incentives so extensively that healthy adjustments are delayed and 


additional output loss is generated.   
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4. Conclusions 


Cross-country evidence is disturbing because many of the countries that have recently 


installed explicit insurance are known to have poor contracting environments.  What makes this 


research timely is that 60 percent of the countries in the world still have not adopted explicit deposit 


insurance. For example, in Africa where the institutional environment is the least developed, only 9 


of the continent’s more than 50 countries offer explicit insurance. 


Cross-country empirical research indicates that, for now, officials in many countries would 


do well to resist the siren call of explicit deposit insurance.  The reason explicit insurance must be 


handled with care is that it reduces the incentive for depositors to monitor the riskiness of their 


banks. Studies show that, in institutionally weak environments, deposit-insurance design is apt to be 


defective, intensifying rather than reducing the probability and depth of future crises. Unless the 


insurer can effectively replace the monitoring it displaces, formal guarantees tend to encourage 


excessive risk-taking. Banks can offer interest rates to depositors that are much lower than the 


interest rates at which their high-risk loan portfolios deserve to be funded.  Depositors can afford to 


tolerate aggressive bank lending, as long as they remain secure in the knowledge that whether or not 


bank loans pay off, their claims to repayment are protected by credible deposit insurance.   


Although explicit insurance may help develop a robust financial system, it can do this only 


in countries whose contracting environment embodies reliable institutions of loss control.  The 


difficulty is one of sequencing.  In a country with weak controls, explicit deposit insurance can at 


best spur financial development only in the very short run.  Formal guarantees undermine 


longstanding patterns of bank bonding and depositor discipline. Over longer periods, the loss of 


private discipline is likely to reduce bank solvency, destroy real economic capital, increase financial 
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fragility, and deter financial development.   


 For countries that have already installed or are in the process of designing an explicit 


deposit-insurance scheme, cross-country empirical research offers lessons as well.  No government 


can afford to neglect these lessons.  No matter how strong a country’s institutional environment 


might be, weaknesses in deposit insurance design fuel financial fragility by undermining the 


discipline that banks receive from private parties.  To control and offset these effects, four particular 


design features have proved useful.  


 The most straightforward of these features of good design entails setting enforceable 


coverage limits to convince large depositors, subordinated debtholders, and correspondent banks 


that their funds are truly and inescapably at risk.  Private monitoring must complement official 


supervision.  Providing strong incentives for private parties to bond and police bank risk exposures 


is critically important in contracting environments where government policing is bound to be 


deficient.  


A second proven feature is to make membership in the deposit insurance system 


compulsory.  This increases the size of the insurance pool and prevents strong institutions from 


selecting out of the system when it needs to be recapitalized.    


Cross-country evidence further indicates that making the public and private sectors jointly 


responsible for overseeing the scheme establishes checks and balances that improve management 


performance.  Finally, whether or not the insurer holds a formal fund of reserves, it must be made 


clear that except in the most extreme circumstances, funds to cover bank losses will come 


principally from surviving banks.  Taxpayer assistance should be expected only in the special case 


of a profound crisis. 
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 Depending on its design, deposit insurance is neither always good nor always bad.  It can be 


a useful part of a country's overall system of bank regulation and financial markets.  Cross-country 


research by no means implies that every country with an explicit system should close it down at the 


first opportunity. Rather the research stresses the importance of identifying and fostering 


informative accounting standards and reliable procedures for contract enforcement before adopting 


deposit insurance.  It also underscores the importance of planning to intelligently re-adapt the 


insurer’s loss-control system to close loopholes opened by financial innovation.  Like any strong 


medicine, users must ensure that the side effects of the prescription are not worse than the course of 


the disease they intend to treat.   
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 Source: Demirgüç-Kunt and Sobaci (2001). 


Figure 1. The rise of deposit insurance around the world, 1934-99 
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Table 1.  Recent Establishment of Deposit Insurance Schemes 


Year Adopted  Countries that have established an explicit scheme 
1999 
 


Cameroon, Central African Republic, Chad, Ecuador, El Salvador, 
Equatorial Guinea,Gabon, Republic of Congo 
 


1998 Estonia, Gibraltar, Indonesia*, Jamaica, Latvia, Malaysia*, Ukraine 
 


1997 Croatia, Thailand* 
 


1996 Korea, Lithuania, Macedonia, Romania, Slovak Republic, Sweden 
 


1995 Brazil, Bulgaria, Oman, Poland 
* Blanket coverage 


Source: Demirgüç-Kunt and Sobaci (2001). 
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I.  Introduction 


 


"Foreign banker" once had a nasty ring to it, like "carpetbagger" or "loan shark."1 


In the harshest terms, foreign banks were seen as parasites out to drain financial capital 


from their hosts.  In nationalization campaigns, banks were often the first targets, 


especially when foreign owned.  Even after a decade of privatization, governments still 


own a surprisingly large share of banks assets (La Port et al. 2000). Bank privatization 


has been held up, in part, by fear of foreign bankers who, in many cases, were the only, 


or most likely, buyers.    


In the U.S., banks from other states were viewed as "foreign," and until the mid- 


1970s, most states strictly forbid entry by banks from other states.  Indeed, even banks 


from other cities within a state were often blocked from opening branches in other cities 


in the state.  Loosely speaking, the hometown bank was local, and banks from anywhere 


else were foreign.  


Times have changed.  In the U.S., barriers to entry by out-of-state banks were 


gradually lowered across the states, and the biggest U.S. banks now operate more or less 


nationally, with banks or branches in many states.  Nations around the world have also 


lowered barriers to foreign bank ownership, and foreign banks have entered aggressively.  


Foreign bank ownership in Latin America has increased dramatically in the second half 


of the 1990s with aggressive acquisitions by Spanish banks in particular.   In Chile, the 


foreign bank share of Chilean bank assets in increased from less than 20 percent in 1994 


to more than 50 percent in 1999 (Clarke et al. 2001).  
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 Generally speaking, the first-order effects of relaxed bank entry restrictions have 


been favorable.  Relaxed branching restric tions within states in the U.S. have been 


associated with increased credit availability, enhanced bank efficiency, and faster 


economic growth within states (Jayaratne and Strahan, 1996 and 1998).  Internationally, 


the benefits of foreign entry seem to depend on the level of development of the host 


country, but at least for developing nations, foreign entrants tend to be more efficient than 


incumbent banks, and the stiffer competition seems to improve overall bank efficiency 


(Classens et al. 2000).  


Interest lately has turned to the second-order, or stability, effects of foreign bank 


entry, especially in developing nations where recent crises have raised general concern 


about financial sector stability, and specific concern about bank stability.  In contrast to 


the first order effects -- where one might expect mostly benefits from entry -- the stability 


implications of increased entry are less obvious.  Vague concerns of several sorts have 


surfaced.  Maybe fickle foreign banks "cut and run" at the first hint of trouble, whereas 


local banks with long-term ties (or no place to run) may remain stalwart.   Or foreign 


bankers may also expedite capital flight during crises.  During the Asian crises, 


depositors did shift funds from finance companies and small banks toward large banks, 


especially foreign ones.  What if foreign banks "cherry pick" the best borrowers, leaving 


the local banks with the "lemons" and a risky overall portfolio?  Evidence thus far 


suggests these concerns are unfounded.  Goldberg, Dages, and Kinney (2000) found that 


lending by foreign banks in Argentina and Mexico during the 1994-95 crises grew faster 


than did lending by domestic banks, contrary to the cut and run hypothesis.   Looking 


                                                                                                                                                 
1 "Carpetbaggers" was a pejorative term for northerners who flocked to the south after the 
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across a wider sample of countries, Levine (1999) finds that the foreign share of bank 


assets is negatively correlated with the probability of crises. 


 Our paper investigates whether foreign bank entry is associated with more or less 


economic volatility, as measured by year-to-year fluctuations in real GDP and 


investment.  Financial crises are the higher profile event, but business cycle fluctuations 


are much higher frequency and may be an important underlying determinant of financial 


instability.  Moreover, our empirical strategy employs panel data, allowing us to absorb 


unobserved heterogeneity across countries with fixed effects.  We approach the topic 


with mix of theory and evidence from both the U.S. states and countries.  At the theory 


level, we use the macro-banking model in Holmstrom and Tirole (1997).  Morgan, 


Strahan, and Rime (2002) use an extended (two-state) version of that model to think 


about the implications of interstate banking within the U.S. on business volatility within 


states.  The main result is that integration (entry by out-of-state banks) is a two-edged 


sword for economic volatility; integration tends to dampen the effect of bank capital 


shocks on firm investment in a state, but it amplifies the impact of firm collateral shocks.  


The net effect of integration on business volatility is therefore ambiguous.  The empirical 


effect, however, has been stabilizing in the United States.  MSR find that volatility within 


states falls substantially as integration with out-of-state banks increases.   


Given the useful parallels between bank integration in the U.S. in the late 1970s 


and 1980s, we first review the theory behind MSR.  We then review and extend their 


empirical findings for the U.S. states, showing that banking integration across states 


reduced volatility by weakening the link between the health of local banks and the 


                                                                                                                                                 
Civil War in search of opportunity, financial or otherwise.  
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economy.  As we describe in Section III, the history of U.S. banking deregulation sets up 


an almost ideal empirical laboratory for testing how banking integration affects the 


economy because we can separate out the exogenous changes in bank ownership using 


regulatory instruments.  Section IV applies a similar set of tests to a panel of about 100 


countries during the 1990s, but in the cross-country context regulatory changes are not 


sufficiently common to allow us to identify the exogenous component of banking 


integration.  Instead, we address the endogeneity problem by constructing instruments 


reflecting characteristics of groups of countries in the same region, with a common 


language, or with a similar legal system.  The resulting IV estimates allow us to avoid the 


problem that foreign bank entry may reflect, rather than drive, changes in economic 


performance.  In contrast to the results for U.S. states, however, we find no evidence that 


foreign entry has been stabilizing.  If anything, the evidence points tentatively in the other 


direction. 


In our final set of tests, we show that the link between changes in the value of a 


country’s traded equity – a proxy for the value of potential collateral – and its economy 


becomes stronger with bank ing integration.  Foreign bank entry makes economies more 


unstable, perhaps, by amplifying the effects of wealth changes; this amplification does 


not appear to be outweighed by more stable banking.  This result contrasts with the U.S. 


experience where dampening of bank capital shocks made integration stabilizing, and 


suggests that the specific environment in which banking integration occurs may 


determine its effects.  
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II.   Foreign Banking and Economic Volatility  


    How are foreign banking and economic volatility related in theory? 


Ambiguously, we think, at least if the insights from the interstate banking model in 


Morgan, Strahan, and Rime (MSR 2002) apply internationally.  MSR extend Holmstrom 


and Tiroles’ (HT 1997) macro-banking model by adding another (physical) state, then 


investigating how the impact of various shocks differs under unit banking regime, where 


bank entry is forbidden, and interstate banking, where bank capital can flow freely 


between states.  The impact of bank capital shocks (on firm investment) is diminished 


under interstate banking, but the impact of firm capital shocks is amplified.   The net 


effect, in theory, is ambiguous.  We think the insights from that model help in the 


international context so we review the basic HT model and the MSR extension below. At 


the end of the section, we discuss the applicability of the model to the topic of 


international bank integration.   


  The marginal effects arising from integration both have to do with how the 


supply of uninformed capital responds to changes in the supply of informed (i.e. bank) 


capital. The intuition is pretty simple. A banking firm operating in two states can import 


capital from one state to the other if another if its banks in state two have good lending 


opportunities but are short of capital.  The infusion of informed bank capital also draws 


extra uninformed capital. That capital shifting immunizes firms in state two from bank 


capital shocks to some extent.  Firms are more exposed to collateral shocks, however.  An 


interstate banking firm will shift lending to state one if firms in state two suffer collateral 


damage.  The loss of informed bank capital also causes capital flight by uninformed 


lenders, more so than in a unit banking arrangement.  Hence, collateral shocks get 


amplified. 
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The HT model  


 The HT model is an elegant synthesis of various strands of the macro and 


intermediation literature.  Banks, or intermediaries generally, matter because their 


monitoring of firms activities reduces moral hazard--shirking, perquisite consumption--


by firm owners.  Knowing that intermediaries are monitoring the firms also increases 


firm access to capital from uninformed savers.  Bankers are prone to moral hazard as 


well, however; they will shirk monitoring unless they have sufficient stake in the firm's 


outcome to justify the monitoring costs.  In the end, the level of firm investment spending 


on projects with given fundamentals depends on the level of bank and firm capital.   


Negative shocks to both kinds of capital are contractionary, naturally, but the contractions 


are amplified through their effects on the supply of uninformed capital.  The reduction in 


capital that can be invested in the firm by the bank and by the entrepreneur reduce the 


maximum amount of future income that the firm can pledge to uninformed investors 


(without distorting the firms’ incentives).  The decrease in the pledgeable income reduces 


the supply of uninformed capital available to the firm.  


Interstate Banking   


 MSR extend the HT model by adding another (physical) state.  With interstate 


banking, we assumed that bank capital is completely mobile across states. With unit 


banking, bank capital was completely immobile across states.  Foreign entry, in other 


words, was completely prohibited.  Even if we relax this restriction, the results remained 


similar as long as informed capital is relatively less mobile under unit banking.  The 


return on uninformed capital is exogenous and equal across states in either regime.  That 


made sense in the U.S., where savers in had access to a nationally securities market even 
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under unit banking.  That assumption is more arguable in the international context but we 


stick with it for now.  The key results from that extended model are stated and discussed 


below.    


 Proposition 1: The negative impact of a bank capital crunch in state ‘A’ on the 


amount of uninformed and informed capital invested in state ‘A’ is smaller with interstate 


banking than with unit banking.  A capital crunch in ‘A’, for instance, will attract bank 


capital from state ‘B’, so firm investment in ‘A’ falls less than it would under unit 


banking.  Because firm investment falls less, the maximum income they can pledge to 


informed investors falls by less (than under unit banking); hence there is a smaller 


reduction in the amount of uninformed capital that firms in state ‘A’ can attract.  


 Proposition 2:  The negative impact of a collateral squeeze on the amount of 


uninformed and informed capital invested is larger under interstate banking than under 


unit banking.  With interstate banking, for example, the decreased return on bank capital 


following a collateral squeeze causes bank capital to migrate from state ‘A’ (where the 


initial downturn occurred) to state ‘B’ (which is integrated with ‘A’).  The bank capital 


flight from ‘A’ reduces investment by firms in ‘A’, which in turn reduces the maximum 


pledgeable income firms can credibly promise to uninformed investors so the supply of 


uninformed capital to firms in state ‘A’ falls.  These amplifying effects are absent under 


unit banking because bank capital is immobile across states under that regime.  


 In sum, cross-state banking amplifies the effects of local shocks to entrepreneurial 


wealth because bank capital chases the highest return.  Capital flows in when collateral is 


high and out when it is low.  Integration dampens the impact of bank capital supply.  This 


source of instability becomes less important because entrepreneurs are less dependent on 
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local sources of funding in an integrated market since bank capital can be imported from 


other states. 


Applying HT Internationally   


 We think the intuition from the interstate banking model in MSR (2002) is helpful 


in thinking about how international banking should affect volatility within nations. In 


fact, the model may fit better internationally.  The distinction between informed and 


uninformed capital seems more germane with the distances involved in international 


lending than with interstate lending in the U.S.  The flights of uninformed capital in the 


model may describe internationa l capital flows in the 1980s and 1990s better than 


interstate capital flow in the U.S. in the 1970s. 


 Eichengreen and Bordos' (2002) historical study of financial globalization  has 


"anecdata"  consistent with the role of informed capital (bank capital) in allowing 


leverage using uninformed capital.  "That overseas investors appreciated … (this) 


monitoring is evident in the willingness of Scottish savers to make deposit with British 


branches of Australian banks, and in the willingness of British investors ….to place 


deposits with Argentine banks (p. 9).”  They also note the strict appetite for more 


monitorable, collateralizable claims by foreign investors.  Railways were a favorite, for 


example, because investors (or their monitors) could easily verify how much track had 


been laid, and once laid, the track was staked down. 


III. Bank Integration and Business Volatility in U.S. States 


 The U.S. once had essentially 50 little banking systems, one per state. Twenty-


five years after states began permitting entry by out-of-state banks, the U.S. banking 


system is much more national.  Entry by out-of-state banks is not exactly the same as 
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foreign bank entry, but they are not completely different either.  The parallels are close 


enough to revisit what MSR found in their U.S. study before turning to the international 


data.  To maintain the parallels, the U.S. regressions reported in this section are specified 


as closely as possible to those estimated with international data.   For the U.S., we still 


find negative correla tion between "out-of-state" bank share and within state business 


volatility.  Consistent with that result, and the model, we find as well that as bank 


integration increases, the (positive) link between bank capital growth and business gets 


weaker.  For the U.S., we conclude that bank integration, and the resulting immunization 


from bank capital shocks, has had a stabilizing effect on state business volatility.  


A Brief History of Interstate Banking in the U.S. 


The Bank Holding Company (BHC) Act of 1956 essentially gave states the right 


to block entry by out-of-state banks or bank holding companies.   States also had the right 


to allow entry, but none did until Maine passed a law in 1978 inviting entry or 


acquisitions by BHCs from other states so long as Maine banks were welcomed into the 


other states.  No states reciprocated until 1982, when Alaska, Massachusetts, and New 


York also similar laws.2   Other states followed suit, and by 1992, all but one state 


(Hawaii) allowed reciprocal entry. 3   This state leve l deregulation was codified at the 


national level in 1994, with the Reigle-Neal Act.  That act made interstate banking 


                                                 
2 As part of the Garn-St Germain Act, federal legislators amended in 1982 the Bank Holding Company Act 
to allow failed banks and thrifts to be acquired by any bank holding company, regardless of state laws (see, 
e.g., Kane (1996) and Kroszner and Strahan, 1999). 
3 State-level deregulation of restrictions on branching also occurred widely during the second half of the 
1970s and during all of the 1980s. 
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mandatory (i.e., states could no longer block entry), and made interstate optional 


(according to state wishes).4 


Because states did not deregulate all at once, and because the resulting entry 


proceeded at different rates, integration happened in "waves" across states (Chart 1).  The 


differences across states and across time provide the cross-sectional and temporal 


variation that we need to identify the effects of integration within states.  The 


deregulatory events make useful instruments to identify the exogenous component of 


integration (since actual entry may be endogenous with respect to volatility).5 


U.S. Data and Empirical Strategy  


 Our bank integration measure equals the share of total bank assets in a state that 


are owned by out-of-state BHCs (i.e., BHCs that also own bank assets in other states or 


countries).  To take a simple example, if a state had one stand-alone bank and one 


affiliated bank of equal size, bank integration for that state would equal ½.   We compute 


our integration variables using the Reports of Income and Condition (“Call Report”) filed 


by U.S. banks.  Our sample starts in 1976 and ends in 1994. 6 


 We measure business volatility using the year-to-year deviations in state i 


employment growth (g) around the mean for state i (over the 1976-94 period) and the 


mean for all states each year: 7 


                                                 
4 The Reigle-Neal Interstate Banking and Branching Efficiency Act permitted states to opt out of interstate 
branching, but only Texas and Montana chose to do so.  Other states, however, protected their banks by 
forcing entrants to buy their way into the market. 
5 While we focus here on interstate banking, Jayaratne and Strahan (1996) report that state-level growth 
accelerated following branching deregulation; Jayaratne and Strahan (1998) show that branching 
deregulation led to improved efficiency in banking. 
6 The Riegle-Neal Interstate Banking and Branching Efficiency Act, passed that year, makes our 
integration measure incalculable by allowing banks to consolidate their operations within a single bank.  
Thus, we lose the ability to keep track of bank assets by state and year after 1994.  
7 Business investment would be preferable (in terms of the model), but state-level investment data are not  
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tiit it
gD µµ −−=  


Subtracting the state average eliminates any long-run growth differences across states.  


Subtract off the mean across states in year t helps control for national business 


fluctuations.  After "demeaning" the data, we are left with the state-year deviation in 


employment growth from the conditional mean growth rate for that state in that year.  We 


take the square or absolute value of this deviation as our volatility measure.  


 The mean of our integration measure over all state-years was 0.34, rising from 


under 0.1 in 1976 to about 0.6 by 1994 (Table 1).  Employment grew 2.3 percent per year 


on average over the sample of state-years.  The squared deviation of employment growth 


from its mean averaged 0.03 percent.  The absolute value of deviations in employment 


growth averaged 1.3 percent. 


Other controls and Instruments 


 Though not an element of the model, we also use banking sector concentration in 


our regressions.  Bank level studies for the U.S. find bank risk taking tends to increase as 


concentration (and the associated rents, or bank charter value) falls.8  Safer banks may 


translate into safer, i.e., less volatile economies (albeit slower growing ones--Jayaratne 


and Strahan 1996).  Bank concentration will also likely affect the political game 


determining the barriers to out-of-state (or foreign) banking.  The rents and inefficiencies 


associated with over concentrated banks will attract new entrants, but of course, the rents 


                                                                                                                                                 
available for the U.S. states (although we will have such data with the international data).   Our 
employment series is the best proxy for overall state economic activity, however. 
8 On the relationship between charter value and risk, see Keeley (1990), Demsetz, Saidenberg and Strahan 
(1996), Hellman, Murdock and Stiglitz, (2000), and Bergstresser (2001). 
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provide incumbents with the incentives and funds to defend barriers.9  For the U.S., 


Kroszner and Strahan (1999) found that states with more concentrated banking sectors 


were faster to lower barriers to in-state banks that simply wanted to branch into other 


cities.   Since concentration may matter directly for volatility, and indirectly (through its 


effect on deregulation), we use it both as an instrument and as a control (in some cases).   


Concentration is measured by the share of assets held by the largest three banks (Table 


1). 


 The rate of integration could depend on part of volatility.  For example, banks 


may be more likely to enter a state after a sharp downturns (when volatility is high) to 


buy up bank assets cheaply.  To exclude this endogenous element of integration, we use 


two instruments based on regulatory changes: 1) an indicator variable for whether or not 


a state had passed an interstate banking agreement with other states and 2) a continuous 


variable equal to zero before interstate banking, and equal to the log of the number of 


years that have elapsed since a state entered an interstate banking arrangement with other 


states.  Our third (potential) instrument is banking concentration in each state, although 


we use that variable selectively (see Table notes).10  All the specifications include year 


dummy variables and state dummies.  


Results 


 All of coefficients on integration are negative and statistically significant (Table 


2).  The IV coefficient estimates are much larger than the OLS estimates, implying that 


the stabilizing influence of integration is larger (if less precisely estimated) when we 


                                                 
9 This may explain why interstate deregulation began in a reciprocal manner:  State A would open its 
borders to State B only if State B reciprocated. 
10 In the first stage models, both regulatory instruments have very strong explanatory power.  These 
regressions are available on request. 
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parcel out the endogenous component of integration. 11 The magnitudes are economically 


important.  For example, between 1976 and 1994, the average share of a state’s assets 


held by multi-state bank holding companies rose by about 0.5.  According to our 


regression coefficients in the IV model, the 0.5 increase in integration across states was 


associated with 0.8 percentage point decline in business volatility (Table 2, Column 5).  


The exogenous component of the increase in integration – that is, the increase stemming 


from deregulation – was about 0.25 over the sample.  Even with this smaller measure, we 


would still conclude that integration led to a 0.4 percentage point decline in volatility, a 


large drop relative to the unconditional mean for business volatility of 1.3 percent. 


 Our model suggests that the stabilizing effect of integration arise because of better 


diversification against bank capital shocks.  If capital falls in state ‘A’, affiliated banks in 


state ‘B’ will be happy to supply more to take advantage of good investment 


opportunities.  Thus, we should observe weaker link between bank capital growth and 


business growth within a state as integration increases, and we do (Table 3).  Bank capital 


and state employment growth are positively correlated, but the correlation weakens as 


integration increases. If we take the case of the level of integration at the beginning of our 


sample (0.1), the coefficients suggest that a one standard deviation increase in bank 


capital growth (0.084) would be associated with an increase in employment growth of 1.3 


percent.  In contrast, using the mean level of integration at the end of our sample (0.6), a 


                                                 
11 One might object that interstate banking deregulation itself may be determined, in part, by the volatility 
of a state’s business cycle.  For example, perhaps political pressure for opening a state’s banking system to 
out-of-state comp etition intensifies during economic downturns (when volatility is high).  To rule out the 
possibility that endogenous deregulation drives our IV results, we have also estimated the model after 
dropping the 3 years just prior to deregulation as well as the year of deregulation itself.  In these 
specifications, the coefficient increases in magnitude (i.e. becomes more negative), and its statistical 
significance increases across all three measures of volatility. 
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standard deviation increase in capital would be associated with an increase in 


employment of just 0.4 percent.12 


Thinking Globally  


 Our analysis of U.S. data suggests quite strongly that bank integration across 


states has had a stabilizing influence on economic activity within states.  The regulatory 


history of state- level deregulation over a relatively long period offered an almost ideal 


way to explore integration’s effects on business cycles because we could sort out 


integration stemming from endogenous forces – such as banks’ appetite to enter new 


states when the incumbent banks are weak – from integration stemming from policy 


changes.  We also have accurate and consistent measures of both state- level economic 


activity and banking integration over a long span of time.  This long, balanced panel lets 


us absorb all sorts of confounding variables by including year and state fixed effects. 


Even without these fixed effects, of course, confounding omitted variables are much less 


of a problem when comparing New York and New Mexico than it would be in comparing 


Chile and China.  Cross-country studies also suffer from measurement problems for 


observable variables, particularly the measure of integration (described below). 


 But how general are the state- level results?  Do the good experiences of U.S. 


states translate naturally into good experiences when emerging economies open their 


markets to foreign banks?  Clearly the environments differ substantially.  For example, 


the U.S. has a well-developed financial market with a legal system that makes contract 


writing and enforcement relatively easy.  In emerging economies, explicit contracting is 


                                                 
12 Peek and Rosengren (2000) find that when Japanese banks faced financial difficulties in the 1990s, they 
reduced their lending in California, leading to a decline in credit availability there.  This finding is 
consistent with our results, although it emphasizes the downside of integration.  While integration insulates 
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more difficult.  Collateral shocks therefore may matter more outside the U.S. where 


weaker contract enforcement makes lenders insist on higher collateral requirements or, 


more generally, greater levels of entrepreneurial equity holding per dollar lent 


(Eichengreen and Bordo, 2002). 


 The country experience with foreign bank entry also offers some data advantages 


over the state- level experience.  First, we can measure both GDP growth and investment 


growth at the country level, rather than having to rely on employment growth.  We also 


have better ability to sort out the effects of different shocks.  As the MSR model shows, 


the effects of banking integration depend on the relative importance of different kinds of 


financial shocks.  In the U.S. states, we showed that the impact of changes local bank 


capital declined as states integrated with the rest of the country, but we could not control 


for shocks to collateral because measures of these shocks are not available at the state 


level.  This omission is potentially serious because the model predic ts that integration 


will amplify, rather than dampen, the effects of collateral shocks.  Luckily, when looking 


across countries there is at least the possibility of sorting out these two kinds of shocks 


because we can observe changes in the market value of all traded equity in the stock 


market (a proxy for changes in the value of collateral or entrepreneurial wealth), and, at 


the same time, we can measure change in the health (capital) of the country’s banking 


system. 


IV.  International Evidence from Countries 


 We now consider how banking integration affects business cycles using countries 


rather than states.  We use similar empirical specification, although we do exploit data 


                                                                                                                                                 
an economy from shocks to its own banks, it simultaneously exposes an economy to banking shocks from 
the outside. 
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advantages where they exist.  The challenges with international data involve 1) greater 


cross-country heterogeneity, 2) measuring integration accurately, and 3) potential 


endogeneity between business volatility and foreign bank entry. 


Cross-country Heterogeneity 


 Our panel data allow us to eliminate much of the cross-country heterogeneity with 


country- level fixed effects.  That is a distinct advantage of our approach over recent 


papers relating predetermined measure of financial structure and regulation to subsequent 


economic growth and stability (e.g. Demirguc-Kunt et al (2002, Levine 1999, Claessens 


et al 2001).  We were able to construct a wide, though unbalanced, panel for nearly 100 


countries, although the time period that we can look at, from 1990 to1997, is quite short.  


(Table 4 lists the countries in the dataset.)  Many foreign countries began opening their 


markets to foreign banks during this period, however, so we do have enough time series 


variation within countries to include a country fixed effects.  


Measuring Banking Integration and Volatility 


 We measure integration by the share of bank assets in a country held by banks 


with at least 50% foreign-bank ownership.  The series was constructed by Beck, 


Demirguc-Kunt, and Levine (2000) using the IBCA Bankscope database.  In contrast to 


our state measure of integration, foreign-bank ownership share does not fully capture the 


integration process because it does not include the effects of a country’s banks reaching 


out into new markets.  Our measure of state-level integration did incorporate all 


ownership ties between banks.  This was possible with U.S. data because all banks during 


our sample operated within a single state, and, for each bank we could observe the 


identity of the banking company controlling it.  Thus, we were able to compute the share 
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of banks in a state controlled by a bank holding company with assets outside the state.  In 


contrast, the best measure of foreign integration -- foreign ownership of a country’s banks 


-- does not incorporate integration in which banks headquartered in one country own 


substantial bank assets outside that country.  So, for example, a country like Spain, with it 


largest banks holding significant assets in Latin America, does not appear to be well 


integrated with the rest of the world.  Despite this limitation, foreign ownership is the 


best measure we have, and it probably represents the bulk of integration for smaller, and 


less developed countries that do not have banks large enough to expand internationally. 


 Table 5 reports the foreign share data by year and region.  The data suggest large 


increases in banking integration in Asia, Eastern Europe, and the non- industrialized 


portion of the Western Hemisphere (Table 5).  In contrast, Africa and Middle Eastern 


countries experienced little trend in integration during the 1990s. 


 We measure country volatility on a yearly basis the same as for the U.S. states, 


except that we consider both overall volatility in real GDP growth and the volatility in 


growth of real investment spending.  For each series, we subtract of the country average 


over 1990-97 and the average for each year across all countries.  Volatility equals the 


square or absolute value of the demeaned series. 


 Table 6 reports the summary statistics for our integration and volatility measures 


across countries and time.  For banking integration, the average share of bank assets 


controlled by foreign banks equals 0.196.  Real GDP growth averages 2.43% per year, 


with an average squared deviation from the conditional mean growth of 0.54% and an 


average absolute deviation of 4.48%.  These measures of average volatility are about 


three-and-a-half times as large as volatility of the U.S. states.  Real investment has both a 
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higher mean growth rate and greater volatility than overall GDP growth.  Average 


investment grew by 6.87% per year, with volatility of 4.36% (squared deviations) and 


14.32% (absolute deviations).  


 As in the state- level regressions, we include banking concentration both as an 


instrument and as a regressor in our model, although we vary the specifications because 


of the potential endogeneity of concentration.  In addition, we can now control for real 


integration (as opposed to financial integration) using the country data, equal to the trade 


share of each country, (imports+exports)/GDP. 


 All regressions include both fixed country effects and fixed year effects.  The 


country-fixed effects are especially important in the cross-country models because they 


eliminate many of the unobservable differences in economic conditions, institutions, 


regulations, taxation, law, corruption, culture, and other factors that may simultaneously 


affect volatility and foreign entry.  


Potential Endogeneity: Constructing Instruments for Integration 


 It is perhaps even harder to argue that foreign bank entry is exogenous to 


economic conditions in a country than it is in the state- level context, so instrumenting 


becomes even more important than before.  Our set of instrumental variables exploits 


linguistic, institutional, and geographic differences across countries.  The idea is simple: 


a Spanish bank will be more likely to enter countries where Spanish is the primary 


language; an American bank will be more likely to enter countries in the Western 


Hemisphere; a British bank will be more likely to enter countries with similar legal and 


regulatory institutions. Therefore, if American banks are well positioned to enter new 
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markets abroad because, for example, they are well capitalized, then English-speaking 


countries experience more (exogenous) entry than, say, French-speaking countries. 


 Accordingly, we first grouped countries along three dimensions: primary 


language (English, French, German, Arabic, Spanish/Portuguese, and other), legal origin 


(English, French, German, Scandinavian, and Socialist), and region (Table 4).  For each 


country, we then compute the average of a series of characteristics related to the 


likelihood that foreign banks enter a country in the group.  To make sure that these group 


means are exogenous, we exclude the characteristics of the country itself.  The group 


characteristics include the following: the ratio of bank assets to GDP (a measure of 


financial depth), the average bank capital-asset ratio (a measure of bank financial 


strength), and the average share of foreign ownership (a measure of how much entry has 


already occurred within the group).  In addition, we include the size of the country’s 


banking system relative to total banking assets held by all countries in the group.  


 The results from the first-stage regressions of foreign bank share on these group 


characteristics indicates that we are able to build a good instrument that will allow us to 


estimate the effects of integration in an IV model, even controlling for country and time 


effects.  For example, the p-value testing the joint significance of the set of instruments 


excluded from the model in the first stage regressions is less than 0.01.  The most 


powerful of the group averages seem to be those related to region rather than language or 


law.  Countries with neighbors (in the same region) with well capitalized banks 


experience significantly more foreign entry than countries in regions where other 


countries have large banking systems (relative to GDP) experience more foreign entry, 


and that countries that are small relative to their region experience more entry. 
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Results 


 Table 7 contains the results for volatility of real GDP growth, and Table 8 


contains the results based on volatility of real investment growth.  Panel A includes all 


countries; Panel B includes only the non- industrial countries in the Western Hemisphere. 


In each Panel we report eight specifications, four using the squared deviations of growth 


to measure volatility and four using the absolute deviations of growth.  These four 


specifications include the fixed-effects OLS, and three IV models, one which includes the 


full set of instruments, one that deletes banking concentration from the instrument set as a 


possibly endogenous variable, and one that includes concentration as a right-hand-side 


variable in the model. 


 In contrast to the U.S. experience, these results are consistent with a zero or 


positive link between foreign banking (i.e. banking integration) and economic volatility.  


We do not estimate a single negative coefficient on the foreign bank share variable that is 


significant at the 10% level or better in any of 32 specifications.  In contrast, we find a 


positive and significant coefficient on foreign banking in 13 of 32 specifications.  This 


positive effect is most evident in Panel B of Table 8, where we include only the non-


industrial Western Hemisphere countries, and where we look at volatility of investment.  


In all eight of these specifications, the results suggest that greater banking integration is 


associated with more, not less, volatility.   


 Why are country results so different from the U.S. results?   Our model suggests 


that integration heightens the impact of firm collateral shocks on spending.  Perhaps 


foreign banks respond more elastically to collateral shocks than domestic banks because 


they are better able to reinvest funds outside the country.  To investigate, we regress the 
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real growth of GDP and investment on proxies for shocks to entrepreneurial collateral 


(the return on the stock market in the country during the preceding year) and shocks to 


the banking system (the growth rate of bank capital in the country).  We then interact 


these two capital variables with the foreign bank share.   


 The results (Table 9, columns 1 and 4) confirm that the two capital variables are 


positively correlated with GDP and investment spending growth, as one would expect.  


More interesting is the positive coefficient on the collateral- foreign bank share 


interaction; that positive suggests that the impact of firm capital shocks is indeed 


amplified by the presence of foreign banks.  The amplification is much more pronounced 


in the investment regressions than the overall GDP growth regressions, which seems 


sensible since lower collateral value has a direct impact of firms’ ability to borrow. 


V. Conclusions 


 The theory behind this paper suggests that bank integration is a two-edge sword in 


terms of business cycle variability.  Integration can magnify the impact of firm collateral 


shocks because integrated banks have the opportunity to shift their capital elsewhere 


during downturns.  Shocks to the banking system itself, however, become less important 


in an integrated world because the integrated banks can import banking resources from 


abroad to fund good, local projects. 


 Our data suggest that the cutting edge of the sword depends on where one looks.   


Bank integration across U.S. states over the late 1970s and 1980 appears to have 


dampened economic volatility within states.  That dampening suggests that the benefit of 


integration in the U.S. has been to diminish the impact of bank capital shocks, and 


indeed, we find that employment growth and bank capital growth became less correlated 
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with shocks to the local banking sector with integration.   Internationally, we find that 


foreign bank integration is either unrelated to volatility of firm investment spending, or 


positively related.  That suggests that the amplifying effect of integration on firm capital 


shocks dominate and, in fact, we find that GDP growth and investment growth became 


more sensitive to changes in stock market wealth, whereas as the effect of shocks to the 


banking sector did not change significantly. 


 Even though our model admits conflicting effects from integration, and even 


though our ancillary regressions (where we interact integration with bank capital or firm 


collateral) are consistent with those conflicting effects, we are less confident about our 


international results.  The international data are noisier, for one, and we have less of it 


(eight years versus eighteen for the U.S.).  Another concern is that our window on the 


world--the 1990 to 1997 period—is partly obscured by sweeping transitions and episodic 


financial crises, especially in emerging economies, that may confound the effects of 


integration, or may even motivate it.  Fixed effects and instruments help with those 


problems to some degree, but not completely. 


 With those qualifiers, policymakers and central bankers should be aware of the 


possibility that business spending may become more volatile as they open their banking 


sectors to foreign entry.  The first-order (growth and efficiency) effects of foreign bank 


entry are almost certainly positive, but the second-order (volatility) effects are less clear. 
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Table 1 


Summary Statistics for U.S. State-Level Panel Data 
1976-1994 


  
 
 


N 


 
 
 
Mean 


 
 


Standard 
Deviation 


Share of State Bank Assets owned by Multi-State 
Bank Holding Companies (Banking Integration) 


931 0.34 0.28 


    
Employment Growth 931 0.023 0.023 
    
Squared Deviation of Employment Growth from 
Expected Employment Growth 


931 0.0003 0.0007 


    
Absolute Deviation of Employment Growth from 
Expected Employment Growth 


931 0.013 0.012 


    
Share of State Bank Assets held by Three Largest 
Banks (Banking Concentration) 


931 0.376 0.210 
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Table 2 


Panel Regression relating volatility of U.S. State-Level Employment Growth  
To Banking Integration 


1976-1994 
 


 Dependent Variables: 
 Squared Deviation of Growth from 


Expected Growth 
Absolute Deviation of Growth from 


Expected Growth 
Banking 
Integration 


-0.0004* 
(0.0002) 


-0.0012* 
(0.0004) 


 


-0.0010* 
(0.0004) 


-0.001* 
(0.0004) 


-0.010* 
(0.0004) 


-0.016* 
(0.007) 


 


-0.016* 
(0.007) 


 


-0.016* 
(0.007) 


Banking 
Concentration 
 


- - - -0.0005 
(0.0004) 


- - - -0.001 
(0.007) 


Within R2 0.0475 0.0124 0.0248 0.0263 0.0711 0.0630 0.0624 0.0638 
Total 
Observations 


931 931 931 931 931 931 931 931 


Number of 
States 


49 49 49 49 49 49 49 49 


Estimation 
Technique 


OLS IV IV* IV OLS IV IV* IV 


 
All regressions contain both year and state fixed effects.  A ‘*’ denotes statistical significance at the 10 
percent level. 
 
Banking integration equals the share of a state’s bank assets that are owned by multi-state bank holding 
companies. 
 
In the IV models, the instrumental variables are an indicator equal to 1 after a state allows out-of-state bank 
holding companies to purchase their banks, the log of the number of years that have elapsed since this 
regulatory change, and the market share of the largest three banks in the state (banking concentration).   In 
the IV* model, we drop concentration from the list of instruments. 
 
The sample includes DC but not South Dakota or Delaware.  The latter two states are dropped because their 
banking systems are dominated by national credit card banks. 
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Table 3 


How US State Employment Growth Responds Local Bank Capital Shocks 
1976-1994 


   
 Dependent Variable 
 Employment Growth 
Growth in State Bank Capital 
 
 


0.0578* 
(0.0066) 


0.1718* 
(0.0141) 


Banking Integration 
 
 


- -0.0001 
(0.0101) 


Growth in State Bank Capital * Banking Integration 
 
 


- -0.2127* 
(0.0236) 


Within R2 0.5001 0.5435 
Number of Observations 931 931 
Number of States 49 49 
Estimation Technique OLS IV 
 
All regressions contain both year and state fixed effects.  A ‘*’ denotes statistical significance at the 10 
percent level. 
 
Banking integration equals the share of a state’s bank assets that are owned by multi-state bank holding 
companies. 
 
In the IV models, the instrumental variables are an indicator equal to 1 after a state allows out-of-state bank 
holding companies to purchase their banks, and the log of the number of years that have elapsed since this 
regulatory change. 
 
The sample includes DC but not South Dakota or Delaware.  We drop the latter two states because their 
banking systems are dominated by credit-card banks that serve the whole country. 
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Table 4 


List of Countries by Region 
  Eastern Industrial Middle Western 


Africa Asia Europe Countries East Hemisphere 
      
Algeria Bangladesh Belarus Australia Bahrain Argentina 
Benin Hong Kong Bulgaria Austria Egypt Bahamas 
Botswana India Croatia Belgium Israel Bolivia 
Cameroon Indonesia Cyprus Canada Kuwait Brazil 
Congo Malaysia Czech Republic Denmark Lebanon Chile 
Ivory Coast Nepal Estonia France Saudi Arabia Colombia 
Kenya Pakistan Hungary Germany UAE Costa Rica 
Lesotho Papua New Guinea Kazakhstan Greece  Dom. Republic 
Madagascar Philippines Latvia Ireland  Ecuador 
Mali Taiwan Lithuania Italy  El Salvador 
Mauritius Singapore Poland Japan  Guatemala 
Morocco China (Taiwan) Romania Luxembourg  Guyana 
Namibia Thailand Russia Netherlands  Honduras 
Nigeria Vietnam Slovak Republic Norway  Mexico 
Rwanda  Slovenia Portugal  Neth. Antilles 
Senegal  Turkey Spain  Nicaragua 
Sierra Leone  Ukraine Sweden  Panama 
South Africa   Switzerland  Paraguay 
Swaziland   UK  Peru 
Tanzania   USA  Uruguay 
Tunisia     Venezuela 
Uganda      
Zambia      
Zimbabwe      
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Table 5 


Trends in Median Foreign-Bank Market Share, by Region 
1990-1997 


 
 
   Eastern Industrial Middle Western 


  Africa Asia Europe Countries East Hemisphere 
        
1990 18.2% 12.4% 3.6% 3.2% 5.5% 11.7% 
1991 11.8% 13.4% 9.1% 4.9% 4.8% 14.5% 
1992 23.1% 15.0% 2.8% 4.1% 4.9% 21.7% 
1993 28.2% 15.6% 4.4% 3.7% 5.5% 19.9% 
1994 23.6% 18.4% 6.9% 3.8% 5.6% 17.9% 
1995 29.0% 21.2% 8.8% 3.6% 6.2% 20.0% 
1996 22.3% 24.1% 10.4% 3.6% 6.3% 21.1% 
1997 20.7% 32.9% 9.8% 2.9% 9.1% 23.0% 
 
Medians are based on the percentage of each country’s banking assets held by banks controlled by a foreign 
company, where control means that the foreign company owns at least 50% of the bank’s equity.
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Table 6 


Summary Statistics for Cross-Country Panel Data 
1990-1997 


  
 


N 


 
 
Mean 


 
Standard 
Deviation 


Share of a Country’s Bank Assets Controlled by a 
Foreign Bank (Banking Integration) 
 


555 0.196 0.224 


Real GDP Growth 
 
 


555 0.0243 0.0749 


Real Growth in Investment 
 
 


603 0.0687 0.2138 


Squared Deviation of GDP Growth from Expected 
GDP Growth 
 


555 0.0054 0.0177 


Absolute Deviation of GDP Growth from Expected 
GDP Growth 
 


555 0.0448 0.0587 


Squared Deviation of Growth in Investment from its 
Expected Value 
 


603 0.0436 0.1088 


Absolute Deviation of Investment from its Expected 
Value 
 


603 0.1432 0.1521 


Share of a Country’s Bank Assets Controlled by 
Largest Three Bank (Banking Concentration) 
 


555 0.647 0.215 


Imports+Exports divided by GDP 
(Real Integration) 
 


555 0.403 0.273 


 
Expected growth rates are computed as the predicted value from a regression of GDP growth (capital 
growth) on a time effect and a country effect.  
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Table 7 


Panel Regressions Relating Volatility of Country Real-GDP Growth  
To Banking Integration 


1990-1997 
Panel A: All Countries 
  


Dependent Variables 
 Squared Deviation of Growth from 


Expected Growth 
Absolute Deviation of Growth 


from Expected Growth 
Banking 
Integration 
 


-0.0031 
(0.0099) 


0.1125* 
(0.0470) 


0.0861* 
(0.05210 


0.0660 
(0.0510) 


0.0174 
(0.0310) 


0.3968* 
(0.1491) 


0.2539 
(0.1595) 


0.1958 
(0.1567) 


Real 
Integration 
 


0.0009* 
(0.0001) 


0.0009* 
(0.0001) 


0.0009* 
(0.0001) 


0.0009* 
(0.0001) 


0.0022* 
(0.0003) 


0.0020* 
(0.0004) 


0.0021* 
(0.0004) 


0.0023* 
(0.0004) 


Banking 
Concentration 
 


- - - 0.0164* 
(0.0096) 


- - - 0.0708* 
(0.0294) 


Within R2 0.1829 0.2010 0.0424 0.1104 0.1673 0.1891 0.0703 0.1321 


Number of 
Observations 


555 544 544 544 555 544 544 544 


Number of 
Countries 


94 94 94 94 94 94 94 94 


Estimation 
Technique 


OLS IV IV* IV OLS IV IV* IV 


 
All regressions contain both year and country fixed effects.  A ‘*’ denotes statistical significance at the 10 
percent level. 
 
Banking integration equals the share of a country’s bank assets that are owned by foreign banks, where the 
foreign bank must own at least 50% of the local bank.  Real integration equals the ratio of total imports plus 
exports to GDP.  Banking concentration equals the market share of the country’s three largest banks. 
 
In the IV models, the instrumental variables include the following: banking concentration, the average ratio 
of bank assets to GDP in countries in the same group (“group” defined below), the average bank capital-
asset ratio for all countries in the same group, the average share of foreign ownership for all countries in the 
same group, and the size of the countries banking system relative to the group.  For each of these 
instruments, we construct group averages, where countries are grouped along three dimensions: primary 
language (English, French, German, Arabic, Spanish/Portuguese, and other), legal origin (English, French, 
German, Scandinavian, and Socialist), and region (defined in Table 4).  Also, note that for each of the 
averages we do not include the value for the country itself, only the other countries within the group are 
used.  In the IV* model, we drop concentration from the list of instruments. 
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Table 7 


Panel Regressions Relating Volatility of Country Real-GDP Growth  
To Banking Integration 


1990-1997 
Panel B:  Western Hemisphere, non-industrial countries only 
  


Dependent Variables 
 Squared Deviation of Growth from 


Expected Growth 
Absolute Deviation of Growth 


from Expected Growth 
Banking 
Integration 
 


-0.0269 
(0.0209) 


-0.0297 
(0.0210) 


-0.0298 
(0.0210) 


-0.0302 
(0.0221) 


-0.0746 
(0.0672) 


-0.0726 
(0.0682) 


-0.0740 
(0.0682) 


-0.1114 
(0.0708) 


Real 
Integration 
 


0.0005 
(0.0004) 


0.0004 
(0.0003) 


0.0004 
(0.0003) 


0.0004 
(0.0004) 


0.0006 
(0.0012) 


0.0004 
(0.0011) 


0.0004 
(0.0011) 


0.0013 
(0.0012) 


Banking 
Concentration 
 


- - - 0.0011 
(0.0140) 


- - - 0.0811* 
(0.0446) 


Within R2 0.1749 0.1319 0.1319 0.1316 0.1572 0.1312 0.1310 0.1568 


Number of 
Observations 


118 117 117 117 118 117 117 117 


Number of 
Countries 


19 19 19 19 19 19 19 19 


Estimation 
Technique 


OLS IV IV* IV OLS IV IV* IV 


 
All regressions contain both year and country fixed effects.  A ‘*’ denotes statistical significance at the 10 
percent level. 
 
Banking integration equals the share of a country’s bank assets that are owned by foreign banks, where the 
foreign bank must own at least 50% of the local bank.  Real integration equals the ratio of total imports plus 
exports to GDP.  Banking concentration equals the market share of the country’s three largest banks. 
 
In the IV models, the instrumental variables include the following: banking concentration, the average ratio 
of bank assets to GDP in countries in the same language group, the average bank capital-asset ratio for all 
countries in the same language group, the average share of foreign ownership for all countries in the same 
language group, and the size of the countries banking system relative to the group.  We do not construct 
instruments grouped along either regional or legal origin lines because all countries in these regressions are 
in the same region, and almost all of the countries in this region have a legal system originating from the 
French system.  In the IV* model, we drop concentration from the list of instruments. 
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Table 8 


Panel Regressions Relating Volatility of Country Real Growth in Investment 
To Banking Integration 


1990-1997 
Panel A: All Countries 
  


Dependent Variables 
 Squared Deviation of Growth from 


Expected Growth 
Absolute Deviation of Growth from 


Expected Growth 
Banking 
Integration 
 


0.1543* 
(0.0578) 


0.2802 
(0.2436) 


-0.0911 
(0.3029) 


-0.1656 
(0.3055) 


0.2148* 
(0.0803) 


0.2476 
(0.3413) 


-0.2839 
(0.4359) 


-0.4438 
(0.4451) 


Real 
Integration 
 


0.0009* 
(0.0006) 


0.0017* 
(0.0006) 


0.0018* 
(0.0007) 


0.0022* 
(0.0007) 


0.0017* 
(0.0008) 


0.0024* 
(0.0009) 


0.0026* 
(0.0009) 


0.0031* 
(0.0010) 


Banking 
Concentration 
 


- - - 0.1409* 
(0.0576) 


- - - 0.2186* 
(0.0839) 


Within R2 


 
0.0547 0.0526 0.0439 0.0416 0.0978 0.1067 0.0493 0.0229 


Number of 
Observations 


603 584 584 584 603 584 584 584 


Number of 
Countries 


100 100 100 100 100 100 100 100 


Estimation 
Technique 


OLS IV IV* IV OLS IV IV* IV 


 
All regressions contain both year and country fixed effects.  A ‘*’ denotes statistical significance at the 10 
percent level. 
 
Banking integration equals the share of a country’s bank assets that are owned by foreign banks, where the 
foreign bank must own at least 50% of the local bank.  Real integration equals the ratio of total imports plus 
exports to GDP.  Banking concentration equals the market share of the country’s three largest banks. 
 
In the IV models, the instrumental variables include the following: banking concentration, the average ratio 
of bank assets to GDP in countries in the same group (“group” defined below), the average bank capital-
asset ratio for all countries in the same group, the average share of foreign ownership for all countries in the 
same group, and the size of the countries banking system relative to the group.  For each of these 
instruments, we construct group averages, where countries are grouped along three dimensions: primary 
language (English, French, German, Arabic, Spanish/Portuguese, and other), legal origin (English, French, 
German, Scandinavian, and Socialist), and region (defined in Table 4).  Also, note that for each of the 
averages we do not include the value for the country itself, only the other countries within the group are 
used.  In the IV* model, we drop concentration from the list of instruments. 
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Table 8 


Panel Regressions Relating Volatility of Country Real Growth in Investment 
To Banking Integration 


1990-1997 
Panel B:  Western Hemisphere, non-industrial countries only 
  


Dependent Variables 
 Squared Deviation of Growth from 


Expected Growth 
Absolute Deviation of Growth from 


Expected Growth 
Banking 
Integration 
 


0.3756* 
(0.1046) 


0.5322* 
(0.1180) 


0.5308* 
(0.1180) 


0.4697* 
(0.1213) 


0.4489* 
(0.1733) 


0.6075* 
(0.1938) 


0.6049* 
(0.1938) 


0.5047* 
(0.2000) 


Real 
Integration 
 


0.0007 
(0.0019) 


0.0009 
(0.0019) 


0.0009 
(0.0020) 


0.0024 
(0.0021) 


-0.0007 
(0.0031) 


-0.0005 
(0.0032) 


-0.0005 
(0.0032) 


0.0020 
(0.0035) 


Banking 
Concentration 
 


- - - 0.1308* 
(0.0763) 


- - - 0.2148* 
(0.1258) 


Within R2 


 
0.2389 0.2200 0.2204 0.2592 0.2264 0.2198 0.2200 0.2536 


Number of 
Observations 


118 117 117 117 118 117 117 117 


Number of 
Countries 


19 19 19 19 19 19 19 19 


Estimation 
Technique 


OLS IV IV* IV OLS IV IV* IV 


 
All regressions contain both year and country fixed effects.  A ‘*’ denotes statistical significance at the 10 
percent level. 
 
Banking integration equals the share of a country’s bank assets that are owned by foreign banks, where the 
foreign bank must own at least 50% of the local bank.  Real integration equals the ratio of total imports plus 
exports to GDP.  Banking concentration equals the market share of the country’s three largest banks. 
 
In the IV models, the instrumental variables include the following: banking concentration, the average ratio 
of bank assets to GDP in countries in the same language group, the average bank capital-asset ratio for all 
countries in the same language group, the average share of foreign ownership for all countries in the same 
language group, and the size of the countries banking system relative to the group.  We do not construct 
instruments grouped along either regional or legal origin lines because all countries in these regressions are 
in the same region, and almost all of the countries in this region have a legal system originating from the 
French system.  In the IV* model, we drop concentration from the list of instruments.
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Table 9 


How Real GDP Growth and Real Capital Formation Growth Respond to Banking 
and Collateral Shocks 


1990-1997 
  


Dependent Variables 
 Real GDP  


Growth 
Real Growth in  


Investment 
Growth in Real Bank 
Capital 
 


0.0301* 
(0.0167) 


0.0254 
(0.0216) 


0.0363 
(0.0257) 


0.0698 
(0.0519) 


0.0460 
(0.0804) 


0.0592 
(0.0962) 


Real Return on 
Stock Market 
 


0.0242* 
(0.0118) 


0.0124 
(0.0146) 


-0.0112 
(0.0201) 


0.1565* 
(0.0366) 


0.0440 
(0.0542) 


-0.0607 
(0.0754) 


Banking 
Integration 
 


- -0.1272 
(0.1845) 


0.0130 
(0.2479) 


- 0.0857 
(0.6865) 


-1.6607* 
(0.9281) 


Growth in Bank 
Capital*Banking 
Integration 
 


- 0.06607 
(0.1036) 


-0.0372 
(0.1066) 


- 0.2342 
(0.3853) 


-0.0157 
(0.3995) 


Return on Stock 
Market*Banking 
Integration 


- 0.1712* 
(0.0895) 


0.3290* 
(0.1262) 


- 0.9394* 
(0.3331) 


1.4923* 
(0.4730) 


Within R2 0.1513 0.2330 0.2472 0.4125 0.4544 0.4739 


Number of 
Observations 


188 175 181 189 176 182 


Number of Countries 30 30 30 31 31 31 


Estimation 
Technique 


OLS IV IV* OLS IV IV* 


 
All regressions contain both year and country fixed effects.  A ‘*’ denotes statistical significance at the 10 
percent level. 
 
Banking integration equals the share of a country’s bank assets that are owned by foreign banks, where the 
foreign bank must own at least 50% of the local bank. 
 
In the IV models, the instrumental variables include the following: banking concentration, the average ratio 
of bank assets to GDP in countries in the same group (“group” defined below), the average bank capital-
asset ratio for all countries in the same group, the average share of foreign ownership for all countries in the 
same group, and the size of the countries banking system relative to the group.  For each of these 
instruments, we construct group averages, where countries are grouped along three dimensions: primary 
language (English, French, German, Arabic, Spanish/Portuguese, and other), legal origin (English, French, 
German, Scandinavian, and Socialist), and region (defined in Table 4).  Also, note that for each of the 
averages we do not include the value for the country itself, only the other countries within the group are 
used.  In the IV* model, we drop concentration from the list of instruments. 
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Abstract 
 
We employ daily data from the Chilean banking industry for the 1994-2001 period to 
estimate the impact of cross-industry ownership structure within financial conglomerates 
on the pricing behavior of deposit and lending operations of banking institutions. 
Controlling for bank specific fixed effects, and for bank and market characteristics, we 
test whether banks with a pension fund affiliation had overall different pricing strategies 
with respect to non-affiliated banks, whether these banks display a different response to 
monetary policy changes and whether they reacted differently during the 1998 liquidity 
shock to the Chilean economy. Preliminary evidence suggests that banks with pension 
fund affiliation display a broader deposit and loan base and enjoy higher spreads, but they 
seem to react similarly to monetary policy changes with respect to non-affiliated banks. 
Finally, the evidence collected for the period around the liquidity shock suggest that 
banks with pension fund affiliation enjoyed some degree of insulation from market 
events, attracting a larger share of funds at the expense of other banks. 


                                                           
* The views expressed herein are those of the authors and not necessarily those of the Banco Central de 
Chile, The Federal Reserve Bank of Chicago or The Federal Reserve System. 
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I. Introduction 


 
The Chilean pension fund system has become a key participant of the domestic capital 


market since its inception, accumulating resources, in a time period of 20 years, above 


50% of domestic GDP by 2001, transforming this industry in the second largest in 


importance after the banking sector.  Pension funds accumulate and administer savings 


for retirement of a large share of the work force.  On the other hand, during this period, 


financial conglomerates have gained increasing relevance in the market, resulting very 


common to find holding companies that control, at the same time, a pension fund and a 


commercial bank, as well as other providers of financial services like insurance 


companies and mutual funds. 


 


It can be argued that banking institutions within these conglomerates could take 


advantage of the association with pension funds, being the largest providers of funding in 


the economy, to generate some sort of insulation from competitive forces behind changes 


in market conditions or monetary policy.  However, we must made clear from the outset 


that Chilean financial regulation, precluding this potential non-competitive behavior, 


establishes tight and multiple regulations that constraint the potential exposure of pension 


fund resources to related companies within a conglomerate.  Nevertheless, preliminary 


figures shown in tables A to C below, suggest that those limits on investment on a bank’s 


conglomerate member, measured as a percentage of deposits or bank’s capital, are non-


trivial. 
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The implications of this investigation could be relevant beyond the boundaries of Chilean 


financial markets. For instance, recent regulatory changes that took place in the U.S., 


contained in the Graham-Leach-Bliley Act of 1999, which lifted barriers to the 


consolidation of financial services providers of different industries, give more relevance 


to the study of patterns of pricing of bank deposits and loans within the context of cross-


industry ownership.  Also, these patterns of cross-industry ownership are not uncommon 


in other Latin-American countries where the model of private pension fund accumulation 


has been adopted, but where also the dynamics of the pension fund industry is evolving 


into more concentrated markets. 


 


The study takes advantage of a rather unique panel data set containing information at the 


daily frequency for deposit and loan interest rates and related quantities reported by each 


bank operating in the Chilean financial system over the period beginning on May 2nd 


1995 until June 29th 2001. Controlling for bank specific fixed effects, and for bank and 


market characteristics, we test whether banks with a pension fund affiliation have overall 


different pricing strategies with respect to non-affiliated banks, whether these banks 


display a different response to monetary policy changes and whether they reacted 


differently during the 1998 liquidity shock to the Chilean economy. From the 


methodology point of view, this work is based on Berger and Hannan (1989) and Hannan 


and Berger (1991). The very high frequency of the data set, however, is especially useful 


and it is an innovation in and of itself, in that it allows keeping a more precise track of the 


response of banking institutions to changes in monetary policy. We find some evidence 


consistent with the hypothesis that banks affiliated to pension funds may enjoy some 
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form of competitive edge in the market place. Such banks display an above average rate 


spread and a larger deposit and loan base. These results were especially amplified in the 


occurrence of the 1998 liquidity shock to the Chilean economy. There is no evidence, 


however, of a differential response of pension fund-affiliated banks to changes in 


monetary policy during normal periods. At the same time, the process of deregulation 


which has made pension funds less dependent on domestic sources of investment, seems 


to have reduced the importance for banks to be tied via common ownership to a pension 


fund.  


 


Section II briefly describes some of the appropriate pension fund regulations.  Section III 


describes the data set and the methodology employed. Section IV presents and discusses 


the results and also elaborate potential explanation for the findings.  Section V concludes. 


 


 


II. Details on the Chilean pension fund system 


 


The Pension Fund system, administered by private firms, was created in the early 1980s 


to replace the state-owned managed pension scheme. It is characterized by the 


accumulation of savings in individuals’ independent retirement accounts.  In order to 


guarantee a sustainable return to the funds, they are subject to multiple regulation in 


terms of their portfolio construction. The large number of limits to the portfolio 


diversification of the pension fund system is also the result of the law that controls the 
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functioning of the system, Decree Law 3.500 of 1980 (D.L. 3.500), which establishes a 


de jure government insurance of a minimum pension. 


 


The limits established in the law can be divided in limits by instrument and limits by 


issuer of a particular financial instrument.  The limits by instrument are set by the Central 


Bank within the ranges indicated in the D.L. 3.500.  The limits by instrument have been 


usually set at the maximum allowed within these ranges.  For instance, the limits on 


instruments issued by the government or financial institutions can be set within a 35% or 


a 50% of the value of the fund.1  The range for shares of domestic companies varies 


within 10% and 40%, but even though the limit is set forth at 40%, the percentage 


allocated to variable income instruments has been on a decreasing trend, following the 


downside behavior of the domestic stock market. 


 


A notable exception to the regulatory pattern of setting limits at their attainable maximum 


is the treatment of the instruments issued in foreign markets.  The authorization for 


pension funds to diversify their portfolio by holding worldwide instruments was the result 


of a gradual policy followed over the nineties.  At the beginning of that decade, pension 


funds were not allowed to invest the resources they manage in foreign markets.  In 


January 1992 a maximum limit to invest in foreign market is set for the first time at 1,5%, 


which is subsequently raised that year to 3,0%. Three years later, in January of 1995, the 


limit to invest abroad is raised again to 6,0%.  Soon after this latest increase in the 


                                                           
1 These ranges are applied to the “Fondo 1”, which is the fund that contains the bulk of all savings of 
dependent workers compelled by law to save for retirement.  There is also a “Fondo 2” that establishes 
larger maximum limits for fixed income instruments issued by government or financial institutions, and 
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maximum limit to invest in foreign instrument, the limit was raised to 9,0% of the total 


value of the fund, but this time the regulator established a particular restriction for 


variable income instrument of 4,5% of the total value managed by pension funds.  


Around that period, pension funds were allowed to enter the formal exchange market, 


which comprises the Central Bank, the financial institutions and a few exchange houses, 


in order to manage the transactions with foreign instruments in foreign currencies. 


Continuing with this gradual increase in the limit to the foreign exposure of pension 


funds, the limit is raised in April of 1997 to 12%, keeping the restriction of 4,5% for 


variable income instruments.  However, the continuing pressure to diversify the portfolio 


by holding foreign instrument lead authorities to raised the maximum limit attainable in 


these instruments to 20% of the fund’s value, with a 10% restriction of the fund’s value 


in variable income instruments.  Since then, the limit has been gradually increased by the 


Central Bank, within the range dictated by the law.  A major reform in the pension fund 


system at the beginning of 2002 set the maximum limit to invest abroad in 20%, 


removing temporarily the faculty given to the Central Bank.2   


 


The regulatory restrictions summarized thus far fall within the class of restrictions 


imposed on different types of instruments, and the limits are set by the Central Bank as 


dictated by the D. L. 3.500.  However, there are some restrictions on a particular type of 


issuer, directly dictated in the D. L. 3.500, that control the exposure of pension funds on 


                                                                                                                                                                             
lower maximum limits for positions in variable income instruments in order to guarantee a safer return for 
workers near to retirement. 
2 This reform, law N° 19.795, also increased the limit to invest in variable income instruments, in two steps, 
to 13% and 15% of the fund’s value, in a time span of six months starting on March 2002, to finally remove 
this restriction completely from June 2002 onwards.  Finally, the limit to invest abroad could be potentially 
set at 30% of the fund’s value by March 2004. 
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financial institutions and firm’s affiliates to the controlling group of a certain pension 


fund. Article 47, first paragraph, establishes that the exposure of a pension fund to the 


sum of investments on demand or time deposits, as well as other debt instruments issued 


by a financial institutions or an affiliated firm to the bank, or collateralized by them, 


could not be more than the lesser value among the Tier I plus Tier II capital of a bank, 


adjusted by a risk factor, and the 10% of the fund’s value, adjusted by some additional 


risk factors set by the Central Bank. Also, the same article, in its second paragraph, 


establishes that the sum of direct and indirect investments of a pension fund in shares, 


demand and time deposits, an any other debt instrument issued by a financial institution, 


or collateralized by them, could not represent more than 7% of a particular fund. 


Article 47bis of the D.L. 3.500 establishes some restrictions on the portfolio allocation of 


a pension fund, due to the affiliation of the pension fund with a particular issuer.  The 


third paragraph dictates, for instance, that the minimum risk rating for debt instrument 


issued by connected firms to become eligible for investment is AA.  The total sum of 


investment according to this criterion cannot be more than 5% of the fund’s value. 


Additionally, paragraph sixth command pension funds to invest a maximum of 1% of the 


fund’s value on instruments issued or collateralized by a related firm.  Finally, paragraph 


seventh mandates pension funds administrators to limit the sum, directly or indirectly 


invested on instruments issued or collateralized by all firms related to a pension fund, to 


less than 5% of the fund’s value. It is also worth adding, however, that if the pension fund 


administrators should trespass the regulatory limits to portfolio diversification, the 


adjustment period is set to 36 months. Therefore, it is not unusual to observe actual 
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portfolio allocation percentages to be well above those imposed by regulation, as also 


indicated in tables A-C.  


 


III. Description of the data set and methodology 


 


The analysis is based on a panel data with daily observations for deposit and loan interest 


rates and related quantities for each bank operating in the Chilean financial system over 


the period beginning on May 2nd 1995 until June 29th 2001.  At the beginning of the 


sample period there were 35 banking institutions. However, the number of banks has 


decreased over time as a result of mergers and acquisitions and voluntarily exits from the 


market.3 By the end of the sample period there were 28 institutions left.  


On July 2001, the Central Bank of Chile decided to change the monetary policy rate 


stance from UF-denominated to peso-denominated terms.  This “nominalization” of the 


monetary policy had a sensible impact on UF deposit and loan rate and on its volume of 


operations.  Given the sizeable change in the balance sheet structure of banking 


institutions, we decided to set this period aside for the purposes of the estimation. 


 


Before describing the main dependent variables studied in the document, it is worth 


describing, at least succinctly, the so-called “Unidad de Fomento” or UF.  This is a unit 


of account indexed to changes in the domestic consumer price index.  The UF is 


calculated daily from the 10th of each month to the 9th of the following month, according 


to the variation of the previous month on the consumer price index. This unit of account 
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was introduced in 1967 by the Superintendencia de Bancos e Instituciones Financieras, 


the government agency that supervises legally established banking institutions, and is 


used mainly on the pricing of financial contracts of real estate transactions, long term 


government instruments and lending and deposit operations of banking institutions.   


 


The empirical exercise is based on regressions of the following model specification: 


it i it it it ity Cons Banks X W Zα β γ δ ε= + + + + +  


where yit is either (a) the UF-denominated deposit rate for each bank i on day t, (b) the 


daily UF loan rate, (c) the rate spread, (d) the daily deposit volume, (e) the daily loan 


volume. Banksi is a vector of dummy variables capturing bank specific fixed effects, Xit is 


a vector of market and bank characteristics varying over time, Wit a vector of indicator 


variables capturing banks’ response to changes in monetary policy, and Zit is a vector of 


indicator variables capturing the effect of a bank-pension fund affiliation through 


common ownership. Following is a more precise description of the dependent variables 


and some of the regressors.  


The UF deposit rate for bank i on day t is a volume weighted average of daily UF based 


operations from 90 days to one year.4 Hence, the rate reported on a particular date does 


not include rates settled previously, but it reflects current market interest rate conditions. 


The operations included in the computation of this rate are UF denominated time deposits 


and other debt instruments issued by commercial banks in that unit of account.  The UF 


loan rate is calculated in a similar fashion to the UF deposit rate.  However, it is a 


                                                                                                                                                                             
3 For a detailed characterization of the chilean banking system see various issues published by the 
Superintendencia de Bancos, http://sbif.cl  
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weighted average of all lending operations of a bank, except for interbank operations, 


including consumer, mortgage, and commercial lending. The quantity variables are the 


volume of deposit and lending operations denominated in UF accounts for all new 


operations that a bank engaged on a given day with their clients.  Therefore, they 


represent the outflow of credit and the inflow of deposits from the public and institutional 


investors.  


 


Among the market and bank characteristics we have included the daily interbank rate, 


which corresponds to the overnight rate charged among banks during their daily or 


weekend operations.  The Central Bank aims at providing the liquidity in the banking 


system so that the interbank rate daily approaches the instancia rate.5  On average, over 


the sample period, the difference between the interbank rate and the instancia rate is no 


greater than 5 basis points. Another included market variable is the Herfindahl index of 


market concentration, calculated on banks total assets.  


As for variables capturing bank specific characteristics, we have included bank size, 


measured in terms of total assets. We have also included a measure of profitability, 


proxied by the monthly operational return, on an annual basis, over total assets. Apart 


from the interbank rate, the previously mentioned controls have monthly rather than daily 


variation.  


                                                                                                                                                                             
4 Regulatory restrictions on deposit operations precludes contract in UF denominated deposit, or any other 
unit of account, with a time to maturity lower than 90 days. 
5 The “instancia” rate is the objective policy interest rate defined by the Central Bank to conduct the 
monetary policy, in order to achieve an inflation target schedule. 
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Moreover, a dummy variable controls whether the bank is foreign owned or domestic 


owned. It takes the value of 1 if the bank is a foreign bank and 0 otherwise. Finally, 


another dummy variable controls for the episodes of merger or acquisitions of banks.  It 


takes the value of 1 for a bank that maintains control after the merger, 0 if the bank has 


not been involved in a merger. 


Additional control variables are introduced and described in the following section.  


 


IV. Results 


 


Table 1 presents the results of a set of regressions where the dependent variables are the 


deposit rate, the loan rate, the rates spread, the deposit quantities and the loan quantities. 


All regressions were run including bank fixed effects, although their coefficient estimates 


are not reported. The first group of regressors include the interbank rate, also at daily 


frequency, and a set of dummy variables for each day of the week (the excluded category 


was “Friday”), days before a holiday and those before a long weekend. These variables 


attempt to control for time specific events and time regularities in banks’ daily activity.  


 


The Herfindahl index is positive and significant in both price regressions but it is 


negative in the spread one. This would suggest that market concentration in Chile is the 


result of a dynamic evolution during which the more efficient firms have grown larger 


and gained market share. This improvement in overall market efficiency is reflected in 


the higher deposit rates offered to customers and the overall narrower spreads 


corresponding to periods of higher market concentration. Nonetheless, for given level of 
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concentration, larger banks and those with higher measures of profitability are still the 


ones exhibiting higher spreads. This finding is consistent with the hypothesis of the 


existence of dominant firms within the market, which are able to exercise some degrees 


of market power. This result is not necessarily in contradiction with that suggested by the 


estimated coefficient of the Herfindahl index: this last one may be capturing the evolution 


over time of the industry, thus indicating that in periods with higher concentration 


markets exhibit more competitive conditions. The coefficient of size and profitability is 


instead providing cross-bank information on industry conduct, so that at any given time 


some banks may be exercising more market power than others. 


Also, foreign banks have lower prices and lower than average spreads. This may be due 


to the fact that many of the foreign banks are actually relatively smaller than domestic 


ones (the median foreign bank is about 20% the size of the median domestic bank).  


 


Next, we have focused our attention on the potential role played by the possibility for 


banks to be affiliated, through common ownership, to pension fund companies. We have 


tracked over time the history of common ownership between banks and pension funds 


and a corresponding bank specific indicator variable, PF, was generated.  Over the entire 


sample period, ten out of the thirty-five banks had, continuously or at least for a limited 


time, a common ownership relationship with a pension fund. 


As mentioned earlier, pension fund companies in Chile are major players in financial 


markets. In particular, they are mandated to allocate a portion of their investment 


portfolio in bank deposits. Although there exist regulatory constraints to their ability to 


allocate funds in bank deposit at any bank, as table A-C show, affiliated pension funds 
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can still be considered as very important clients for the corresponding banks. One could 


argue that as a result of common ownership, such an important bank client may exhibit a 


relatively more rigid supply of deposits. Hence, it is interesting to ask whether common 


ownership and the special relationship that derives from that may translate into potential 


advantages for such banks in the market place.  


As the regression results in columns 4 and 5 of table 1 show, banks with a pension fund 


affiliation display a broader deposit and loan base, as indicated by the positive and 


significant coefficients of the PF dummy in the quantity regressions. Moreover, as 


indicated in the first two columns of the same table, they also appear to offer higher 


deposit rates and charge higher loan rates. On net, however, the evidence in column 3 


indicates such banks to enjoy higher spreads. A broader deposit base and broader spreads 


are indications not inconsistent with the argument that pension fund affiliated banks may 


have some competitive advantage related to this special relationship.  


We have also added an indicator variable tracking the history of deregulation of pension 


funds, which over time, as mentioned earlier, have experienced a gradual relaxation of 


restrictions to investing abroad. Gaining increasing access to an additional venue for 


portfolio diversification should imply that pension funds become progressively less 


dependent on bank deposits. Consequently, all else equal, the potential tie between banks 


and affiliated pension funds may have become gradually loosen over time. The regression 


results seem to be consistent with this hypothesis and therefore reinforce the assertion 


that common ownership with pension funds may generate competitive advantages for 


banks. As the quantity regressions show, banks - in particular pension fund affiliated ones 


- reduce their deposit and loan base as a consequence of pension funds deregulation. In 
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addition, the spread for those banks becomes narrower as a result of deregulation, thus 


somewhat reverting the direction of the basic results embedded in the pension fund 


indicator variable. 


 


Next, we have analyzed the response of banks to changes in monetary policy rates (the 


instancia rate) and the response around a period of extraordinary changes in policy rates 


while the country experienced significant economic turmoil.  Financial fragility 


experienced in some Asian countries during 1997, derived from their deteriorated 


international liquidity position, generated pressures over the exchange rate in the 


domestic markets of Latin American countries. Chile could not isolate itself from the 


misalignment of the exchange rate.  However, attempts made by the Central Bank to 


stand for the chilean peso and the inflation rate target for 1998, lead to a dramatic 


increase in the interbank rate during 1998 and to a subsequent liquidity shock. Other 


international events, possibly part of the aftermath of the Asian crisis (Russian 


moratorium and the depreciation of the Brazilian currency), are also deemed responsible 


for the domestic shock, which also affected the level of capital inflows and the terms of 


trade.6  


First we look at changes in policy rates during “normal” periods. We explore the 


response of banks to increases and decreases in the policy rates separately. As suggested 


in Hannan and Berger (1991), an asymmetric response of banks may be an indication of 


less than competitive conduct. The first three columns of tables 2 and 3 present the result 


of regressions where we added indicator variables capturing the response of banks to 
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increases and decreases in the policy rate with one, two, three and four weeks delay. In 


these regressions we have excluded the period of extraordinary changes in policy rates 


(the “shock” period). Excluding the shock period, the mean decrease in the policy rate 


was about 30 basis points, while the mean increase was 40 basis points.  


First, there is no evidence that pension fund affiliated banks display any difference in 


behavior from other banks in either instances of increasing or decreasing policy rates. 


Hence, this exercise does not offer additional evidence on the effects on competitive 


conduct of banks-pension funds common ownership. There is, however, some evidence 


of asymmetric behavior common across all banks, at least as far as the market for 


deposits go. As indicated in the first column of table 2, banks respond with a two-week 


delay to increases in policy rates (the indicator variable is only positive and significant 


for weeks three and four). However, deposit rates are lowered immediately after a decline 


in the policy rate and they continue to be decreased for at least four weeks after the event.  


On the loan side, rates seem to adjust up and down more or less symmetrically (in the 


second week for increases, in the first week for decreases), although the magnitude of the 


response seem to be lower than average in either direction. The regression in the third 


column indicates a narrowing of the rate spread during periods of rate increases and a 


broadening during periods of decreases.  


 


                                                                                                                                                                             
6 For further details on the facts of the 1998 adjustment period of the chilean economy, see Morandé and 
Tapia (2002). 
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Finally, we have focused specifically on the response of banks during the shock period. 


Banks’ rates exhibit an expected strong reaction during the shock period.7  Interestingly, 


pension fund affiliated banks seem to have experienced rate changes of larger magnitude, 


as indicated in column 4 and 5 of table 2. Also, while non-affiliated banks experienced a 


reduction in the rate spreads, pension bank affiliated banks document an increase in the 


spread as a result of the shock. This last group of banks has also experienced a large 


increase in their deposit base and an increase of lower magnitude of the loan base. This 


evidence is still consistent with the argument that the affiliation with a pension fund may 


at least in part insulate banks from market events. Being recognized in the market as less 


exposed to the effect of the economic shock, such banks seem to have attracted a 


relatively larger share of funds at the expense of the other banks. Confirming this, a final 


regression (column 6 in table 3) where the dependent variable was bank size and where 


the regressors were the interbank rate, the market Herfindahl, the measure of profitability, 


the foreign or domestic ownership dummy, the merger and acquisition dummy and the 


different pension fund indicators, show that pension fund affiliated banks have 


substantially increased their size during the shock period. 


 


V. Conclusions 


 


This paper has used a rather unique data set containing daily frequency information over 


a seven years period on deposits and loan prices and related quantities for each individual 


bank operating in Chile. The level of detail of the data set has allowed a first exploration 


                                                           
7 The mean increase in the policy rate during the shock period was 350 basis points, while the mean 
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of some basic relationships between market and bank characteristics and prices and 


quantities settings. It has also allowed us to focus on the response of banks to monetary 


policy action at a frequency level typically unattainable with more customary data sets. 


An additional and innovative aspect of the analysis has been the focus on the common 


ownership between some banks and pension funds companies. Given the significant role 


played by pension funds being among the largest customers of banks, we have explored 


whether banks affiliated with pension funds through common ownership experience some 


form of insulation from market forces with consequent manifestation of competitive 


advantages.  


The results of the econometric analysis have indicated that market concentration is likely 


to be the result of an endogenous process of market evolution, where the more efficient 


banks have survived and grown larger. At the same time, however, the results indicate 


that the larger banks and those exhibiting higher profitability display broader rate 


spreads.  


The results on the effects of the common ownership between banks and pension funds 


seem to support the argument that banks benefit from such ties. In particular, affiliated 


banks exhibit a substantially larger deposit base and enjoy higher spreads overall. Also, 


in the occasion of the economic shock period, between February 1998 and March 1999, 


such banks have experienced a marked increase in size and higher spreads, while the 


other banks’ spreads were instead narrowing. However, there is no evidence of a 


differential response of pension funds-affiliated banks to normal changes in monetary 


policy. Nonetheless, the regression results have highlighted a generalized asymmetric 


                                                                                                                                                                             
decrease was more than 100 basis points. 
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response of banks to increases or decreases in the policy rate. More precisely, banks 


appear to adjust deposit rates fast and with consistent magnitude in the case of decreases 


in the policy rate, while they are slower in circumstances of policy rates increases. Also, 


the overall effect associated with common ownership reduces in magnitude as pension 


funds are gradually allowed to expand their portfolio allocation opportunities to include 


international markets, thus loosening the ties with domestic banking institutions.   
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Table 1 
 


 (a) (b) (c) (d) (e) 
 ufdeprate ufloanrate spread ufdepmonto ufloanmonto 


tiuf 0.141*** 0.115*** -0.034*** 0.023*** 0.001 
 (0.002) (0.003) (0.003) (0.003) (0.001) 
lu 0.632*** 0.270*** 0.085** 1.685*** 0.253*** 
 (0.028) (0.042) (0.043) (0.046) (0.021) 
ma 0.456*** 0.237*** 0.006 1.084*** 0.182*** 
 (0.028) (0.041) (0.043) (0.046) (0.021) 
mi 0.361*** 0.165*** -0.033 0.558*** 0.115*** 
 (0.028) (0.041) (0.043) (0.046) (0.021) 
ju 0.313*** 0.114*** -0.071 0.223*** 0.117*** 
 (0.028) (0.041) (0.043) (0.046) (0.021) 
holiday -0.284*** -0.104 0.077 -0.846*** 0.246*** 
 (0.064) (0.095) (0.098) (0.107) (0.049) 
longweekend 0.221** 0.251* 0.244* 0.647*** -0.115* 
 (0.087) (0.131) (0.135) (0.145) (0.067) 
herfindahl 0.012*** 0.005*** -0.005*** 0.004*** 0.002*** 
 (0.000) (0.000) (0.000) (0.000) (0.000) 
size 0.076*** 0.134*** 0.087*** 1.107*** 0.482*** 
 (0.021) (0.033) (0.031) (0.035) (0.016) 
rent -15.215*** -18.368*** 12.437* -0.402 -0.079 
 (2.424) (4.073) (6.632) (4.027) (1.864) 
for -0.889*** -1.367*** -0.465*** 0.758*** 0.005 
 (0.067) (0.100) (0.091) (0.112) (0.052) 
fusion -0.199*** 0.244*** 0.287*** 1.603*** 0.699*** 
 (0.062) (0.095) (0.086) (0.104) (0.048) 


pf 1.021*** 1.070*** 0.196* 1.608*** 0.659*** 
 (0.079) (0.122) (0.115) (0.131) (0.061) 
deregpf -0.079*** -0.070*** 0.017*** -0.011** -0.014*** 
 (0.003) (0.004) (0.005) (0.005) (0.002) 
deregpf*pf -0.062*** -0.075*** -0.031*** -0.092*** -0.036*** 
 (0.006) (0.010) (0.009) (0.011) (0.005) 
      
      
Observations 51769 49478 38099 51769 51769 
R-squared 0.21 0.06 0.01 0.12 0.07 
 
Banks fixed effects are included in all regressions but coefficient 
estimates are not reported. Standard errors in parentheses. 
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table 2 
 


 (a) (b) (c) (d) (e) (f) 
 ufdeprate ufloanrate spread ufdeprate ufloanrate spread 


pf 0.572*** 0.518*** 0.041 0.774*** 0.658*** 0.034 
 (0.069) (0.113) (0.109) (0.076) (0.120) (0.115) 
deregpf -0.082*** -0.047*** 0.039*** -0.089*** -0.074*** 0.023*** 
 (0.003) (0.004) (0.004) (0.003) (0.004) (0.005) 
deregpf*pf -0.031*** -0.039*** -0.026*** -0.058*** -0.079*** -0.041*** 
 (0.006) (0.009) (0.009) (0.006) (0.010) (0.009) 


up1week -0.017 -0.125 -0.225**    
 (0.058) (0.090) (0.100)    
up2week 0.089 0.152* -0.165*    
 (0.058) (0.091) (0.100)    
up3week 0.183*** 0.138 -0.155    
 (0.060) (0.095) (0.102)    
up4week 0.301*** 0.033 -0.372***    
 (0.059) (0.094) (0.102)    
up1*pf 0.125 -0.135 -0.141    
 (0.135) (0.209) (0.205)    
up2*pf 0.164 -0.064 0.037    
 (0.135) (0.210) (0.206)    
up3*pf 0.039 0.117 0.275    
 (0.135) (0.210) (0.206)    
up4*pf 0.136 0.335 0.366*    
 (0.140) (0.219) (0.213)    


Down1week -0.250*** -0.129** 0.141**    
 (0.037) (0.060) (0.064)    
Down2week -0.306*** -0.064 0.143**    
 (0.037) (0.060) (0.064)    
Down3week -0.175*** -0.079 0.076    
 (0.036) (0.059) (0.063)    
Down4week -0.153*** -0.022 0.185***    
 (0.036) (0.058) (0.062)    
down1*pf -0.076 -0.021 -0.030    
 (0.084) (0.133) (0.128)    
down2*pf 0.046 -0.151 -0.100    
 (0.084) (0.134) (0.128)    
down3*pf -0.093 -0.072 0.042    
 (0.084) (0.133) (0.128)    
down4*pf -0.066 -0.169 -0.135    
 (0.084) (0.132) (0.127)    


Shock    1.655*** 1.182*** -0.491*** 
    (0.030) (0.045) (0.050) 
Shock*pf    0.764*** 2.077*** 1.314*** 
    (0.061) (0.091) (0.087) 
       
       
Observations 43812 41521 32069 51769 49478 38099 
R-squared 0.12 0.03 0.02 0.27 0.10 0.02 


 
Banks fixed effects are included in all regressions but coefficient estimates not 
reported. The market and bank specific variables displayed in table 1 are included in all 
regressions but coefficient estimates are not reported. Standard errors in parentheses. 
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table 3 
 


 (a) (b) (c) (d) (e) 
 ufdepmonto ufloanmonto ufdepmonto ufloanmonto size 


pf 1.243*** 0.566*** 1.325*** 0.630*** -1.281*** 
 (0.128) (0.062) (0.131) (0.061) (0.016) 
deregpf 0.002 -0.010*** -0.008* -0.014*** 0.065*** 
 (0.005) (0.002) (0.005) (0.002) (0.001) 
Deregpf*pf -0.067*** -0.034*** -0.098*** -0.037*** 0.155*** 
 (0.011) (0.005) (0.011) (0.005) (0.001) 


up1week 0.013 0.127**    
 (0.108) (0.052)    
up2week -0.182* 0.067    
 (0.108) (0.052)    
up3week 0.501*** 0.118**    
 (0.112) (0.054)    
up4week 0.306*** -0.003    
 (0.110) (0.053)    
up1*pf -0.127 -0.012    
 (0.251) (0.121)    
up2*pf -0.915*** -0.146    
 (0.251) (0.121)    
up3*pf -0.091 0.030    
 (0.251) (0.121)    
up4*pf 0.336 0.561***    
 (0.262) (0.126)    


Down1week 0.027 -0.072**    
 (0.068) (0.033)    
Down2week -0.190*** -0.026    
 (0.068) (0.033)    
Down3week -0.058 0.070**    
 (0.068) (0.033)    
Down4week 0.209*** 0.012    
 (0.067) (0.033)    
Down1*pf 0.175 0.072    
 (0.157) (0.076)    
Down2*pf 0.091 0.045    
 (0.157) (0.076)    
down3*pf 0.097 0.118    
 (0.157) (0.076)    
down4*pf 0.104 -0.044    
 (0.156) (0.075)    


Shock   0.098* 0.057** -0.009 
   (0.052) (0.024) (0.007) 
Shock*pf   1.783*** 0.159*** 0.155*** 
   (0.104) (0.049) (0.013) 


Observations 43812 43812 51769 51769 51769 
R-squared 0.12 0.08 0.12 0.07 0.67 
 
Banks fixed effects are included in all regressions but coefficient estimates not 
reported. The market and bank specific variables displayed in table 1 are included 
in all regressions but coefficient estimates are not reported. Standard errors in 
parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%
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Table A 
 
Holding of bank's instruments by related pension funds  
as percentage of bank's capital at December of each year 


 1995 1996 1997 1998 1999 2000 2001 
BANCO DEL ESTADO DE CHILE     1.2     1.4     1.5     3.2     2.4     2.6 - 
BANCO SANTANDER - CHILE -     8.2    11.9     5.8     5.3     4.3     3.2 
BANCO DE CHILE    19.3    21.7    35.1    16.3     9.5     8.8    31.6 
BANCO O'HIGGINS -     0.4 - - - -  
CORPBANCA - -     2.3     3.0    64.4    67.7    85.6 
CITIBANK N A.    13.0    12.3     9.7    13.5    18.2    12.7    16.4 
BANCO SECURITY     3.6     2.3    14.1 - - - - 
BBVA BANCO BHIF - -    25.0    42.2    37.8    27.5    30.1 
BANCO SANTIAGO    23.9    32.8    19.6    27.0    19.4    15.8    12.8 
Source: Authors computation using SAFP database. Bank’s instruments include demand and time deposits, mortgage letter 
of credit, subordinated bonds and stocks.  
 


Table B 
 
Holding of bank's issued instruments by related pension funds  
as percentage of value administered by the pension fund at December of each year 


 1995 1996 1997 1998 1999 2000 2001 
BANCO DEL ESTADO DE CHILE     3.7     3.6     2.3     4.9     3.1     3.1 - 
BANCO SANTANDER - CHILE -     1.9     1.5     1.1     0.7     0.6     0.5 
BANCO DE CHILE     3.4     2.7     4.0     1.8     1.0     0.8     2.7 
BANCO O'HIGGINS -     4.5 - - - - - 
CORPBANCA - -     0.1     0.1     1.2     1.3     1.6 
CITIBANK N A.     0.4     0.4     0.3     0.7     0.9     0.5     0.7 
BANCO SECURITY     0.1     0.1     0.4 - - - - 
BBVA BANCO BHIF - -     0.7     1.8     1.0     0.9     0.9 
BANCO SANTIAGO     3.8     5.0     7.0     6.2     3.6     2.8     2.1 
Source: Authors computation using SAFP database. Bank’s instruments include demand and time deposits, mortgage letter 
of credit, subordinated bonds and stocks.  
 


Table C 
 
Deposit from connected pension funds to total bank deposits(1) 
Percentage at December each year       


 1995 1996 1997 1998 1999 2000 2001 
BANCO DEL ESTADO DE CHILE     0.1     0.1     0.1     0.3     0.2     0.3     -   
BANCO SANTANDER – CHILE     -       0.9     1.5     0.7     0.5     0.5     0.3 
BANCO DE CHILE     3.1     3.2     5.2     1.9     1.1     0.8     2.9 
BANCO O'HIGGINS     0.3     0.4     0.1     -       -       -       -   
CORPBANCA     0.5     0.3     0.2     0.3     8.2     7.9    10.3 
CITIBANK N A.     2.0     1.7     1.5     2.8     3.3     2.4     3.2 
BANCO SECURITY     0.5     0.2     1.5     0.8     -       -       -   
BBVA BANCO BHIF     -       -       2.6     7.8     5.6     5.2     4.9 
BANCO SANTIAGO     3.3     4.6     3.0     3.6     2.6     2.1     1.6 
(1) Bank’s deposits include demand and time deposits, mortgage letter of credit and subordinated bonds. 
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Abstract 
 
This paper estimates the pass-through of changes in money market interest rates to bank 
retail deposit and lending rates in Chile, the United States, Canada, Australia, New Zealand, 
and five European countries. The estimation procedure is based on a standard error-
correction specification. We find that the speed of pass-through in Chile is comparable to its 
speed in the United States and Canada. The size of the pass-through, however, is slightly 
lower than in the United States, Canada or Australia: it is comparable to that of New Zealand, 
Australia and the European countries. We also look for asymmetry and instability in the pass-
through mechanisms, but we find little evidence of either. 


 
 


                                                 
1 Paper prepared for the BCCh’s Sixth Annual Conference. We are grateful to Alain Ize, Saul 
Lizondo, Steve Phillips, Steve Russell and seminar participants at the central bank of Chile 
for useful discussions and comments. Andy Swiston provided outstanding research 
assistance. The views expressed in this paper are those of the authors and do not necessarily 
represent those of the IMF or IMF policy, or those of the Central Bank of Chile. Remaining 
errors are ours. Corresponding author: Marco Espinosa (mespinosa@imf.org). 
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I.  Introduction 


 
There is little disagreement among economists that monetary policy affects the rate of 
inflation and, at least in the short-run, the level of real economic activity.  From an 
operational perspective, there have been times when many central banks have targeted 
monetary aggregates. More recently, the modus operandi of most central banks has shifted 
toward targeting a short-term market interest rate. A question that currently occupies a 
number of researchers is how monetary-policy-induced changes in short-term interest rates 
can affect an economy’s inflation and output outcomes – the so-called “transmission 
mechanism” of monetary policy.   
 
Most of the literature that looks at specific transmission mechanisms, such as the literature on 
the “credit channel” (e.g., Bernanke and Gertler, 1995 and Bernanke and Gilchrist, 1999), 
implicitly assumes that once the monetary authority’s target rate is changed, short-term 
market and banking retail rates will follow suit almost immediately – that is, that there will 
be quick and complete “pass-through”. It seems clear that if pass-through was sluggish 
and/or incomplete, the effectiveness of the monetary policy transmission mechanism could 
be reduced quite significantly.   
 
Stickiness of deposit banking rates in the United States was first documented in Hannan and 
Berger (1991) and Neuman, and Sharpe (1992).  These papers study bank deposit rate setting 
using econometric models that were motivated by theoretical models developed to analyze 
price stickiness in markets for goods and services. The data available to these authors are 
large surveys of banks with different degrees of market power. The authors viewed these data 
as well-suited to test the prediction that bank market power affects the degree to which 
deposit rates are sticky. Implicit in their analyses is the notion that banks cannot influence the 
behavior of lending rates because they are atomistic players in the loan market. Hence, these 
papers assume that there is speedy and full pass-through from money market rates to retail 
lending rates. Among other things, both sets of authors find that there is asymmetry in the 
degree of pass-through: the pass-through to deposit  rates is lower when the t-bill rate  
increases than when the t-bill rate decreases. The presence of asymmetric pass-trough seems 
to support their theoretical model’s prediction that deposit price setting would be 
characterized by monopolistic competition.  
 
Cottarelli and  Kourelis (1994) are the first researchers we know of to try to measure and 
compare the degrees of lending rate pass-through in a number of different countries, 
developed and developing. They investigate the effects of alternative financial structures on 
the degree of pass-through. Their empirical analysis is based on an autoregressive 
distributed-lag model. They estimate the responses (multipliers) of lending rates to changes 
in money market rates at different lags. The estimated multipliers are then regressed against 
various indicators of financial structure. They find that the magnitude of pass-through differs 
across countries, and they conjecture that this difference is due to differences in the structure 
of these countries’ banking systems. In particular, they suggest that the following factors 
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might reduce the degree of stickiness: (i) the existence of a market for negotiable short-term 
instruments, (ii) relatively limited volatility of money market rates, and (iii) relatively weak 
barriers to entry. However, they find that market concentration (iv) does not affect loan rate 
stickiness. Based on these empirical findings, the authors suggest that if a government wishes 
to enhance the power of monetary policy, then its policies should aim at (i) enriching the 
menu of short-term marketable instruments, and (ii) removing barriers to competition, rather 
than trying reduce the level of market concentration.   
  
Most recent studies of the interest rate pass-through rely on error correction specifications 
and concentrate on euro-area countries. Mojon (2000), for example, measures the degree of 
pass-through for lending and deposit rates in five of these countries: Belgium, Germany, 
France, Netherlands and Spain. He assumes that there is full pass-through in the long run and 
concentrates on estimating the degree of pass-through on impact.  He goes on to study 
interest rate cycles, trying to uncover possible pass-through asymmetries. Some of his 
findings are that (i) retail rates respond sluggishly to changes in the money market rate, (ii) 
short-term rates generally respond faster than long-term rates to changes in the money market 
rate, and (iii) there is asymmetry in the degree of pass-through: the pass-through to lending 
rates is higher when the money market rate increases than when the money market rate 
decreases, while the opposite is true for the deposit rates.  He also find that (iv) pass-through 
is not homogeneous across countries. He conjectures that pass-through heterogeneity could 
be causes by differences in the structure of the countries’ banking systems. 
 
Bondt (2002) estimates an aggregate error correction model for the euro area. In his analysis, 
deposit and lending rates of different maturities are paired with government bond yields of 
similar maturities. He performs sub-sample estimation and a VAR estimation in order to 
examine the robustness of his results.  He finds that (i) for both lending and deposit rates, 
pass-through on impact is incomplete: in one month it reaches 50 percent, at its highest.  
However, (ii) for lending rates, pass-through is complete in the long run. 
  
This paper compares the dynamic relationship between the money market interest rate and 
retail bank rates for Chile, Canada, the United States, Australia, New Zealand and a number 
of European countries. To this end, we estimate pass-through in the short run (on impact, 
within a month) and in the long run (in a steady state), as well as the number of months it 
takes, on average, for the retail rate to reach its long-run level after a change in the money 
market rate (the mean lag). 


These estimates are obtained from an auto-regressive distributed lag model re-parameterized 
as an error correction specification. For Chile, we also investigate whether there are any 
asymmetries in the pass-through process, and whether there is any instability. The scope of 
our investigation is limited: we attempt to determine whether interest rate pass-through is 
different, in Chile, than in more mature economies, but we do not try to analyze how 
differences in the degree of interest rate pass-through may affect the monetary policy 
transmission mechanism. Although the paper suggests an alternative to banking structure 
differences, as the source of cross-country differences in the degree of pass-through, we do 
not try to fully explain the differences we detect. 
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A distinctive feature of Chile is that there are two different types of deposits and loan 
instruments: standard nominal instruments, and instruments denominated in the Unidad de 
Fomento (UF), a unit of account that indexes the principal of financial contracts and 
transactions to the previous month’s inflation rate.  Our findings indicate that in the long run, 
the size of the pass-through for the interest rates on both types of instruments is fairly similar. 
In the short run, on the other hand, the pass-through for most UF rates is smaller than the 
pass-through for nominal rates.  
 
Comparing Chile to the other countries in our sample, we find that the long run pass-through 
for Chile is smaller than for Australia, Canada and the United States, for most interest rates.  
Its size is comparable to that for New Zealand and the European countries in our sample. In 
the short run, the size of pass-through for Chile is lower than for the United States and 
Canada. It is higher than the pass-through for Australia, for some rates, and for New Zealand 
and the European countries, for most rates. We also find that for Chile, as for the other 
countries, the size of the pass-through declines as the maturity of the bank instruments 
increases. For most countries, including Chile, the mean lag also increases as the maturity of 
the bank instruments increases, regardless of whether one considers lending or deposit rates. 
 
We do not find evidence of significant asymmetry or instability of interest rate pass-through 
for Chile. In particular, we do not find any evidence that there has been a slowdown or 
weakening in the pass-through process following the nominalization of Chile’s interest rate 
targets. 
 
We interpret our findings as indicating that during the period we study (April 1993 – 
September 2002) the properties of interest rate pass-through in Chile have not been atypical, 
relative to those of the other countries in our sample. 
 
The remainder of the paper proceeds as follows. In section II, we describe the data we use, 
and we present a brief review of key cross-country similarities and differences in these data. 
Section III describes the model we estimate. Section IV reports the estimation results, and 
Section V concludes. 
 
 


II.  The Data and a Few Stylized Facts 
 


In this section, we highlight the main features of the data set we constructed, and we present 
a few  summary statistics. 
 


A.  Sources and Definitions 
 


In addition to Chile, the countries we consider are the United States, Canada, Belgium, 
Germany, France, Netherlands, Spain, Australia and New Zealand. In all cases except Chile, 
the sample period is April 1993 to June 2002; for Chile, the sample ends in September 2002. 
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The data are from national central banks, the European Central Bank, and the International 
Monetary Fund. A complete list of the interest rate series used is presented in Table 1. 
 
For almost all of the countries considered, the money market rate is an overnight inter-bank 
lending rate.  The only exception is Australia, for which we use the 13-week Treasury bill 
rate due to apparent anomalies in the data for the inter-bank lending rate. 
 
Retail interest rates are classified into three maturity buckets. Retail interest rates on 
instruments with maturities of less than three months were classified as short-term rates, rates 
on instruments with maturities of three months to a year were classified as medium-term 
rates, and rates on instruments with maturities of one to three years were classified as long-
term rates. 
 
The lending rates are for commercial loans only, with three exceptions. Canada’s medium 
and long-term lending rates are for mortgages, and the German long-term lending rate is for 
consumer loans. For Chile, the rates are for both consumer loans and commercial loans. For 
the United States, the only lending rate we considered is the prime rate, which is the base 
upon which many other loan rates are calculated. Canada’s short-term lending rate is defined 
similarly, while its long-term lending rate is for one-year and three-year conventional 
mortgages. The lending rates for Germany and Spain are averages for transactions that took 
place throughout the month, while for Belgium, France, and the Netherlands they are end-of-
period rates. For Australia and New Zealand, we do not have lending rates by maturity. For 
New Zealand, we used the weighted average base business rate charged by the six largest 
banks (each bank reports the average rate on new loans of all maturities weighted by 
amount). For Australia, we used the weighted average rate charged by banks on business 
loans.    
 
For Chile, we analyze the relationship between the money market rate and retail banking 
interest rates, both for nominal rates and for UF rates (see above). Studying UF interest rates 
is important because prior to August 2001, most bank intermediation was based on this unit 
of account. In August 2001, the Chilean central bank gave up targeting the money market 
rate in UF terms and switched to more conventional nominal interest rate targeting – a 
change called “nominalization” in the rest of the paper. 
 
Our deposit rate series are generally more homogenous.  Most of them are for demand 
deposits, certificates of deposit, or time deposits with maturities in the three maturity buckets 
described above.2 
 


 


                                                 
2 We do not use short-term deposit rates for Belgium, France and the Netherlands, even though they 
are available, because they do not appear to be market-determined. 
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B.  Summary Statistics for the Raw Data 
  
Preliminary analysis of the data reveals some noteworthy differences between Chile and the 
other countries, along with one important similarity. Over our sample period, Chilean interest 
rates were higher, more volatile and less persistent than the interest rates for the other 
countries. On the other hand, the degree of co-movement between Chile’s retail bank interest 
rates and its money market rate was approximately the same as for the other countries. These 
“stylized facts” are highlighted in Tables 2 through 5, which report summary statistics for the 
interest series  for all the countries. 
 
Chilean data display the highest sample average, even when we look at UF rates. (The 
Netherlands has the lowest average level of interest rates.) This situation may reflect a 
difference in the speed and timing of the disinflation process in Chile, and/or a higher 
average country risk premium (Table 2). How these circumstances may have affected interest 
rate pass-through in Chile is not clear. 
 
Chile is the country in our sample with the highest interest rate volatility, both for UF rates 
and for nominal rates (Table 3). At all maturities, the interest rates for Canada, the United 
States and Australia exhibit the lowest volatility. 
 
In theory, interest rate volatility may be caused by a volatile external environment and/or by 
domestic macroeconomic volatility. Edwards (1998) emphasizes the role of external factors 
in explaining interest rate volatility in emerging economies. In the case of Chile, Caballero 
(2000) argues that the financial reforms the country has adopted in recent years may have 
produced speeder transmission of external shocks. At the same time, and in spite of these 
financial reforms, Chile does not appear to be able to rely on international financial markets 
to smooth these shocks. Thus, somewhat paradoxically, financial reform in Chile may have 
exacerbated the volatility of its interest rates. 
 
It is interesting to note that except for the United States, Canada, and Australia, money 
market rates appear to be more volatile than the retail rates.  This observation suggests that 
for most of the countries in our sample, changes in money market rates are not completely 
transmitted to retail banking rates. 
 
Chile is also the country in our sample with the lowest interest rate persistence; again, this is 
true whether we look at UF rates or nominal rates (Table 4). Standard macro/finance theory 
predicts that changes in market interest rates should be linked to changes in economic agents’ 
marginal rates of intertemporal substitution. The high persistence of interest rates in the face 
of relatively volatile estimated intertemporal substitution rates is a well-documented 
empirical puzzle. One possible explanation for the high persistence of interest rates in many 
economies (Table 4) may be the policy of interest rate smoothing adopted by most central 
banks. If this explanation is correct, then the low persistence of interest rates in Chile may 
suggest that there have been long periods during which its central bank has opted against 
smoothing rates.   
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As Figure 2 indicates, prior to the recent switch to nominal interest rate targeting, the UF 
money market rate – the old target rate – followed a fairly smooth pattern, except during the 
Asian financial crisis. During the crisis, exchange rate defense seems to have had priority 
over interest rate smoothing. Over our sample period, the null hypothesis that Chilean 
interest rates have a unit root without drift can be rejected with 99 percent confidence for all 
rates except the nominal long-term deposit rate.  (The regression includes a constant, a linear 
trend, and a number of lags between one and five.)  For most of the other countries, this 
hypothesis cannot be rejected.  (These results are not reported in the paper, but they are 
available from the authors.)  
 
In all the countries in our sample, retail rates exhibit a relatively high degree of 
contemporaneous correlation with the relevant money market rate (Table 5 and Figures 1 
through 7). For Chile, the first principal component explains more than 90 percent of the 
variability of the 10 series considered, suggesting that a single common factor explains most 
of the co-movement of these data (results not reported).3  The relatively high value of the 
simple correlation between the money market rate and retail bank rates suggests that this 
common factor could be domestic monetary policy. Interestingly, Table 5 also shows that the 
strength of this correlation tends to decline with the maturity of the retail rate. In addition, an 
analysis of the lagged autocorrelation between the money market interest rate and retail bank 
rate (results not reported) shows that for most of the countries considered, it is highest within 
the first month.  
 
As we pointed out in Section I, most studies of interest rate pass-through emphasize bank 
structure considerations as the key source of incomplete and/or sluggish pass-through. Taken 
together, the stylized facts we have just described may suggest that (as long as the volatility 
and persistence of interest rates is not directly linked to the banking structure) there is an 
alternative source of incomplete pass-through: namely, volatility and persistence of interest 
rates. In the rest of the paper, we shall try to assess this conjecture more formally. The next 
section presents a brief discussion of the econometric model we use, while Section IV reports 
the estimation results. 
 
 


III.  The Econometric Model 
 
In order to analyze the dynamic relationship between retail bank interest rates and the money 
market rate, we first specify and estimate the following simple auto-regressive distributed lag 
(ADL) model: 
 


                                                 
3 Since the Chilean series appear to be stationary around a linear trend, co-integration tests would not 
be informative on the degree of co-movement between the money market interest rate and retail bank 
rates. 
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(1) 1413210 −− ++++= tttt MMRRtailRMMRtRtailR ααααα  . 
 
Here RtailR is the relevant bank interest rate, MMR is the money market rate, and t is a time 
trend. The trend is intended to capture the disinflation process and other factors that change 
slowly over time, but affect interest rates in the same direction.  Examples include financial 
market liberalization and structural reforms.  
 
For all the countries considered, we specify equation (1) to include only one lag of both the 
endogenous and the exogenous variables. For Chile, standard lag-length selection criteria 
(over the entire sample period; results not reported) cannot reject the one-lag specification. 
For the other countries, we impose this lag structure without testing its adequacy,4 in order to 
assure full comparability with the Chilean specification.  Following Hendry (1995), we re-
parameterize and re-estimate the ADL in (1) as the following error correction model (ECM):  
 
(2) 2 3 1 0 1 2 1( )t t t tRtailR MMR RtailR t MMRα β β β β− −∆ = ∆ + − − −  
 
where  


(3) 0 1 2 4
0 1 2 3 3


3 3 3


, , , ( 1)
(1 ) (1 ) (1 )
α α α αβ β β β α
α α α


+
= = = = −


− − −
 . 


 
 
The parameters of equation (2) are linked to the parameters of equation (1) in the manner 
described by equations (3). Hence, estimating the former equation allows all the parameters 
of the latter to be recovered, or vice-versa, without altering the estimated residuals. However, 
from a statistical point of view the two representations are not equivalent. If the series are 
stationary, or non-stationary but co-integrated, then the parameters of (2) may be estimated 
more efficiently, because the error correction term and individual series represented in first 
differences are less likely to be collinear. If the series are integrated but do not co-integrate, 
then neither representation is statistically satisfactory.5 
 


                                                 
4 In principle, one could try to determine the most appropriate lag length for each country, or each 
interest rate series, and then select a different lag specification for each country or each series.  
However, we opted for a common parsimonious specification across all the countries and all the 
interest rates. 


5 As we have noted, all the Chilean interest series are stationary, while most of the non-Chilean series 
appear to have a unit root. Therefore, in the case of Chile it would be pointless to investigate the 
presence of co-integration between money market and retail interest rates. For the other countries, we 
find that a standard ADF test on the estimated long-run relation 0 1 2RtailR t MMRβ β β− − −  
rejects the null of unit root in most of the cases, suggesting the presence of co-integration. 
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In equation (2), the term 0 1 2RtailR t MMRβ β β− − − , the lagged deviation of the retail rate 
from its steady state equilibrium value, can be interpreted as the solution of an optimization 
problem of a representative bank – as, for instance, in the model developed by Bondt (2000).  
Since we do not have any particular banking model in mind, we use equation (2) simply to 
characterize the reduced form of the dynamic relationship between retail interest rates and 
money market rates. The parameters of special interest in our empirical analysis are 2α , the 
degree of pass-through on impact (within a month), 2β , the degree of pass-through in the 
long-run (or the size of the pass-through), 3β , the speed of adjustment to the long-run value, 
and 32 /1 βα− , the average number of months needed to reach this long-run value (the mean 
lag). 
 
 


IV.  Results 
 
In this section, we report and discuss the estimation results. In the first subsection, we present 
a set of benchmark results for all the countries considered. In the second and third 
subsections, we check whether these results are robust across different states of the interest 
rate cycle, and over time. We perform these checks only for Chile. These robustness checks 
are interesting partly because they help us interpret the small cross-country differences in 
pass-through that we detect in our benchmark results.   
 


A.  Is Chile’s Interest Rate Pass-Through Atypical? 
 


The benchmark set of estimation results is reported in Table 6, which reports the parameters 
of interest discussed in the previous section.6  
 
For Chile, pass-through appears to be incomplete, even in the long-run.  This is also true for 
most of the European countries, and for Australia and New Zealand.  It is not true for Canada 
and the United States, where long-run pass through seems to be complete. For Chile, 
however, the size of the short-term pass-through is larger than in Europe, Australia or New 
Zealand. As a result, the mean lag for Chile, which is the average length of time it takes 
Chilean interest rates to reach their steady state level following a change in the money market 
rate, is markedly smaller than for Europe; it is comparable to the mean time lags for the 
United States and Canada, on the one hand, and for Australia and New Zealand on the other. 


                                                 
6 The reported estimate for Europe is an average of the individual country estimates. As known in the 
literature on dynamic panel data models (e.g., Pesaran and Smith, 1995), such an average may yield a 
consistent estimate of the typical relation in the cross section. Indeed, its efficiency may be 
questioned in this case given the small number of country estimates available. In any case, such 
averaging is statistically legitimate, in principle, and economically sensible.   
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In fact, the mean lag for Chile is at most four months, depending on the interest rate, 
compared with mean lags of at most two months for the United States and in New Zealand.  
 
We see in Table 6a that, as one might expect, the shorter the maturity of the bank lending or 
deposit rate, the larger and faster the pass-through. For given maturities, there do not appear 
to be major differences between deposit rates and loan rates. In the case of Chile, moreover, 
we find little difference between pass-through properties of UF rates and nominal interest 
rates.  
 
This first set of benchmark results, therefore, seems to suggests that Chile’s interest rate pass-
through mechanism is not a-typical: as in most countries considered, the pass-through is less 
than full in the long-run but it is faster than in most countries, with a length of adjustment 
comparable to that in the US and New Zealand—the countries displaying the fastest 
transmission mechanisms among those considered. 
 
These results lend themselves to the following tentative interpretation: Chile has a financial 
structure in which capital markets have played a progressively more important role over the 
last decade, including exercising competitive pressure on banks. But domestic banks operate 
also in a volatile external environment. It is possible that banks react promptly to monetary 
policy impulses, but external shocks have forced sharp policy changes, resulting in a fast but 
less than full pass-through on average. 
 
More formally, as we can see from equation (3), for a given size of the short-term pass-
through )( 42 αα + , the size of the pass-through in the long-run ( 2β ) is an increasing function 
of the persistence parameter, 3α . As explained in Section II.B, the temporary decisions to 
stop smoothing  rates on the part of the Central bank, may explain the volatility and 
persistence, as measured by 3α , of the retail and money market rates. As noted in the 
previous section, Chile’s short-term pass-through is higher than that in Europe but the 
persistence of both the money market and retail interest rates is lower than in Europe (Table 
4), with contemporaneous correlations between money market and retail interest rates 
comparable to those in other countries (Table 5). If we are willing to assume that lower 
persistence in the policy rate is primarily due to external shocks, it follows that incomplete 
but relatively fast pass-through, in Chile, is more likely due to external macroeconomic 
factors than to market power in the banking system.7 
 
Our conjecture is not incompatible with a more prominent role of the banks in the 
explanation of incomplete pass-through. It simply de-emphasizes the monopolistic power 
aspect of the banking channel. For example, it could be the case that bank intermediation 
may be riskier than in advanced economies in a more volatile economic environment (Chile, 
                                                 
7 This interpretation is consistent with Cottarelli and Kourelis’observation that reducing the 
fluctuations in money market rates could help enhance the size of pass-through. Although 
they tie a reduction in the money market rate volatility to structural regulatory changes.  
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for example, has the highest average level of interest rates among the countries considered 
even after adjusting for inflation [in UF terms]). Indeed, banks’ pricing decisions might be 
slowed down by such higher uncertainty. However, this would suggest that the residency and 
not the structure of the banking system, would work to exacerbate the external volatility, and 
to observe incomplete pass-through in the long-run. 
 
If incomplete pass-through were due mainly to market power in the banking system, one 
would expect (as Hannan and Berger (1991) report) that this would result in an asymmetric 
pass-through while analyzing separately periods of increase and decrease of interest rates. On 
the other hand, if external shocks were the main factor affecting pass-through 
incompleteness, one would expect to find evidence of a more complete pass-through before 
the Asian, Russian, Brazilian, and Argentine crisis that buffeted Chile after June 1997. 
Therefore, without pretence to be able to discriminate between these two competing 
hypothesis based only on macroeconomic data, in the next two subsections, we try to assess 
the robustness of the benchmark estimation results and their interpretation by investigating 
whether the Chilean pass-through mechanism is characterized by asymmetries across states 
of the world and/or instability over time.  
 


B.  Is Chile’s Interest Rate Pass-Through Stable Over Time? 
  
Our first goal is to determine whether Chile’s interest rate pass-through mechanism seems to 
have changed in recent years due to international crises, changes in the exchange rate regime, 
and, most recently, the nominalization of monetary policy. Table 6b reports estimates of our 
parameters of interest, for Chile, over three different sub-samples: a sub-sample that excludes 
the Argentine crisis and the nominalization of monetary policy (so that it ends in June 2001), 
a sub-sample that excludes the entire free-float period (it ends in June 1999), and a sub-ample 
that excludes the entire Asian-Russian financial crisis period (it ends in June 1997).  
 
As we can see from the table, the estimates based on the two sub-samples through June 2001 
and June 1999 are essentially identical to that based on the entire sample period (through 
September 2002). However, the estimates for interest rates denominated in UF terms based 
on the sample through June 1997 are slightly different, displaying larger pass-through in the 
long-run than those based on longer sample periods.8  At the same time, we note from Table 
2, that the standard deviation of interest rates in UF terms through June 1997 is about a third 
of that computed on longer sample periods, while persistence of the money market rate was 


                                                 
8 Note that those estimates of the long-run pass-through based on the shortest sample period 
appearing equal to zero result from an estimated 4α  of the equal size but opposite sign than 2α ; thus, 
annihilating the term )( 42 αα +  and hence also the long-term pass-through. These are cases in which 
a different, possibly even shorter, lag-length would likely be appropriate. As explained earlier, 
however, changing lag-length for each interest rate series analyze would prevent a simple and 
transparent comparison of different bank instruments and across countries.    
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about 25 percent higher. This evidence, therefore, seems bring support to the view that pass-
through incompleteness, in the case of Chile, is likely to be due to the chosen policy response 
to external shocks rather than market power in the banking system.  
 
These additional results suggests also that the change in exchange and monetary regimes that 
took place in September 1999 and August 2001, respectively, do not appear to have had 
major effects on the interest rate pass-through over and above the impact of the external 
environment. In particular, even though it might be early to assess the effects of 
nominalization of monetary policy, these results seem to suggest that nominalization has had 
no impact on the interest rate pass-through, despite perhaps some initial confusion in the 
market.  
 
Indeed, a simple out-of-sample forecasting exercise (based in the model estimated up to June 
2001, confirms this view: as we can see in Figure 8, the estimated model (based on nominal 
interest rates, which is the most relevant denomination in post-nominalization period) tracks 
the data fairly well, suggesting that there is no structural break in the estimated relation. 
Interestingly, the estimated model tends to over-predict deposit rates (and increasingly so the 
longer the maturity of these deposits) pass-through, pointing to some “atypical” stickiness in 
deposit rates, but does not under-predict lending rates, suggesting essentially “typical” 
stickiness in these rates.  
 
 
 


C.  Is Chile’s Interest Rate Pass-Through Asymmetric? 
 


If incomplete pass-through were due to market power in the banking sector, one would 
expect to find an asymmetric response of retail rates to changes in the money market rate (as 
found, for example, by Hannan and Berger (1991) for deposit rates in the US).  
 
To investigate this hypothesis, following Sarno and Thornton (2002), we create a dummy 
variable that is equal to one if the retail rate is above or equal to its long-run equilibrium 
level—given by the estimated error correction term )( 210 MMRtRtailR βββ −−− —and 
zero otherwise. We then re-estimate the model in (2) by interacting its coefficients ( 2 α  and 


3 β ) with this dummy.9 As a result, we obtain estimates for the size of the short-term pass-
through and its speed of adjustment in the two states of the interest rate cycle, which we shall 
call an interest rate contraction and expansion respectively. 
 
Quite surprisingly, we find that there is little evidence of asymmetry in the pass-through for 
Chile (Table 7). In most cases, either the estimates of the parameter of interest in an 


                                                 
9 Note that 2 β  is kept constant in the exercise. 
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expansion are not statistically different from those in a contraction, or the significant 
differences have the wrong sign.  
 
The approach used by Sarno and Thornton does not take a stand on whether the deviations 
from the long-run equilibrium relationship studied this way  are caused by changes in the 
stance of monetary policy or other temporary shocks. To explore the possibility that the 
deviations from the long run equilibrium are associated with policy shocks, we experimented 
with a different dummy variable that tracks expansions and contractions in the monetary 
policy stance more closely, based on the publicly announced targets for the money market 
interest rate target.10  Again, we find little evidence of asymmetry in the pass-through for 
Chile. This evidence seems to suggest that regardless of the source of the deviation from the 
long run equilibrium there is little evidence of interest rate pass-through asymmetry. This 
suggests that the Chilean banking system may not have significant monopolistic power. If 
this is the case, one should assess more carefully the hypothesis that banks’ market power 
explains why retail bank rates in Chile display incomplete pass-through in the long run.  
 
 


 
 


VI.  Conclusions 
 
In this paper, we conduct an econometric analysis of the pass-through of changes in money 
market rates to changes in bank retail deposit and lending rates. We compare results for Chile 
to results for the United States, Canada, Australia, New Zealand, and five European 
countries. 
 
Based on comparable data and identical, standard error-correction econometric 
specifications, we show that Chile’s pass-through properties are not atypical.  For example, 
although our results indicates that pass-through in Chile is less than full in the long-run, this 
same result holds for most of the countries we study.  
 
We find that in Chile, the pass-through mechanism has remained rather stable over time. In 
particular, our results indicate that neither the switch to a flexible exchange rate regime in 
1999 nor the adoption of nominal interest rate targeting in August 2002 seems to have 
affected pass-through markedly. However, we do find some differences with the pass-
through estimated through June 1997, before the Asian crisis, and especially for the estimates 
of interest rates in UF terms. We also find little evidence of asymmetric behavior across 


                                                 
10 This approach is similar to the one used by Mojon (2000), who identifies interest rate cycles 
directly, by inspecting plots of retail interest rates. We also considered the possibility of disentangling 
the impact of banking structure on the speed of pass-through by comparing the retail bank rates with 
money market interest rates (e.g., rates on public securities) of similar maturities. Unfortunately, 
problems of data availability prevented us from carrying out this type of analysis. 
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states of the interest rate cycle, regardless of the criterion used to identify different states of 
the cycle.  
 
Slow but complete pass-through is usually attributed to market power in the banking system. 
However, this paper suggests that external volatility should be considered more carefully, as 
a possible cause of friction in the pass-through mechanism. It is possible that external 
volatility may be responsible for the fact that interest rates pass-through in Chile is fast but 
incomplete. 
 
Our results seem consistent with the view that the differences between Chile and the other 
countries we have studied are due mainly to external shocks, rather than differences in 
market power in the banking system. We find no evidence of asymmetric behavior in interest 
rate pass-through in Chile, and nominalization does not seem to have affected the Chilean 
pass-through mechanism.  
 
It is important to mention, however, that the evidence we have collected relies on pairing 
retail interest rates of different maturities with an over night money market rate. This could 
bias our emphasis on the external shocks explanation. Additional work, based on 
disaggregated data, will be needed to produce firmer conclusions. 
 
 







 - 15 - 


 


References 
 
 
Bernanke, B. and Mark Gertler (1995), “Inside the Black Box: The Credit Channel of 
Monetary Policy Transmission,” Journal of Economic Perspectives, Vol. 9, pp. 27-48. 
 
Bernanke, B. and S. Gilchrist (1999), “The Financial Accelerator in a Quantitative Business 
Cycle Framework,” in M. Woodford and J. Taylor  (eds.), Handbook of Macroeconomics, 
Chapter 21. 
 
Bondt, G. (2002), “Retail Bank Interest Rate Pass-Through: New Evidence at the Euro Area 
Level,” ECB WP. 
 
Borio, C. and W. Fritz (1995), “The Response of Short-Term Bank Lending Rates to Policy 
Rates: A Cross-Country Perspective,” in Financial Structure and the Monetary Transmission 
Mechanism, BIS, Basel. 
 
Caballero, Ricardo J. (2000), “Macroeconomic Volatility in Latin America: A View and 
Three Case Studies,” NBER WP No. 7782. 
 
Cottarelli, C. and A. Kourelis (1994), “Financial Structure, Bank Lending Rates, and the 
Transmission Mechanism of Monetary Policy,” IMF Staff Papers Vol. 41, No. 4, pp. 587-
623.  
 
Edwards, Sebastian (1998), “Interest Rate Volatility, Capital Controls and Contagion,” 
NBER WP No. 6756. 
 
Hannan, T. and A. Berger  (1991), “The Rigidity of Prices: Evidence from the Banking 
Industry,” American Economic Review 81, pp. 938-945. 
 
Mojon, B. (2000), “Financial Structure and the Interest Rate Channel of the ECB Monetary 
Policy,” ECB Working Paper No. 40. 
 
Neuman, D. and S. Sharpe (1992), “Market Structure and the Nature of Price Rigidity: 
Evidence from the Market for Consumer Deposits,” Quarterly Journal of Economics, pp. 
657-680. 
 
Sarno, L. and D. Thornton (2002), “The Dynamic Relationship Between the Federal Funds 
Rate and the Treasury Bill Rate: An Empirical Investigation,” Journal of Banking and 
Finance 666, forthcoming (2002). 








Country and type of rate Abbreviation Description


Western Hemisphere
Chile
   Monetary Policy Rate tpm Monetary policy rate of the Central Bank, used for setting the


interbank lending rate
Real rate through July 2001, real rate is derived from nominal thereafter


   Overnight Interbank Rate mmrnom Nominal money market rate: overnight interbank lending rate
mmrrl UF money market rate: overnight interbank lending rate adjusted by


previous month's inflation
   Deposit Rates dstnom Nominal deposit rate on commercial and consumer deposits of 30 to 89 days


dmtnom Nominal deposit rate on commercial and consumer deposits of 90 to 365 days
dmtuf Deposit rate on commercial and consumer deposits in UF of 90 to 365 days
dltnom Nominal deposit rate on commercial and consumer deposits of 1 to 3 years
dltuf Deposit rate on commercial and consumer deposits in UF of 1 to 3 years


   Lending Rates lstnom Nominal lending rate on commercial and consumer loans of 30 to 89 days
lmtnom Nominal lending rate on commercial and consumer loans of 90 to 365 days
lmtuf Lending rate on commercial and consumer loans in UF of 90 to 365 days
lltnom Nominal lending rate on commercial and consumer loans of 1 to 3 years
lltuf Lending rate on commercial and consumer loans in UF of 1 to 3 years
lwtnom Weighted average interest rate on peso loans
lwtuf Weighted average interest rate on UF loans


United States
   Federal Funds Rate mmrnom Overnight interbank lending rate
   Deposit Rates dstnom Average of dealer offering rates on nationally traded certificates of


1-month deposits
dmtnom Average of dealer offering rates on nationally traded certificates of


3-month deposits
dltnom Deposits of 9 to 12 months at the Federal Home Loan Bank of New York


   Lending Rate lstnom Prime Lending Rate: overnight loans to businesses


Canada
   Overnight Interbank Rate cammr Overnight interbank lending rate
   Deposit Rates cdst Thirty-day commercial certificates of deposit


cdmt Ninety-day commercial certificates of deposit
   Lending Rates clst Prime business short-term lending rate


clmt One-year conventional mortgage rate
cllt Three-year conventional mortgage rate


Table 1. Interest Rate Descriptions and Abbreviations







Country and type of rate Abbreviation Description


Europe
Belgium
   Overnight Interbank Rate bmmr Overnight Interbank Rate
   Deposit Rates bdst Deposits of less than 3 months


bdmt Deposits, 3 mo - 1 yr
   Lending Rates blst Commercial loans, 6 months


blmt Commercial loans, up to 1 year
bllt Commercial loans, 1 to 5 years


France
   Call Money Rate fmmr Call Money Rate
   Deposit Rates fdst Deposits, up to 3 months


fdlt Deposits, 1 to 2 years
   Lending Rates flmt Commercial loans up to 1 year


fllt Commercial loans over 1 year


Germany
   Overnight Interbank Rate gmmr Overnight Interbank Rate
   Deposit Rates gdst Deposits, 1 to 3 months


gdmt Deposits, 3 months to 1 year
gdlt Deposits, over 3 months notice period


   Lending Rates glmt Commercial loans up to 1 year
gllt Consumer loans greater than 1 year


Netherlands
   Overnight Interbank Rate nmmr Overnight interbank rate
   Deposit Rates ndst Demand deposits


ndlt Deposits, 2 years
   Lending Rate nlmt Commercial loans, up to 1 year


Spain
   Overnight Interbank Rate smmr Overnight interbank rate
   Deposit Rates sdst Deposits, overnight


sdlt Deposits, 1 to 2 years
   Lending Rates slmt Commercial loans, up to 1 year


sllt Commercial loans, 1 to 3 years


Asia
Australia
   Overnight Interbank Rate atrb Thirteen week treasury bill used due to irregularities in the money market rate.
   Deposit Rates adst Three-month bank deposits


admt Six-month bank deposits
adlt One-year bank deposits


   Lending Rate alwt Weighted average of all loans


New Zealand
   Overnight Interbank Rate zmmr Overnight interbank rate
   Deposit Rates zdst Call deposit rate


zdmt Six-month bank deposits
   Lending Rate zlwt Weighted average of all loans


Table 1 (cont.). Interest Rate Descriptions and Abbreviations







mmr dst dmt dlt lst lmt llt lwt


Western Hemisphere
Chile - Nominal, Full Sample 12.92 11.12 11.79 14.14 15.36 22.13 25.17 17.40
   April 1993 - June 1997 16.33 14.05 14.61 16.43 18.12 25.50 28.60 18.11
   April 1993 - June 2001 14.10 12.09 12.76 15.33 16.35 23.13 26.15 17.90
Chile - U.F., Full Sample 6.53 -- 5.93 6.35 -- 8.45 8.34 8.41
   April 1993 - June 1997 6.85 -- 6.43 6.75 -- 9.08 8.93 8.84
   April 1993 - June 2001 7.08 -- 6.42 6.80 -- 8.92 8.70 8.79
United States 4.80 4.89 4.95 5.25 7.79 -- -- --
Canada 4.66 4.75 4.84 -- 6.37 6.79 7.57 --


Europe
Belgium 4.28 3.33 3.62 -- 5.18 8.14 6.95 --
France 4.45 3.53 -- 4.58 -- 6.34 6.38 --
Germany 4.10 3.06 3.52 3.71 -- 8.52 11.61 --
Netherlands 3.94 0.58 -- 3.90 -- 4.43 -- --
Spain 6.02 3.38 -- 4.92 -- 7.01 8.59 --


Asia
Australia 5.61 4.41 4.79 5.33 -- -- -- 9.12
New Zealand 6.66 4.44 6.59 -- -- -- -- 10.55


mmr dst dmt dlt lst lmt llt lwt


Western Hemisphere
Chile - Nominal, Full Sample 6.35 4.92 4.74 4.94 5.00 5.87 4.61 3.40
   April 1993 - June 1997 5.64 4.28 3.48 3.15 4.55 5.08 4.01 2.73
   April 1993 - June 2001 6.00 4.57 4.31 4.15 4.61 5.63 4.17 3.38
Chile - U.F., Full Sample 3.36 -- 2.09 1.76 -- 2.07 1.67 2.03
   April 1993 - June 1997 0.50 -- 0.45 0.39 -- 0.42 0.53 0.41
   April 1993 - June 2001 2.98 -- 1.64 1.36 -- 1.70 1.43 1.87
United States 1.28 1.29 1.31 1.22 1.28 -- -- --
Canada 1.28 1.31 1.34 -- 1.30 1.16 1.08 --


Europe
Belgium 1.64 0.97 1.31 -- 1.25 1.42 1.11 --
France 1.59 0.63 -- 1.49 -- 1.67 1.69 --
Germany 1.25 0.93 1.00 0.87 -- 0.99 1.39 --
Netherlands 1.19 0.11 -- 0.84 -- 1.21 -- --
Spain 2.66 1.54 -- 2.35 -- 2.67 2.80 --


Asia
Australia 1.13 1.06 1.20 1.31 -- -- -- 1.28
New Zealand 1.80 1.51 1.45 -- -- -- -- 1.33


1/ Data for Chile are through September 2002, except weighted average loans, which are from January
    1995 through June 2002.


Table 2. Mean of Interest Rates, April 1993 - June 2002 1/


Table 3. Standard Deviation of Interest Rates, April 1993 - June 2002 1/







mmr dst dmt dlt lst lmt llt lwt


Autocorrelation of rate with rate at (t-1)


Western Hemisphere
   Chile - Nominal, Full Sample 0.68 0.72 0.79 0.93 0.75 0.87 0.92 0.72
      April 1993 - June 1997 0.46 0.49 0.52 0.94 0.62 0.80 0.89 0.61
      April 1993 - June 2001 0.62 0.66 0.73 0.90 0.70 0.85 0.90 0.68
   Chile - U.F., Full Sample 0.64 -- 0.88 0.92 -- 0.87 0.87 0.87
      April 1993 - June 1997 0.81 -- 0.92 0.91 -- 0.91 0.54 0.88
      April 1993 - June 2001 0.62 -- 0.88 0.89 -- 0.85 0.85 0.86
   United States 0.99 0.98 0.99 0.98 0.99 -- -- --
   Canada 0.96 0.96 0.97 -- 0.97 0.95 0.93 --


Europe
   Belgium 0.97 Administered Rate 0.98 -- 0.97 0.97 0.97 --
   France 0.97 Administered Rate -- 0.97 -- 0.98 0.99 --
   Germany 0.99 0.99 0.99 0.99 -- 1.00 1.00 --
   Netherlands 0.99 Administered Rate -- 0.98 -- 0.99 -- --
   Spain 0.99 1.00 -- 1.00 -- 0.99 1.00 --


Asia
   Australia 0.98 1.00 0.99 0.98 -- -- -- 0.99
   New Zealand 0.96 0.98 0.98 -- -- -- -- 0.97


mmr dst dmt dlt lst lmt llt lwt


Contemporaneous correlations with policy rate


Western Hemisphere
   Chile - Nominal, Full Sample 1.00 0.94 0.84 0.76 0.94 0.92 0.77 0.65
      April 1993 - June 1997 1.00 0.90 0.69 0.61 0.92 0.88 0.65 0.84
      April 1993 - June 2001 1.00 0.93 0.80 0.70 0.93 0.91 0.72 0.87
   Chile - U.F., Full Sample 1.00 -- 0.89 0.84 -- 0.88 0.81 0.74
      April 1993 - June 1997 1.00 -- 0.88 0.72 -- 0.77 0.32 0.88
      April 1993 - June 2001 1.00 -- 0.90 0.87 -- 0.90 0.81 0.91
   United States 1.00 0.99 0.98 0.92 1.00 -- -- --
   Canada 1.00 0.99 0.97 -- 0.99 0.89 0.72 --


Europe
   Belgium 1.00 Administered Rate 0.98 -- 0.94 0.98 0.59 --
   France 1.00 Administered Rate -- 0.99 -- 0.84 0.88 --
   Germany 1.00 0.99 0.99 0.96 -- 0.97 0.83 --
   Netherlands 1.00 Administered Rate -- 0.85 -- 0.98 -- --
   Spain 1.00 0.98 -- 0.98 -- 0.99 0.99 --


Asia
   Australia 1.00 0.73 0.91 0.88 -- -- -- 0.88
   New Zealand 1.00 0.92 0.96 -- -- -- -- 0.94


1/ Data for Chile are through September 2002, except weighted average loans, which are from January
    1995 through June 2002.


Table 4. Persistance of interest rates, April 1993 - June 2002 1/


Table 5. Correlation of interest rates, April 1993 - June 2002 1/
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Retail bank 
rate


On 
impact


Long-
run


Mean 
lag


On 
impact


Long-
run


Mean 
lag


On 
impact


Long-
run


Mean 
lag


On 
impact


Long-
run


Mean 
lag


Nominal rates


Lending Rates


short-term 0.68 0.42 0.45 0.64 0.61 0.58 0.63 0.56 0.66 0.63 0.56 0.69
(17.73) (2.62) (19.8) (8.26) (21.3) (6.86) (22.80) (7.27)


medium-term 0.54 0.51 7.67 0.57 0.84 2.39 0.58 0.88 2.21 0.58 0.88 2.10
(18.11) (6.84) (17.36) (4.66) (23.83) (5.86) (25.10) (6.24)


long-term 0.18 0.44 1.64 0.18 0.57 1.78 0.18 0.57 2.00 0.18 0.55 1.95
(4.83) (5.41) (5.16) (6.36) (6.04) (5.42) (6.38) (5.84)


Deposit Rates


short-term 0.75 0.45 0.24 0.68 0.53 0.37 0.68 0.53 0.37 0.68 0.54 0.37
(19.76) (4.73) (13.4) (8.96) (23.74) (10.50) (25.50) (11.40)


medium-term 0.45 0.06 0.95 0.40 0.38 1.02 0.39 0.38 1.07 0.39 0.39 1.09
(8.34) (0.33) (5.32) (3.69) (9.06) (3.78) (9.78) (4.09)


long-term 0.98 0.07 0.04 0.19 0.62 4.26 0.20 0.62 3.81 0.20 0.68 4.21
(3.24) (0.45) (3.92) (3.22) (5.91) (3.32) (6.31) (3.39)


UF rates


Lending Rates
medium-term 0.34 0.77 2.00 0.34 0.59 1.06 0.34 0.60 1.08 0.32 0.58 1.84


(4.87) (8.53) (3.87) (15.10) (18.10) (21.00) (15.90) (12.10)


long-term 0.26 0.50 0.84 0.21 0.48 1.18 0.21 0.48 1.20 0.21 0.45 1.52
(1.58) (4.57) (3.54) (11.60) (10.50) (15.70) (9.86) (11.90)


Deposit Rates
medium-term 0.30 0.83 6.36 0.29 0.57 1.37 0.29 0.60 1.42 0.31 0.57 2.16


(4.02) (5.20) (3.9) (15.10) (16.48) (20.10) (13.20) (9.21)


long-term 0.23 0.07 5.92 0.23 0.48 1.60 0.22 0.50 2.05 0.19 0.55 4.26
(2.99) (0.10) (4.31) (12.8) (12.80) (13.80) (11.20) (6.73)


April 1993 - Sept. 2002


 Table 6b. Retail Interest Rate Pass-Through, Chile Various Sample Periods


April 1993 - June 1997 April 1993 - June 1999 April 1993 - June 2001







Retail bank rate On impact Easing Tightening Long-run Mean lag Easing Tightening


Nominal rates


Lending Rates
short-term 0.63 0.58 0.69 0.56 0.67 1.24 0.38


(22.30) (1.45) (13.80) (7.18)


medium-term 0.57 same same 0.88 2.15 same same
(19.00) na na (6.07)


long-term 0.17 same same 0.56 2.02 same same
(5.39) na na (5.74)


Deposit Rates
short-term 0.68 0.62 0.76 0.53 0.37 0.61 0.24


(14.60) (1.47) (12.30) (11.20)


medium-term 0.39 0.23 0.54 0.38 1.09 1.33 0.80
(5.63) (3.90) (9.64) (4.02)


long-term 0.19 0.23 0.13 0.66 4.05 2.96 na
(4.30) (1.07) (1.83) (3.35)


UF rates


Lending Rates
medium-term 0.32 0.41 0.27 0.55 1.66 2.57 1.43


(4.14) (2.13) (3.82) (12.90)


long-term 0.2 0.28 0.17 0.43 1.48 1.71 1.28
(4.19) (1.92) (3.94) (12.90)


Deposit Rates
medium-term 0.31 same same 0.54 1.86 same same


(4.81) na na (10.30)


long-term 0.19 same same 0.49 3.38 same same
(3.05) na na (7.99)


Table 7. Chile: Retail Interest Rate Pass-Through Asymmetry







Figure 1. Short-term deposit rates and money market rates, 1993 - 2002
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Figure 1a. Short-term deposit rates and money market rates, 1993 - 2002


1/ Money market rate is replaced by 13-week Treasury Bill.
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Figure 2. Medium-term deposit rates and money market rates, 1993 - 2002


1/ Money market rate is replaced by 13-week Treasury Bill.
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Figure 3. Long-term deposit rates and money market rates, 1993 - 2002


1/ Money market rate is replaced by 13-week Treasury Bill.
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Figure 4. Short-term lending rates and money market rates, 1993 - 2002
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Figure 5. Medium-term lending rates and money market rates, 1993 - 2002
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Figure 6. Long-term lending rates and money market rates, 1993 - 2002
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Figure 7. Weighted average lending rates and money market rates, 1993 - 2002


1/ Money market rate is replaced by 13-week Treasury Bill.


0
5


10
15
20
25
30
35
40
45


1993 1994 1995 1996 1997 1998 1999 2000 2001 2002


Chile - Nominal


-5


0


5


10


15


20


25


30


1993 1994 1995 1996 1997 1998 1999 2000 2001 2002


Chile - Unidad de Fomento


0


2


4


6


8


10


12


1993 1994 1995 1996 1997 1998 1999 2000 2001 2002


Australia 1/


0


2


4


6


8


10


12


14


1993 1994 1995 1996 1997 1998 1999 2000 2001 2002


New Zealand


Money market rate Weighted average lending rate







Figure 8. Chile: Forecasts for nominal interest rates, 2000 - 2002 1/


1/ Forecasts start July 2001.
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1.  Introduction 


Proposals for financial sector tax reform typically come from one or other of two 
powerful perspectives.  Either the reformer is an enthusiast for a big simplification, 
usually some form of “flat tax” (including VAT on financial services, zero taxation on 
capital income, or a universal transactions tax) or she is the advocate of subtle corrective 
taxation designed to offset some of the many market failures to which the financial sector 
is prone or to achieve other targeted objectives.   
 
In practice, just like the perennial conflict between simplicity in tax administration and 
economic efficiency of the tax rates, the two perspectives can conflict rather severely.  
Information and control requirements of much of corrective taxation tend to be poorly 
accommodated by the big simplifications. This tension remaining unresolved over the 
years, elements of each approaches become embodied in the taxation, explicit and 
implicit, of the sector.  At the same time, the ever-pressing demands of revenue intrude as 
a further influence on policy design.  As a result, the tax systems in most countries often 
end up as a complex mixture defying any straightforward rationalization.  The big flat-tax 
ideas are diluted and modified, the corrective taxes may misfire by conflicting with others 
introduced for different reasons. 
 
Meanwhile, even as simplification and correction continue their tug-of-war, policy design 
can all too often neglect the two distinctive traps into which financial sector taxation can 
fall, namely the sector’s unique capacity for arbitrage and sensitivity to inflation and thus 
to non-indexed taxes.  This paper argues that the practical design of financial sector 
taxation should be governed by a defensive approach in which proposed taxes are 
assessed relative to their ability to resist arbitrage and their degree of inherent indexation.  
Although the defensive approach does not provide an adjudication between simplification 
and correction it will protect against many of the worst distortions which have been 
observed. 
 
Chile’s tax regime is no exception to the general observation in that its financial sector 
taxation represents an accretion of ideas and measures over many years. We conclude the 
paper with a look at how the most conspicuous features if its financial sector taxation, 
notably the stamp duties, may be positioned in the spectrum of tax types and tax burdens 
that is observed worldwide, and how the stamp duties may be evaluated against the 
proposed defensive criteria. 
 


                                                 
1 I am greatly indebted to Veronica Mies, Central Bank of Chile, for detailed advice and suggestions.  







 


2.  The main types of explicit and implicit tax 


Governments have used financial intermediaries to relieve their budgetary pressures in 
three main ways.  First, they have applied a variety of explicit taxes, some of which are 
common to firms in other sectors of the economy; some of which are special to the 
financial sector (such as financial transactions taxes, unremunerated reserve requirements 
and deposit insurance premia) and some of which seem similar to those applied to other 
sectors, but in practice have a qualitatively different impact even if imposed at the same 
nominal rate.  Additionally, differential application of mainstream explicit taxation 
(including different rates of tax) to financial intermediaries can be important, as in the 
treatment of loan-loss provisions in calculating taxable income, or in the application of 
sales taxes to interest received by banks.  Second, they have imposed reserve 
requirements which have had the effect of boosting the net revenue of the central bank 
and hence indirectly the government.  Third they have made regulations channeling funds 
to government or favored sectors and borrowers in ways that involve implicit subsidies, 
notably by imposing interest rate ceilings. 
 
Explicit Taxes 
Taxes may be levied on many different elements of a financial intermediary’s business.  
Net corporate income (profits), gross revenue (interest and fees) and the value of 
payments made or received through the intermediary are the most important types.  
Interest paid by the intermediary to its creditors are also often taxed, and the intermediary 
may be obliged to withhold this tax, thus making only net-of-tax payments to the 
creditors. Less commonly, elements of the balance sheet of the financial institution 
(assets, liabilities or net capital) could also form tax bases. 
 
Inasmuch as non-financial corporations are also liable to corporate income tax and to a 
variety of sales taxes, it is important to identify whether, and in what way, taxation of the 
financial intermediary often differs sharply from the standard situation.  This can happen 
either because the financial intermediary is subject to special rules or rates, or because the 
way in which the standard tax is applied has a distinct incidence on financial 
intermediaries because of characteristic ways in which their business differs structurally 
from that of non-financial businesses. 
 
For instance, the total value of payments made and received by a bank (credits and 
payment to customer accounts) is a large multiple of the total value-added of a bank.  
Furthermore, the value of payments bears no very stable relationship to the value-added 
or profits of a bank.  As with the value of goods carried by shipping or airline companies, 
a tax on such payments, even at a low rate, could not be regarded as an approximation to 
a value-added tax on other companies. The same would be true of taxes levied on 
securities market transactions. 
 
On the other hand gross interest, insurance premium income and fee receipts in a non-
inflationary environment could be of the same order of magnitude (perhaps twice) the 
value-added – not too far from the experience of many non-financial companies.  
However, in contrast to these, and unlike net interest, the gross interest is highly sensitive 







 


to the nominal level of wholesale interest rates and to expected inflation.  In a volatile 
inflationary environment, this too becomes a rather arbitrary tax base.  
 
The calculation of appropriate reserves against loan losses is an issue for the accounting 
of any company with receivables or other claims in its balance sheet.  But it looms much 
larger for financial intermediaries, where annual loan-losses even in good years can often 
be much larger than the profits earned.  Therefore the tax treatment of loan-loss 
provisioning is relatively much more important for financial intermediaries, in that the 
timing of very sizable tax payments can be at stake. 
  
Reflecting the inertial element in explicit taxation of finance are stamp and registration 
duties which have a long history in taxation (having been applied to the formal 
registration of legal documents including those recording transfers of property 
ownership) and which have their legacy in taxes on payments transaction and transactions 
in securities exchanges.  Modern tax systems depend to a large extent on approximations 
to a comprehensive income tax or expenditure tax.  Stamp duties are poor approximations 
of either concept. 
 
Withholding taxes on interest paid to depositors and other forms of special treatment of 
income received by the customers of financial intermediaries can also be distorting, 
especially when they apply at different rates to different categories of income (such as on 
local currency, and dollar-denominated deposits).2 
  
Reserve requirements & seigniorage 
The inflation tax and related taxes deserve a section by themselves because of their 
historical importance, the scale of potential revenue and the ease with which they can be 
collected. 
 
Requirements that banks should hold a certain fraction of their deposits in the form of 
liquid reserves whether in cash, at the central bank or at some analogous institution dates 
at least to the early part of the 19th century and represented initially a convenience to 
ensure the smooth completion of the daily clearing and to reduce the recourse of banks to 
central bank borrowing.   Unremunerated as reserves placed with the central bank often 
were (though they would not have had to be to meet the above-mentioned requirements), 
reserve requirements boosted net income of the central bank, which is usually passed to 
the fiscal authority as a dividend payment in due course and recognized as a non-tax 
revenue item in the budget.  In this way the banks were implicitly taxed and the budget 
relieved.  The fiscal element was at first not considered especially important, but it 
became so as bank margins narrowed, especially where nominal interest rates were rising.  
Some central banks responded by introducing remuneration on required reserves; others 
tolerated avoidance through substitution by banks of non-reservable categories of 
instrument. 
 


                                                 
2 Differential treatment of taxation of dividends of listed companies can also be seen as an implicit negative 
tax on the used of formal stock markets.   







 


Nowadays, reserve requirements are generally seen as an extension of the base of 
seigniorage, inasmuch as substitution of deposits for cash holdings had reduced the base 
of seigniorage as a tax. 
 
Secondary liquidity reserve requirements were also imposed in several countries, usually 
to be held in designated government securities, sometimes sold directly to the banks with 
off-market yields and as such embodying a fairly obvious implicit tax.  Such 
requirements have often also been imposed on insurance companies and other non-bank 
intermediaries.  These types of requirement thus shade into directed credit and interest 
ceiling arrangements. 
 
Directed credit and interest ceilings 
Control over where the loanable funds mobilized by the financial system will be applied 
is in principle a distinct motivation to that driving reserve and liquidity requirements, but 
it too has a clear fiscal dimension.  This kind of mechanism has been operated in nearly 
all countries over the years and takes many forms.  Sometimes there is a requirement to 
place a special deposit amounting to a specified proportion of the bank’s mobilized 
resources in the central bank or another public agency charged with onlending these to 
borrowers in preferred sectors.  Sometimes there is a requirement to lend a certain 
fraction of the bank’s resources to specified sectors, or failing that, to deposit an 
equivalent amount with a specialized bank that can do the lending.   Whether or not there 
is an explicit interest rate ceiling on these sectoral requirements, the diversion of funds 
has the effect of lowering the market-clearing rate for them and this will act as if there 
were a tax on the interest income from this part of the lending (partly compensated by a 
higher market-clearing rate on non-favored sectors.  Except where the government is the 
borrower, the benefit of this tax does not directly go to it, but it is appropriate to see the 
budget as a hidden beneficiary, in that, absent the directed credit, subsidization of the 
preferred borrowers would have to have been done through other means, including direct 
budgetary allocations. 
 
Systemwide interest rate ceilings, much rarer now than in the past, and capital controls 
having the effect of lowering local interest rates and this too can be seen as a tax affecting 
financial intermediation.  The government’s budget is almost always the largest single 
borrower, and as such the biggest direct beneficiary of system-wide interest ceilings and 
their equivalents. 
 
3.  The big reform ideas (flat tax) 


One general approach to financial sector taxation is to attempt a great simplification on 
the theory that low rates and a wide base with few exemptions is likely to generate 
relatively low distortions. This approach holds out the prospect not only of minimizing 
the incentive for complex schemes of financial engineering designed to avoid tax, but 
also of making such schemes relatively difficult to develop. 
 
The three main handles for taxation: income, expenditure and transactions, have each 
been the subject of prominent and extensively discussed grand and simple schemes.  
These are, (i) the proposition that capital income should not be taxed at all, (ii) the 







 


proposal that value-added by the financial services industry should be subject to a 
uniform tax and (iii) the idea that a tax on all financial transactions at a very low rate 
could generate very large revenues with negligible distortion.  We consider these one by 
one. 
 
Capital income – should it be taxed at all? 
The underlying basis for the argument that it might be optimal not to tax income from 
capital at all is the insight that this involves a form of double taxation on future 
consumption.  By shifting the perspective from the statutory base of the tax – capital 
income – to a variable more closely relevant to economic policy, namely utility based on 
household consumption, this economic analysis of capital taxation shows that a constant 
nominal or statutory tax rate on capital income implies an effective rate on consumption 
that may increase without bound for consumption far into the future.  Because future 
consumption depends on the reinvestment of after-tax capital income, the more remote is 
the date of future consumption, the higher the effective tax rate; and this effective tax rate 
may increase without bound.  Evidently, optimal tax policy can improve on a situation 
with infinitely high effective tax rates; accordingly, this reasoning points to the optimality 
of capital income taxation converging to zero (cf. Boadway and Keen, 2002). 
 
Many subtle qualifications can be made to the implicit models of utility, income and 
consumption underlying this analysis, and the precise prescription for zero taxation is not 
very robust, yet it retains some force and serves as an important counterweight to 
proposals for high rates of capital income taxation designed to achieve other goals.  One 
such goal is that of ensuring the socially optimal rate of national saving (since private 
markets cannot generally be relied upon to do this and may result in oversaving).  
Another is redistribution.  Yet even if households differ in their wage-earning capacity 
and tax policy is being used for redistributional goals, these can best be achieved by a tax 
on wage income alone – at least in simple models of intertemporal preferences.  Once 
again the use of capital income taxation would be suboptimal because of the compound 
interest effect. 
 
If income from capital is not to be taxed, then it might seem to follow that the income of 
financial intermediaries ought not to be taxed either.  But in practice some corporate 
income – perhaps a large portion – represents pure profit or economic rent.  Neglected in 
the models that generate the no-capital-income-tax result, pure profit may be taxed 
without distortion, and this argument is another important qualification.  Where financial 
markets are uncompetitive – and the scale economies that are involved in parts of finance 
make this relevant, especially in financially closed economies – this could be an 
empirically important factor.3 
 
A stronger line of attack on the zero capital income tax proposition comes from practical 
issues of enforcement and informational deficiencies. If capital income goes completely 


                                                 
3 Caminal (2002) explores the implications for tax incidence of market power in banking.  As he and others 
have noted, though, leaving banks with some untaxed economic rent (or franchise value as it tends to be 
called in the banking literature, can reduce the propensity, potentially strong among insured banks, to 
assume socially excessive risks (Stiglitz, 1994, Caprio and Summers, 1996). 







 


untaxed, this may provide an easy loophole for high earning households to camouflage 
their earnings by transforming or laundering them into capital income.  A tax on capital 
income may be an important practical expedient to close such loopholes.4  If so, 
withholding the tax at source, or taxing corporate income as a form of implicit 
withholding may further help to overcome the tax authorities’ informational disadvantage 
and administrative collection costs. 
 
The elegant simplicity of the theoretical argument against capital income tax thus 
ultimately fails, though it points to a need to justify such taxation – and the taxation of the 
income of financial and other companies – on grounds other than those of simple 
consistency with taxation of wage income. 
 
Taxing financial services: can a VAT work? 
About 70 per cent5 of the world’s population live in countries with a VAT and the tax is a 
key source of government revenue in more than 120 nations (Ebrill et al, 2001).  So if a 
VAT is the way forward for the bulk of (indirect) taxation on expenditure, to what extent 
should it be the model for financial services also? 
 
The first observation has to be that in practice, most financial services are “exempt” in 
virtually all countries employing a VAT.  This does not mean that these financial services 
wholly escape the VAT, as the status of “exempt” does not allow financial service 
providers to recover VAT paid by their taxable suppliers and built into the price of their 
inputs.  Indeed, taxable firms who use financial services as inputs cannot recover the 
VAT paid by the suppliers of financial service firms either, with the result that there is 
tax “cascading”.  But value which has been added by the exempt financial sector firms is 
not captured in the tax.  Whether aggregate tax receipts would increase or fall if the 
exemption were removed is an unresolved empirical issue (which depends not only on 
the degree to which financial services are used by tax-liable firms, but also on the 
different rates of VAT that may be in effect. 
 
The exemption of most financial services from VAT appears to be a historical inheritance 
without much political or economic rationale.  The main reason adduced is the practical 
difficulty of deciding how much credit taxable firms which use financial services would 
be entitled to claim, seeing that the charge for many financial services is an implicit one 
bundled with others in, for example, the spread between deposit and lending rates.  
Determining how much of the spread should be attributed to depositor services and how 
much to borrower services is not straightforward.  Thus it is not obvious how much credit 
each should receive for VAT already paid on inputs. 
 
Yet it is not impossible to devise simple rules of thumb which can provide a reasonable 
approximation.  Thus, for example, the cash flow method where VAT is paid on all net 


                                                 
4 Differentiating the rate of withholding tax as between income from high risk (equity) and low risk (debt, 
deposits) assets could help achieve progressivity even absent information on the income of the recipients, 
assuming diminishing risk aversion with wealth (Gordon, 2000). 
5 The largest countries, by population, without a VAT are India, United States, Iran, Ethiopia, Congo DR, 
Myanmar, Afghanistan, North Korea, Iraq and Malaysia. 







 


cash receipts (including capital amounts), could be adequate in a static environment.  
However, start-up problems and treatment of risk may not be adequately resolved by this 
method, and changing tax rates also presents difficulties for the approach. A variant of 
the cash-flow method, using suspense accounts and an accounting rate of interest to bring 
transactions at different dates to a common standard, could help ease the transition 
problems and has been shown to be workable by detailed pilot studies in the EU (Poddar, 
2002).   
 
The lack of any clear potential revenue gain, and fears about the practical complexity and 
possible hidden distortions or loopholes, have inhibited any significant move to bringing 
financial services into the VAT net.6  The resulting distortions are quite serious in some 
cases.  For one thing there is a clear incentive to self-supply inputs.  Second, there are 
distortions at the margin, with financial services such as factoring, which can represent a 
particularly effective form of lending to SMEs – low cost and low risk – severely tax-
disadvantaged by falling within the VAT net in many jurisdictions for which other forms 
of lending are exempt. 
 
The grand simplification offered by the VAT thus fails, not on theoretical grounds, but on 
the grounds on administrative and practical difficulties or uncertainties.  Nevertheless, it 
does point in the direction of what might be desirable for substitute indirect taxes. 
 
Transactions taxes: panacea or Pandora’s box? 
Because of their loose connection with consumption and utility, and their potential for 
generating significant distortions in the organization of production and distribution, 
transactions taxes (including trade taxes) have lost favor as a tool of general tax policy 
over the years relative to income and expenditure taxes.  But the vast scale of financial 
sector transactions has presented itself to some scholars and some governments as a 
convenient base for rapidly generating substantial revenue. 
 
There is a paradox here in that critics of transactions taxes point to the potentially 
seriously distortions that is causes, while advocates argue that, because of the large base, 
very sizable revenues can be realized with low nominal tax rates.  To the extent that the 
deadweight cost of a tax is often supposed to be proportional to the square of the tax rate, 
introducing a low-rate financial transactions tax in order to allow a reduction in the much 
higher rates of labor income or other taxes might be supposed to reduce total deadweight 
in the tax system as a whole. 
 
At the most extreme, a recent proposal suggests that what seems at first sight to be an 
administratively trivial and quantitatively tiny 0.15% rate of tax on all automated 
payments could raise enough revenue (in the United States) to replace the entire existing 
tax system (Feige, 2000).  Feige shows that existing automated payments amounted (in 
1996) to somewhere in the region of US$300-500 trillion, or of the order of 50 times the 
value of  GDP.  How, he asks, could anyone argue that a tax rate of 0.15%, even applied 


                                                 
6 Though a few countries have introduced substitute taxes based on applying a rate to the estimated value-
added of banks obtained by summing the wage and profits. 







 


to such a large base, be considered seriously distorting by comparison with the existing 
tax regime?   
 
Analysis of the payments that would be affected reveal that about 85% relate to financial 
transactions (purchase or sale of stocks, bonds, foreign exchange or other money 
changing transactions, etc.).  To a large extent, then, the initial burden of an universal 
payments tax would fall on the financial sector.   
 
Of course, if we proceed (as before with the capital income tax) to transform our 
perspective from the statutory or nominal base to the more economically relevant concept 
of consumption, we see that the average good or service in the typical consumption 
bundle must be ‘hit’ by the tax not once, but dozens of times, as it works its way through 
financing, design, production and distribution. 
 
Criticisms of this proposal fall into three main groups.   
 
First that the tax would not collect as much revenue due to the sizable elasticities 
involved.7  Financial sector transactions in particular would be arbitraged in such a way 
as to drastically reduce the number of recorded transactions. What are now sequences of 
linked transactions carried out for little more than book-keeping convenience at 
negligible cost would be collapsed into a single more complex transaction.  Portfolio 
readjustments would be made with reduced frequency without substantially altering 
expected return and risk.  Microeconomic studies of the precise mechanisms that are at 
work to generate gross transactions of such a high multiple of GDP in wholesale financial 
markets are not plentiful (but see Lyons, 2001, for the foreign exchange market) so that 
reliable estimates of these effects are not yet available.  Furthermore, the scope for 
avoiding such a tax through offshore financial transactions has to be taken seriously. 
 
The second main objection is that, even if the tax did collect the expected revenue, the 
distortion costs would not necessarily be any smaller than with the existing system.  This 
objection relies either on (a) the observation that the financial system would bear the 
main brunt, and as such that the tax would in fact be more concentrated, not less; or (b) 
the observation that, in terms of final consumption, the tax would effectively cascade to 
cumulative rates comparable to those observed at present. 
 
No country has seriously considered replacing its tax system with an universal payments 
tax, but there are numerous examples of partial transactions taxes, applying for example 
to bank debits or to securities transactions.8  Bank debit taxes introduced in half a dozen 
Latin American countries in the past 15 years or so in a bid to raise revenue have been 
                                                 
7 This consideration needs to be kept in mind by those who would see the proposal as socially progressive 
in that payments in which they are directly or indirectly involved likely represent a much higher multiple of 
the income of prosperous people than of the poor.  After all, if such a tax did not raise the hoped-for 
revenue, the consequence might have to be cutbacks in public services which disproportionately benefit the 
poor. 
8 Tobin taxes are much more focused and do not typically have revenue as the main objective, but instead 
are seen as corrective taxes intended to reduce volatile speculative capital flows.  They have generated an 
enormous literature and I am not going to add to that here. 







 


successful in that goal, at least for a while, with revenues ranging from about ½% of GDP 
to as much as 3½% in one case for one year.  It is fair to say that revenue from these 
taxes held up unexpectedly well over 3-4 years.  That revenue would fall off after the first 
year was predicted by many, and it did occur on average, though the effect did not prove 
to be statistically significant in regression of the available data.  Nevertheless, many of 
the schemes had to be adapted administratively in the course of their operation, to exempt 
some transactions that would otherwise have been too distorting (and probably also to 
capture others that had escaped the net). The distortions of these and of securities 
transactions taxes have been discussed in the literature: they certainly are distorting, yet 
applied in moderation, these transactions taxes have been less distorting than many 
observers expected (Kirilenko and Summers, 2002; Habermeier and Kirilenko, 2002). 
 
Thus, despite expectations that they would not only distort financial markets and drive 
out capital, but would quickly lose their revenue-raising ability, such transactions taxes 
have been surprisingly resilient.  But they are far from being a panacea, and indeed have 
little to recommend them beyond  their ability to deliver revenue speedily and with low 
direct administrative costs. 
 
4.   Corrective taxes 


It is not just taxation that distorts financial markets.  Information deficiencies, monopoly 
power and other factors push most financial markets away from the ideal of the atomistic 
market with fully informed participants competing on a level basis.  Under these 
circumstances, the non-revenue side-effects of taxes and tax-like measures can be turned 
to advantage and form part of the corrective policy structure in this area. 
 
Indeed, many measures of this type may have regulation and market efficiency as their 
primary objective, with revenue seen as a side-effect.9  But as we will see, the 
effectiveness of many such measures in their supposedly corrective role has been 
challenged and remains controversial. 
 
Deposit insurance: supposedly helps stability, but maybe outweighed by the induced 
moral hazard 
The most complex and contentious of these debated corrective quasi-taxes is deposit 
insurance.  
 
That it is a tax is fairly clear from the contributions or levies that are generally imposed 
on participating banks, especially given that these are typically compulsory and that the 
rate of tax usually bears at best an imperfect relation to the “fair premium”. 
  
Indeed, the anticipated gross revenue from the levy is typically small and in many cases 
is calculated to be insufficient to cover even the expected pay-out costs as calculated 
using option-pricing formulae (Laeven, 2002).  Furthermore the probability distribution 
of new payout costs is severely skewed: systemic banking crises entailing fiscal costs of 


                                                 
9 Not always explicitly accounted for, as when unremunerated reserve requirements augment the central 
banks net revenue but are nowhere accounted for explicitly as a revenue source. 







 


up to 50% of a year’s GDP are never matched by a corresponding deposit insurance fund 
accumulation in lucky, crisis-free, countries.10 
 
For many advocates, the perceived corrective role of deposit insurance is essentially one 
of reducing the likelihood of a depositor panic.  By protecting depositors against the risk 
that their deposits will be unpaid if a bank proves to be insolvent, it is hoped that a self-
fulfilling panic, including contagion to other banks triggered by the insolvency of one 
bank can be avoided.11  On the other hand, by lowering the vigilance of potentially 
informed depositors, the moral hazard of heightened risk-taking by the bankers, 
unpunished by market discipline, could in theory result in heightened risk to the system 
as a whole. 
 
Although early deposit insurance schemes entailed a uniform insurance premium per 
dollar of deposit, there have been moves in several countries to differentiate the rate of 
premium in accordance with some measure of the perceived riskiness of the participating 
bank’s portfolio.  This dimension of such taxes is designed to reduce the moral hazard 
potential  but it depends to some extent on the information available to the deposit insurer 
as to the accuracy of the ex ante risk assessment (Honohan and Stiglitz, 2001).  About a 
quarter of schemes have some risk-differentiation, but the differentials are small and are 
not always systematically imposed (Demirgu ç-Kunt and Tobaci, 2001).12 
 
Econometric estimates of how financial system performance varies across countries with 
the existence and characteristics of deposit insurance systems suggest that, in countries 
whose socio-political institutions are generally rated as strong need not fear that the 
moral hazard side-effect will outweigh other beneficial effects.  Although deposit 
insurance weakens market discipline even in such countries, the effects seem to be offset 
by better official oversight.  However, for countries with less well-developed institutions 
(along the dimensions of rule of law, governance and corruption), the establishment of a 
formal deposit insurance scheme13 does appear to present a heightened risk of crisis 
(Demirgu ç-Kunt and Detragiache, 2000; Demirgu ç-Kunt and Kane, 2002) and does not 
even promote deposit growth (Cull, Senbet and Sorge, 2000).  Having risk-based deposit 
insurance premia does not appear to mitigate the systemic risk, so that the potential for 
introducing a corrective structure of the deposit insurance tax may be limited. 
 


                                                 
10 Even the relatively much smaller fiscal costs of the US banking crises of the 1980s were more than 
enough to empty the insurance funds. 
11 Protection of the small depositor is another goal.  This is quite a distinct role, of course, as runs by small 
depositors only do not threaten systemic liquidity.  
12 Some examples: the US premia currently vary according to two criteria, capitalization and supervisory 
assessment, from zero (for a well-capitalized bank that is highly rated by the supervisors) to 0.27 per cent 
of deposits (for an undercapitalized bank which is seen by supervisors as posing a substantial probability of 
loss to the insurer unless corrective action is taken).  Argentina charges a basic rate of  0.36 per cent which 
may be doubled for banks which are paying high interest rates for deposits [check].  Cameroon and other 
francophone African countries impose 0.15 per cent plus 0.5 per cent of net non-performing loans.  Other 
risk-based formulations, including ex post assessments are levied in other countries. 
13 This, despite the consideration that a degree of implicit protection may be assumed by depositors even 
when no formal scheme exists. 







 


Deposit insurance, with or without risk-based premia, may not be a very effective 
corrective mechanism.  It clearly needs to be supplemented in this role by strong 
administrative or other controls, including supervision of minimum capitalization ratios  
(Brock, 2002).  And it may interact with other taxes.  For instance, a tax on bank gross 
receipts (such as has been employed in several countries) will reduce the expected after-
tax return to a risky investment, though Brock shows that there would be some offset to 
this inasmuch as the government (deposit insurer) is coinsuring the risk to a greater extent 
in the presence of such a tax.  On the other hand, he also shows that a marginal reserve 
requirement (see below) could be more likely to reduce the moral hazard effect on bank 
risk-taking behavior.  All in all, though, the uncertain strength and reliability of such 
effects argue for blunter and more reliable instruments in restraining bank risk-taking, a 
matter which lies beyond the scope of the present exercise. 


 
Provisioning and capital adequacy 
The amount of loan-loss provisioning which is allowable to banks as a deduction against 
income for tax purposes can be a very significant factor in arriving at the net tax liability, 
-- often sufficient to shelter the entire tax bill.  By the same token, this can be a matter of 
considerable revenue significance for the authorities.  But it has long been acknowledge 
that there is a potential corrective role for the treatment of loan-loss provisions.  This 
argument hinges on the arbitrariness which inevitably exists in arriving at a reasonable 
provision that would result in the banks’ accounts representing a true and fair picture of 
the business.  If the fiscal rules have the effect of biasing company accounting, this could 
be damaging for the transparency of the financial system and for good decisions on risk 
management.  Recent accounting scandals have focused attention on the difficulty of 
seeing through valuation procedures used in non-financial company reporting procedures 
and bank accounts can be arguably even less clearcut especially in times of economic 
turbulence or change.   
 
To the extent that equity capital represents a cushion protecting depositors and other 
claimants against the consequences of a decline in the value of the bank’s loan portfolio 
and other assets, the equity holders (and the directors to the extent that they are acting as 
the equity holders’ agents) of a lightly capitalized bank at risk of failure will have an 
incentive to minimize the amount of capital which they have truly at risk (thereby 
transferring risk to other claimants), provided they can do this without inducing an 
increase in the required return on their other liabilities.  If the fiscal authority disallows 
the deductibility of reasonable loan-loss provisions, that reinforces the incentive to 
understate provisions and thereby to overstate capital, potentially misleading regulators 
and the market.   
 
On the other hand, a well-capitalized bank may be more attracted by the advantages of 
advancing tax deductibility, and may use the range of uncertainty  to increase loan-loss 
provisioning thereby reducing revenue.   
 
Balancing the pressures of revenue needs with the risk of losing transparency is thus a 
constant tug-of-war and different countries adopt different rules (Laurin et al., 2002; 
Sunley, 2002). A move away from mechanical rules (such as disallowing general 







 


provisions but allowing specific provisions) towards a more realistic, forward-looking 
accounting that allows predictable but not yet identified losses to be adequately 
provisioned, so long as these are accepted by the institutional regulator, would seem to be 
the preferred goal here. 


 
Promoting Saving   
A very widespread explicit goal of corrective tax measures affecting the financial sector 
is the promotion of saving.  The goal is driven partly by fiscal needs, in an attempt to ease 
the financing of government deficits, partly by a perception (colored by an earlier 
generation of macroeconomic theories and, because of new research findings, no longer 
generally accepted by economists) that aggregate economic growth is, in the long-run, 
driven by national saving and partly by a desire to ensure that households do not 
undersave. 
  
In practice, such measures tend not to affect all savings media equally, hence their 
sometimes substantial impact on the structure and performance of the financial system, 
which, in certain cases at least, can far outweigh the net impact of the policy on the goal 
of increasing household saving (OECD, 1994, Honohan, 1997, Jappelli-Pistaferri, 2002). 
 
For practical reasons, measures that operate by modifying income tax schedules tend to 
be relevant only in middle-income countries, or at least in countries which have achieved 
a certain minimum level of the effectiveness of the income tax system. 
 
Other dimensions of corrective financial taxation 
In other cases, supposedly corrective financial sector taxation comes more in the form of 
a vague and unthinking encouragement of what are seen as social “goods”.  This is not 
unique to the financial sector: finance ministers are typically bombarded with proposals 
to exempt from taxation items or activities thought to be meritorious.  Except where tax 
relief appears to be the most effective way of correcting some market distortion that is 
resulting in an undersupply of the item or activity in question, the ministers are usually 
advised to resist such special pleading.  But lobbying of this type does appear to be 
notably successful in finance.  For example, consistent with the observation that most 
countries feel that their financial system is unduly bank-dominated, there is constant 
advocacy of tax concessions targeted at companies with a stock exchange listing.  This is 
at best a crude instrument, especially if the underlying reason for the underdevelopment 
of the stock exchange lies in an insufficiently developed information and legal 
infrastructure, as is often the case. Much better to direct policy attention to correcting 
these infrastructural deficiencies. 
 
Another much used quasi-tax often thought of as, in a sense, corrective, is the 
unremunerated reserve requirement.  The sense in which this might have been thought of 
as corrective is that it provides a lever on which monetary policy can operate.  Actually, 
as is now acknowledged by authorities on monetary policy, the perceived need for 
unremunerated reserve requirements was based on a misconception. Monetary policy 
does not require unremunerated reserve requirements or any other quasi-tax for its 
effectiveness. (cf. Brock, 2002) 







 


 
5.  Vulnerability to arbitrage and inflation-proneness 


If there are two key features of the financial sector which distinguish it from other sectors 
when it comes to designing taxation, these must surely be the system’s capacity for 
arbitrage and its sensitivity to inflation and thus to non-indexed taxes.   
 


The system’s capacity for arbitrage 
Whether mainly flat or mainly corrective, the impact in practice of most financial sector 
taxes depends crucially on the extent to which they have been constructed in such a way 
as to be insulated from the high elasticities that prevail in the sector.  Arbitrage between 
functionally equivalent contracts or institutional forms bedevils tax design in this area. 
 
Incidence-shifting of bank taxes 
Because of substitutability and the possibility of arbitrage and near-arbitrage, the full 
incidence of taxation imposed on one component of the intermediation process (deposits, 
loans, intermediary profits), may very well be fully shifted to another component.  
Ramon Caminal has recently developed a formal model of intermediation, taking account 
of the provision of liquidity as well as intermediation services by banks in order to 
examine the influence of various bank taxes on volumes and cost of intermediation, those 
provided to depositors by banks.  Several striking results are obtained.  For instance, the 
ability of at least some borrowers to substitute alternative sources of funding implies a 
tendency for the imposition of a VAT on banking services to be passed back to 
depositors.14  Furthermore, the conditions under which a tax on bank loans falls not on 
the cost of funds, but instead on the return to bank shareholders are also plausible, 
including a range of assumptions on competitive conditions.  (However, if regulatory 
capital requirements are likely to be binding in the sense that banks hold more capital 
than they would freely choose to, a tax on banks’ profits may in contrast fall wholly on 
lending interest rates).  In contrast to general models of production, then, plausible 
modeling of the degree of substitutability in banking involves such high elasticities that 
predicting the incidence of a tax to fall wholly on a class of agents not directly the subject 
of the taxation can be plausibly predicted.    On the other hand, recognizing that the 
services provided to savers by investment funds may be highly substitutable for some of 
the services obtained from bank deposits, Caminal has also shown how, under reasonable 
circumstances, the presence of untaxed investment funds implies that taxation of deposits 
will affect only the monitoring and transaction service provision by banks, and not the 
provision of liquidity.  
 
These contrasting cases suggest the heightened risks involved in imposing taxes under the 
assumption that the taxpayer who is liable will be the one incurring the incidence of the 
tax.  Just what the incidence will be can be worked out in theoretical cases (to a greater 
extent than is the case for taxes on non-financial sectors), though the task of matching 
these theoretical cases to the real world is a striking challenge for the empirical policy 


                                                 
14 At least under the plausible assumption that the marginal borrower is VAT-liable while they marginal 
depositor is not (cf. Caminal, 2002).  







 


analyst given the difficulty of estimating many of the relevant behavioral relationships, as 
is evident from their relative absence from the literature, even for industrial countries.  
 
Along with the shifted incidence can be a very large behavioral effect.  This may not be 
socially costly in equilibrium (if the substitute truly is functionally equivalent) but short-
term disruption and costly incurring of new sunk capital to support the substitute activity 
could be quite severe.   
 
New financial instruments 
At the heart of financial innovation is, in the words of Boadway and Keen (2002), the 
creation of new instruments by repackaging the cash-flows generated by others.  
Arbitrage is here the mechanism, not just an outcome.  The reasons for this repackaging 
are manifold – to better align the instruments with the liquidity and maturity preferences 
of different classes of investors, to shift particular risks between investors who have 
different appetites for them, whether based on information or on correlations with the 
remainder of their portfolio.  If the rebundled instruments are differently treated by 
taxation, this can block the repackaging and inhibit the risk-sharing that is involved.15 
Furthermore, of course, differential tax treatment (for example of debt and equity, or of 
income and capital) can be a powerful driver of innovation designed for no better reason 
than to repackage cash flows into a less heavily taxed form.   
 
Boadway and Keen note that many of these issues have been dealt with on a piecemeal 
and ad hoc way by tax authorities in advanced economies.  Theoreticians have been 
exploring ways of rationalizing the taxation of new financial instruments, both by 
devising  unambiguous decompositions of the instruments into fundamental components, 
and by determining the timing (accrual versus realization) at which the taxable amounts 
are crystallized.  But no general agreement among theoreticians, let alone practitioners in 
advanced economies, has yet emerged.  This rules out, for the present, the possibility of 
developing country tax authorities’ piggy-backing on a pre-packaged solution.  Indeed, 
for market participants, the tax situation is even less satisfactory in developing countries 
where the likely tax treatment of new instruments is often undetermined or disputed. 
 
Sensitivity to inflation 
Although inflation has pervasive effects throughout the economy and in particular has 
been shown to be negatively correlated with growth, at least for sufficiently high rates, it 
is evident that banking and other parts of the financial sector which extensively employ 
nominal financial contracts can be more directly and deeply affected than most.  High 
and variable rates of inflation induce significant substitution away from non-interest-
bearing monetary assets in favor of assets offering higher real returns and inflation 
hedges.  This can, on the one hand, shrink the size of the banking system’s 
intermediation.  But, on the other hand, the financial system’s capacity to provide the 
instruments to insulate economic agents from the inflation will tend to expand this side of 
its activities.  Indeed, empirically, the balance-sheet size of the banking system is found 


                                                 
15 For example, the existence of withholding taxes on gross interest receipts can stifle the market in interest 
rate swaps. 







 


to shrink with inflation, whereas inflation is found to be positively associated with 
profitability and the value-added of the banking system (Honohan, 2002).   
 
Inflation also has a strong influence on the government’s finances, and, the term 
“inflation tax” is well chosen, even though there is no perfect correspondence between 
the implicit inflation tax rate as measured by the opportunity cost of holding interest-free 
base money (which will be related to the expected inflation rate), and the flow of 
financing to the budget from money creation (Honohan, 1996). 
 
The interaction between inflation and a non-indexed tax system can have sizable and 
unexpected effects even in a country with single digit inflation (Feldstein, 1983, 1999).  
As inflation increases, the double distortions of inflation and taxation can be 
multiplicative rather than additive, with severe consequences.  For financial sector firms, 
the impact of inflation on the scale and activity of financial services firms needs to be 
considered alongside its impact on their tax-inclusive cost structures.  The effective tax 
rate of several commonly employed financial sector taxes, such as taxes on gross interest 
receipts of banks, or unremunerated reserve requirements rise almost in proportion to the 
rate of inflation.  And in the case of nominal interest rate ceilings the effective rate of tax 
rises more than in proportion to the rate of inflation.  Given that inflation rates can be 
high, volatile and unplanned, this degree of sensitivity to inflation in the effective rate of 
tax is generally quite undesirable (Honohan, 2002).  
 
6.  Calibrating different types of tax 


Where these defensive aspects have been neglected, poorly constructed tax systems  – 
whether the consequence of a drive for revenue, or of misdirected sophistication – have 
often had sizable unexpected side-effects.   
 
Part of the problem in many difficult cases has been that the financial sector taxes and 
implicit or quasi-taxes have not been seen for what they are.  Thus very high effective tax 
rates have emerged in cases where legislators would not have conceived of imposing 
comparable nominal tax rates. 
 
On the other hand, lobbyists are prone to finding ways of exaggerating the tax burden on 
financial intermediaries by adding-up taxes which touch the sector only slightly and 
expressing these as a percentage of the sector’s profits.   
 
Is there some simple way of approximating the burden of a given tax, or better the impact 
of reform in a particular tax?  This section looks at how this question might be addressed 
in respect of the main types of tax or quasi-tax which most often raise such questions. 
 
The relevant taxes include: (i) unremunerated reserve requirements (ii) tax on 
intermediary interest receipts; (iii) withholding tax on interest payments by 
intermediaries; (iv) stamp tax on bank debits; (v) stamp tax on bank loans.   
 
One practical approach to calibrating these taxes and judging their appropriateness is to 
map each tax into its closest non-financial analog.  Thus one decides whether the tax is 







 


more nearly an income or a sales tax. If an income tax, is it more a tax on the 
intermediary’s shareholders or on the intermediary’s fund-providing customers?  If a 
sales tax, what is the product that is being taxed and what is its net-of-tax price? 
 
As with most issues of incidence, these questions cannot always easily be answered.  
Nevertheless, even an approximate answer can clarify the issues significantly.  
 
Market power and substitution possibilities are central.  In many countries, the market 
power of banks is being eroded, both by international competition for depositor services 
and from alternative sources of industrial funding as well as by liberalization of entry.  
Taxes and quasi-taxes that might hitherto have been assumed to fall on the shareholders 
of banks in a manner analogous to an income tax may now be more likely to be passed on 
to those customers who have few alternatives, notably small borrowers whose 
creditworthiness is costly to determine.  (Caminal, 2002, models these issues in some 
detail and Cardoso, 2002, presents interesting evidence that pass-through has been very 
high in Brazil). 
 
Under such conditions, the taxes described fall into three groups: those that are best seen 
as a tax on lending services, those on transactions services and income taxes on suppliers 
of funds.   
 
Both unremunerated reserve requirements imposed on banks and special taxes on interest 
receipts of banks are best seen (under these circumstances) as similar to sales taxes on the 
provision of lending services (e.g. credit appraisal and monitoring) to small borrowers.  
The effective tax rate can be approximated by comparing the tax paid (or, in the case of 
unremunerated reserve requirements,16 the opportunity cost of the reserved funds) per 
dollar lent to the net of tax cost of the service.  High effective tax rates often result.  
Official estimates for Brazil in 2001can be read, in this perspective as implying an 85% 
effective tax rate on average for lending (Cardoso, 2002).  Furthermore, because the tax 
base – the cost of intermediation services – is not sensitive to the nominal rate of interest, 
whereas the tax paid is, the resulting effective rate can be very sensitive to the nominal 
rate of interest and thus to the rate of inflation (Honohan, 2002).   
 
The stamp duty on bank loans, typically proportional to the loan size but not to its 
maturity, can be analyzed in much the same way as we will see in the next section.  In 
this case the effective tax rate may increase sharply as maturities shorten, allowing the 
methodology to reveal the obvious technical deficiency in such a tax.17 
 
Transactions taxes and the stamp tax on cheques likely fall mainly on the user of the 
transactions involved.  The relevant tax rate is thus computed as if it were a sales tax on 
the relevant service.   


                                                 
16 Or reserves remunerated below market rate. A very simple break-even calculation implies that an 
addition of ?  to the loan interest rate will be required to recover an interest penalty of f  applied to reserve 
requirements of ?  where ? = f  ? /(1- ? ).   
17 In Egypt, the application of a constant stamp tax independent of loan maturity hampered the development 
of short-term bridging finance. 







 


 
Judging the appropriate treatment of the withholding of income tax on deposit interest 
requires careful consideration of the effectiveness of the remainder of income tax.  If 
income tax on the revenue from competing capital assets is collected effectively, then the 
fact that tax due on deposit interest is withheld at source can best be thought of as chiefly 
an administrative convenience, rather than as an additional imposition affecting the 
withholding intermediaries and their other customers.  The empirical judgment here will 
often depend crucially on the degree of international capital mobility (cf. Huizinga and 
Nicodeme, 2001)  
 
7.  The Chilean stamp tax and its impact on the credit market (prepared with the 
assistance of Veronica Mies) 


The stamp tax imposed on credit operations is the most distinctive feature of the tax 
arrangements affecting the financial sector in Chile.18  “Easily raised, widely diffused, 
pressing little on any particular class, especially the lower orders of society, and 
producing a revenue safely and expeditiously collected at a small expense” – that was 
British Prime Minister Pitt’s assessment of the stamp tax in 1797, and accordingly he 
doubled its rate.  Given what we have stated about different types of financial sector tax, 
are these appropriate sentiments to apply also to the controversial Chilean stamp tax 
today? 
 
Nature of the stamp tax 
There are three main elements to the stamp tax as it applies to the financial sector of 
which the element applied to credit is the most onerous and the one whose potential 
impact on the efficient functioning of the financial system most deserves scrutiny.   
 
The other two elements are a fixed tax of C$132 on checks and other payments 
instruments and a tax on protested checks at 1 per cent of the face value.  
 
Tax on check-type payment instruments 
The tax on checks is negligible for large payments but would have a material effect on 
the use of checks for small transactions.  However, the C$132 (equivalent at the time of 
writing to US$0.188) may be compared to the gross hourly wage of the average industrial 
worker, which is currently about C$1227.  
 
If we assume that the typical (marginal) bank processing charge per check of between 
C$120 and C$135 for retail customers represents an approximation to the value-added 
involved in making a cheque payment, then a good way of thinking about the wedge 
created by the tax is as a VAT-rate equivalent, in this case about 100% -- well above the 
standard rate of VAT in Chile, which of course does not apply to most financial 


                                                 
18 The more famous and widely discussed tax on capital inflows will not be treated here. Recalling the 
discussion above of the tax aspects of deposit insurance, it is worth noting that Chile’s deposit insurance 
system is distinctive in that, unusually, it does not involve a levy on banks.  There is no fund and payout 
would be financed by the fiscal authority.  (Demand deposits are covered in an unlimited amount, time 
deposits to an amount equivalent to about 9 months’ mean per capita income. 







 


services.19 There are untaxed substitutes for checks, including the use of credit cards for 
payment and these also have a low unit processing cost for the banks, with the result that 
their net price is quite low. 
 
Tax revenue from the stamp tax on checks in the latest year was C$44.4 billion. 
 
Tax on protested checks 
The rationale for the protested check tax is not very clear as the revenue from this cannot 
be very high (indeed in 2001 it was just C$7.4 billion).  Perhaps it is an attempt to 
discourage the use of post-dated checks as a credit instrument evading the stamp tax on 
credit instruments.  Indeed, it is understood that post-dated checks, used in many 
countries to strengthen the position of the creditor (because of the potential application of 
criminal sanctions) where enforcement of standard credit instruments is problematic, are 
not used for this purpose in Chile where the practice is instead to pay a check whenever 
presented provided only it is before the check’s expiry date.   
 
Tax on credit instruments 
Coming now to the stamp tax on credit instruments, which was introduced in 1980, three 
main features are worth noting.   
 
First, the tax is very comprehensive, covering not only bank loans but all loan operations 
of financial institutions, including credit cards from banks and commercial stores.20  The 
main exemption noted is in respect of renegotiation of outstanding or delayed mortgage 
loans used for the acquisition, remodeling and construction of a house or apartment, 
granted to natural persons for up to 3000 UF (equivalent to about C$50,000, or about 
US$700).21  However, during the first half of 2002 this did not apply to loans secured 
offshore, inasmuch as the obligation to pay the tax falls on domestic providers of credit 
and not on borrowers (and there is a proposal to restore this particular exemption on a 
permanent basis. 


 
Second, the tax is not imposed on the interest paid but on the capital sum.  As compared 
with an interest or value-added base tax, this has implications for the relative burden on 


                                                 
19 Fixed-rate stamp duties on checks have a long history in British taxation, and still exist in countries 
following that tradition (though not in the UK itself).  The rate per check in Ireland at present is less than 
half of that in Chile.  
20 Among the most important types of document subject to this tax are: “bills of exchange, drafts, 
promissory notes, simple or documentary loans and any other document containing a credit or money 
operation. Also included are the transfer of invoices or receivables in collection to banks and financial 
institutions; the delivery of interest-bearing currency, except when the depository is a Bank; currency 
mutuums (consumption loans); loans and other currency credit operations performed with bills or 
promissory notes by banks and financial institutions registered in the Central Bank of Chile in case of 
foreign operations, and drafts discounted at banks; bank loans granted in a special account, with or without 
documentary collateral; and issued bonds and debentures of any nature”. 
21 For larger loans, the tax is applied on the amount in excess of 3000 UF. The UF is used as a unit of 
account for financial transactions. It is calculated on the 10th day of each month by a linear amount each 
day. Thus, by the 9th day of the next month it will have increased in value by as much as the CPI had two 
months before. 1 UF (13 June 2002)=CH$16.345. 







 


borrowers of different degrees of credit-worthiness and also on intertemporal stability of 
the effective tax rate.  We return to this point below. 
 
Third, the tax applies only to the first 12 months’ maturity of the loan.  Specifically, the 
tax is imposed at a rate22 of 0.134% of the nominal value of the loan per month up to 12 
months.  For maturities in excess of 12 months, the total rate of tax is 1.608% (equivalent 
to 12 months at the monthly rate).  Thus, operations of terms under one year are imposed 
a proportionally larger tax than are medium-to-long-term operations.  
 
In the case of sight or overdraft accounts, or in general credit with no specified maturity 
date, the rate imposed is 0.67% (or 5 months’ equivalent of the monthly rate). In any 
case, the maximum tax rate applicable with respect to the same principal does not exceed 
1.608%.23 
 
Comparing with an interest or value-added based tax 
Overall level 
In judging whether or not the annual rate of 1.608% on the capital value of short-term 
loans should be considered as high, we may compare it with alternative forms of tax on 
lending.  For example, a gross receipts tax (g.r.t.), such as the “business tax” in effect in 
China (conveniently chosen as next in alphabetical order to Chile) imposed at a fixed 
percentage rate on the interest received by the lender is observed in several countries.  
The equivalent rate of gross receipts tax to the stamp tax rate of 1.608% depends, of 
course, on the lending rate of interest.  Chile’s mean nominal rate of interest on loans as 
calculated from the monthly data in IFS  for the period 1993-mid-2002 was 14.37%.  In 
order to generate the same revenue on average as the stamp tax, a g.r.t. would have had to 
be imposed at the rate of 11.19% over the period (the figure corresponding to the old 
stamp tax rate of 1.2% would be 8.35%).  This may be compared with the much criticized 
rate of 8% in effect in China (until 2001: now 7%). 
 
If we take the interest spread from IFS as a first indication of value-added in lending24, 
we can also compute the stamp tax on short-term loans as a percentage of these 
approximation to value-added.  Thus, using the average spread of lending rate over 
money-market rate 2000-2002 of 4.66%, we calculate that the 1.608% stamp tax comes 
out at 34.5%, again rather high as a rate of VAT.  Furthermore, account needs to be taken 
of the fact that banks are not VAT-registered and as such cannot deduct VAT on inputs.  
The total effective rate of VAT on lending-related activities is therefore higher by the 
amount that would otherwise be deductible.  
 


                                                 
22 The rate of tax was constant at 0.1% per month up to January 2002 when the current rate of 0.134% was 
introduced. 
23 To determine the maximum amount, the tax amount actually paid over the original operation and 
successive renewals or extensions is taken into account, with certain protections to ensure that such 
renewals or extensions are genuine and do not represent a new loan. 
24 Actually, taking IFS rates is not ideal here.  They are representative rates, but not necessarily close to 
average rates.  On the other hand, using net interest margins, which are averages, from bank annual 
accounts, will not necessarily correspond exactly to value-added in the lending business either, given the 
other bundled services that are involved. 







 


Of course for higher risk lending operations and that involve a higher spread than those 
reflected in IFS, the equivalent rate of VAT would be lower.  Likewise for longer 
maturity loans, with the effective rates of tax halving for 2-year loans, and halving again 
for 4-year loans etc. 
 
A favorable consequence of anchoring the rate to the capital value of the loan and not to 
the interest rate is that it helps insulate the effective rate of tax from surges in nominal 
interest rates, such as can occur in times of high inflation, or when there is a currency or 
other confidence scare.  Chilean nominal interest rates have experienced very sharp 
spikes in recent years (Figures 1, 2).  Use of a g.r.t. model would have resulted in highly 
volatile effective tax rates on value-added, as shown in Figure 3, which compares the 
equivalent VAT rate of a constant g.r.t. rate of 7.13 up to January 2002 (sufficient to raise 
the same revenue in that period as the 1.2 per cent stamp tax then in effect) and of 
11.19% thereafter, with the equivalent VAT rate of the actual stamp taxes in effect.  In 
each case the value added is taken as a 8-quarter moving average of the spread between 
lending and (wholesale) deposit rates as quoted in IFS.  We see immediately that the 
equivalent rate of VAT is much more volatile for the g.r.t.    
 
A final important point is that the tax is more or less neutral with respect to currency of 
denomination.  Applying the same rate of g.r.t. to domestic currency and foreign currency 
loans would have worked out at a much lower VAT-equivalent rate for the foreign 
currency loans, given that foreign currency (US dollar) lending rates have been 
consistently much lower than local currency (about half: 7.9 per cent compared with 16.8 
on average during the period 1993-2002, cf. Figure 1). 
 
Defensive aspects 
Inflation proofing.  Although low and declining in the past decade or more, inflation rates 
of between 20 and 30 per cent per annum were frequently observed in Chile during the 
1980s and of course there was an episode of very high inflation in the mid-1970s.  It is 
not altogether irrelevant then to look at the degree of inflation proofing built into the 
stamp tax, given the view expressed above defensive inflation-proofing should be one of 
the central goals of financial sector tax policy design.  Two measures which have been 
proposed to capture the degree of indexation of a financial sector tax are (i) the increase 
in the tax, expressed as a proportion of the relevant value-added, as inflation increased 
from zero to 10 per cent and (ii) the limiting elasticity of this effective tax rate as 
inflation tends to infinity (Honohan, 2002).  In fact, the stamp tax is almost fully 
inflation-proof, with a value of each measure of indexation close, if not equal, to the 
“perfect score” of zero.  In contrast, then to some similar financial sector taxes, including 
the g.r.t., which can be very sensitive to inflation in a damaging way, the stamp tax is 
well-insulated from inflation. 
 
The second defensive requirement which we have stressed is that care should be taken to 
avoid the tax being arbitraged on a large scale through the use of parallel and equivalent 
financial channels.  On this one needs to have a fair amount of market information, but it 
seems that there are no obvious loopholes in the domestic financial system for avoiding 
the stamp tax, which is not, for example, confined to a narrowly specified range of credit 







 


providers.  There is the possibility of offshore finance being employed for this purpose, 
but how practical this is for most borrowers is unclear. 
 
Likely impact of the tax 
So what is the likely impact of the stamp tax?  Where its incidence likely to fall and 
which markets will be most affected.  The model of Caminal (2002) provides some 
answers.  Under separability and competitiveness assumptions which he presents as a 
benchmark case, a tax on bank loans is mainly absorbed by the borrowers.  Gross loan 
rates are increased by the amount of the tax, which induces some borrowers to switch to 
untaxed sources of funding (for example offshore and equities).  Bank monitoring 
decreases, possibly imposing externalities on securities markets or other providers of 
funds.  Bank deposits are unaltered with the implication that the banks switch a portion of 
their asset portfolio into untaxed investments. 
 
The assumption of perfectly competitive banking may not be considered fully realistic.  
Interestingly, Caminal shows that this makes no difference to the cut-off point for the 
quality of projects that will be funded by bank loans.  The tax will lower the cut-off point 
to exactly the same extent as in the competitive position.  However, in the case of a 
monopoly bank, the gross interest rate charged to any borrower is unaffected by the tax.  
Only those borrowers who are newly shut-out of borrowing by the tax feel any effect.  
The tax paid in respect of other borrowers simply acts to reduce bank profits.   
 
As to which of these cases most reflects Chilean empirical realities, perhaps we can find 
some indication in the movement of interest rates around the time of the doubling of the 
stamp tax in early 2002.  Actually,  the amplitude of interest rate movements, real and 
nominal, during the past several years, and indeed even in 2001-2, is more than double 
the increase in the tax rate of about 40 basis points (for a one-year loan).  This makes it 
unlikely that a very evident change will be detectable in the data on interest rates. Tables 
4 and 5 show the relevant interest rate movements.   
 
To interpret these data we need to know that the stamp tax is not paid by the bank but 
separately invoiced to the borrower.25  Even though not thought of by borrowers as part 
of the interest to be paid, equilibrium behavior will naturally take account of the level of 
the tax.  If the monopolistic assumption held, then (according to the theory) the interest 
rate charged would have fallen by the amount of the tax (inasmuch as the stamp duty is 
payable by the borrower).  If the competitive assumption held no change in the interest 
rate would have been observed.  In fact, the local currency spreads dip in the period 
January to March 2002, consistent with the monopolistic model.  (The subsequent rise in 
spreads might be attributable to some other factor, but we know of no econometric model 
of the determination of interest rate spreads in Chile that fits well enough to help either 
confirm or deny this effect).  The dollar rates do not show the same evidence of a fall in 
the first quarter of 2002.  (Indeed there are some indications of the opposite effect, with 
an upward tendency in the spreads, at least from February).  A degree of monopoly in the 
local currency loan market, with greater competition in the foreign exchange loan market 


                                                 
25 It is paid by the borrower before a public notary when the related deed is being signed. 







 


would be consistent with the observed pattern, as well as with common sense, though this 
is not, of course, clear evidence. 
 
The scorecard on Chile’s stamp tax on credit is thus mixed.  It’s good on the defensive 
aims of inflation-proofing and being free from severe arbitrage.  Not so good on the 
arbitrary bias towards longer term credits, except to the slight extent that that bias may 
(with the damaging short-termism of Korean finance in the run-up to the 1997-8 crisis in 
mind) be considered corrective.  The overall rate is rather high (perhaps the equivalent of 
double the standard 18 per cent) and even if the incidence is partly on bank profits, that 
does not detract from the fact that it surely discourages loan financing at the margin.26  
 
Possible additional impact of reserve requirements 
An additional quasi-tax likely impacting the cost of credit in Chile is the reserve 
requirements which are remunerated only at a rate equivalent to 50% of the inflation rate, 
which has been well below the money market rate, considered as the opportunity cost of 
funds.  Of course this tax will in large part have been passed on to customers, most likely 
the small and medium size borrowers with limited alternative sources of funds.  The rate 
of reserve requirements is not very high: 9 per cent on demand deposits and 3.6% on time 
deposits in local currency (10 percentage points higher for foreign currency deposits).  
Conventional calculations27 suggest that the effect is rather small.  A loan funded by time 
deposits would have had to earn an additional 25 basis points to pay for the mean reserve 
penalty of about 700 basis points during 2000-2002 on the 3.6% reserves.28  (If fully 
funded by demand deposits the figure would be 68 basis points, but in practice time 
deposits account for about 86 per cent of all deposits.) 


                                                 
26There might again be a corrective element here in adjusting for the familiar anti-equity bias of the income 
tax code, which applies in Chile as elsewhere. 
27 A very simple break-even calculation implies that an addition of ?  to the loan interest rate will be 
required to recover an interest penalty of f  applied to reserve requirements of ?  where ? = f  ? /(1- ? ).  
More sophisticated calculations are also possible but make no material difference at these low rates. 
28 For foreign currency deposits the reserve requirement is higher, but the remuneration penalty is smaller 
because of the lower opportunity cost of US dollar reserves. 
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Figure 1: Chile: Inflation Rates
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Figure 2:  Chile - Bank lending rates  
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Figure 3: Chile – Equivalent rate of VAT to actual and alternative lending rate taxes 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Note: Stamp tax and (hypothetical) gross receipts tax expressed as percentage of quoted 
intermediation margins.  Rate of gross receipts tax chosen to yield same revenue as actual 
stamp tax on average.  Source for intermediation margins: IFS line 60L, 60P
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Figure 4:  Chile - Interest rates and spreads 2001-2  
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Figure 5:  Chile - Interest rates and spreads for US dollar-denominated assets 2001-2 
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The Bank Lending Channel and the Monetary Transmission Mechanism:


The Case of Chile


“It seems clear that... the market...will always try to game the Federal Reserve
Bank and find ways of getting around restraint. ...Despite those efforts, a
simple observation suggests that monetary policy is still pretty potent. ...There
is a sense of conviction in the market that we can press a few monetary buttons
and everything will be solved.”


Paul A. Volker.


 I.  Introduction


The relationship between the availability of credit and economic development has


been present in the academic debate for quite a long time1. Indeed, many economists


emphasized that a credit crunch was one of the leading causes of the great depression2. In


the sixties, however, the robust evidence about the strong correlation between money and


real variables3 undermined the enthusiasm about the role of credit4. Modigliani and Miller


(1958) sunk it even more, by suggesting that the capital structure of the firm was mostly


irrelevant5. But new winds came in the seventies, from the brand new field of the


economics of information6, putting back financial intermediaries in the economic debate. In


such a context, the “credit view” emerges as a new way of understanding the monetary


policy transmission mechanism. More recently, the literature has evolved to distinguish


between the “bank lending channel” (BLC) and the “broad credit channel” (BCC)7. 


On the one hand, the BCC relates to the supply of credit by all financial


intermediaries, emphasizing the role played by asymmetric information in the existence of


                                                          
1 See, for example, Gertler (1988).
2 For example, Fisher (1933) claims that the negative shock came in a time in which American corporations were heavily
indebted. As a consequence, many of them went bankrupt, which further reduced investment, employment, consumer
confidence, and aggregate demand. Bernanke (1983) claims that, additionally, the financial sector was seriously affected
by firms bankruptcy, increasing the real cost of financial intermediation and reinforcing the decline in output.
3 Friedman and Schwarts (1963) in their monetary history of the United States emphasized the large correlation between
money supply and output, particularly during the great depression. 
4 In that sense, banks were only important because they created money.
5 Such an idea influenced a lot the early stages of the real business cycle literature, with financial issues largely ignored in
those models. 
6 In a seminal paper Akerlof (1970) uses the market for used cars to illustrate the problem caused by asymmetric
information between dealers and buyers. Some later references are Jaffee and Russell (1976), Townsend (1979), Stiglitz
and Weiss (1981), Diamond (1984), among many others.
7 Also known as the balance sheet channel.
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an external financing premium8. Such a premium depends negatively on the net worth of a


potential borrower and positively on the stance of monetary policy. Hence, it is a “financial


accelerator” mechanism that amplifies the effects of monetary policy on the investment and


consumption decisions.


On the other hand, the BLC emphasizes the role play by banks in the transmission


of monetary policy. Thus, if the Central Bank follows a tight monetary policy, the interbank


lending is restricted and supply of bank funds drops9. There might be some individual


banks that succeed in lifting funds elsewhere, letting them insulate their loan portfolios


against monetary policy. But some other banks are forced to restrict their supply of credit.


If there is something “special” in the credit offered by these banks, meaning that borrowers


are not able to find close substitutes for it, the lower availability of credit could have an


independent impact in aggregate spending. Notice the role play by assymetric information:


i) affecting the capacity of some banks to lift funds in situations of low market liquidity; ii)


generating a set of bank’s “captive” clients10. Due to their comparative advantage in


information collection and processing, as well as to their capacity to establish long-term


relationships with their clients, banks are the only ones able to offer credit to certain type of


borrowers11. But banks serving clients without any other market alternative have to deal


with an assymetric information problem as well, since it is difficult for the market to value


                                                          
8 This premium is defined as the difference in the costs of financing externally vis-à-vis financing internally.
9 Some readers may consider this claim to be quite strong. We refer them to Franken and Jara (2002) for details about our
interpretation on how monetary policy operates in the Chilean context, the differences with the interpretation found in
much of the literature originated in industrialized countries, and the consequences in terms of testing the BLC hypothesis.
10 For Example, Cole, Goldberg, and White (2002), using a survey of small firms conducted by the Federal Reserve, find
that larger banks rely on standard techniques based in financial statements to take their commercial loans decisions.
However, smaller banks deviate from these criteria, supporting their decisions with a much more personalized assessment
about the entrepreneur (of a small firm). In practice, this group of banks is the unique provider of credit for most small
enterprises. 
11 If these bank dependent borrowers are quantitatively important, the fall in the supply of loanable funds will have
negative effects for the aggregate demand. In particular, the international empirical evidence shows that finding
alternative sources of credit are quite difficult for small firms. Hence, shortages in the supply of bank credit push them to
curtail their productive activities, which are usually, labor intensive. As a consequence, there is a strong impact in terms of
job destruction, being those (lower qualified) workers difficult to absorb by other sectors in the economy. Since increasing
unemployment rates are strongly correlated with consumer confidence (in the US and elsewhere), aggregate demand falls.
In this line, Hancock and Wilcox (1998) find that small banks engage in “high power” credit activities, with one dollar
drop in their credit supply having a large impact in economic activity, measured in terms of unemployment, real wages,
GDP and number of bankruptcies.
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their loan portfolios. Hence, those banks will experience difficulties in substituing their


financial sources. The root of the BLC hypothesis is the existence of this type of banks12.


Testing the BLC hypothesis relies on the ability to distinguish between movements


of demand and supply of credit. Indeed, identification is “the main issue” for interpreting


the evidence about the credit channel in general and the BLC in particular. We follow an


“identification through heterogeneity strategy”13. In other words, we compare one class of


firms/banks that are more likely to be affected by financial frictions with those that are less


likely. If we find that some firms/banks do not seem to be affected by changes in monetary


policy while others do, we have evidence in favor of the existence of the BLC. In words of


Gilchrist and Zakrajsek (1995, GZ95 onwards): “...because of the difficulties associated


with formulating and estimating true structural models, empirical exercises seeking to


establish the validity of either a credit channel or a financial accelerator must take


comparisons against benchmarks where such credit effects are less likely to be relevant. By


observing and measuring the differential behavior of economic agents under consideration,


one can potentially attribute some, if not all, of the difference in behavior to frictions


caused by credit markets.” We mean that we should expect that our findings would be


associated to an asymmetric impact of monetary policy. This is embedded in the


asymmetric nature of financial frictions. Finally, notice also that we are considering


different types of agents (firms/banks and consumers). This is because we have in mind


empirical exercises that exploit two different datasets: quarterly financial statements from


the corporate sector (FECUS) and monthly financial statements from the banking sector. 


Bank data is used in a first step to test for the existence of the BLC. Our main


empirical strategy consists of testing the relevance of bank characteristics that account for


information problems (such as size, liquidity, and capitalization) in explaining the behavior


                                                          
12 See appendix A for a global overview on how both the BCC and the BLC are related to the whole set of monetary
transmission mechanisms.
13 Other studies reinforce the latter with an analysis of how banks respond to certain exogenous shocks to the supply of
funds (e.g. Hernando and Martínez-Pagés, 2001). On the other hand, there are authors that take a more extreme position
regarding the identification problem, arguing that recurring to panel data, although helpful to avoid a potential bias for not
accounting data heterogeneity, does not solve the basic problem of identification embedded in a reduced form. In this line,
we have Farinha and Robalo (2001), whom proposed a structural approach to estimate the supply of bank loans. Their
results are in favor of the existence of the BLC in Portugal that affects mainly banks with lower level of capitalization.
These authors still use a panel data approach. An alternative strategy is to use aggregate data and to impose as much
structure as necessary to identify the supply and demand for loans (see, for example, Hülsewig, Winker and Worms,
2002).
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of loan supply after a change in monetary policy. Our approach is closely related to


Hernando and Martinez-Pagés (2001, HM2001 onwards), and to a lesser extent to Kashyap


and Stein (1995 and 2000) and Kishan and Opiela (2000)14. In a second step, we make an


assessment on the macroeconomic relevance of the BLC for Chile. For that purpose we use


both firm and bank data, and we follow an approach mainly related to GZ95 and to a lesser


extent to Kashyap, Stein and Wilcox (1993 and 1996), Oliner and Rudebusch (1995,


1996a, and 1996b), and Gertler and Gilchrist (1993).


We find evidence in favor of the BLC, both in terms of banks and firms data.


Moreover, the BLC amplifies the effects of a tight monetary policy, having a significant


impact on macroeconomic activity. This amplification feature comes along different


dimensions: consumption, investment, unemployment, and production.


The rest of the paper is organized as follows: section II describes the results of a


dynamic panel data of banks focus on the differential effects of monetary policy for a set of


bank characteristics. Section III describes the results of an SVAR aim to disentangle the


macroeconomic relevance of the BLC. Section IV concludes. Figures, tables and any other


technical material are left to the appendix.


 II.  Bank Lending Channel: Identification Through Micro Data on Banks


Our main goal in this section is to analyze whether or not the BLC plays any role in


the transmission mechanism for the monetary policy in the Chilean economy. As discussed


in the introduction, the BLC operates through shifts in the loan supply curve in response to


changes in monetary policy. Our interpretation in the way monetary policy operates in


Chile implies that a tighter monetary policy reduces the amount of funds available for the


banking system and some banks are unable to offset the reduction on interbank funds. In


this context, our main empirical strategy consists of testing the relevance of bank


characteristics that account for information problems (such as size, liquidity and


capitalization) in explaining the behavior of loan supply after a change in monetary policy.


                                                          
14 See Cavieres (2002) for a study about the BLC in Chile that follows closely Kishan and Opiela (2000).
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The data used in this section comes mainly from bank statements published in the


statistical bulletin of the Superintendencia de Bancos e Instituciones Financieras (SBIF).


Our dataset expands from the first quarter of 1990 to the second half of 2002. Given the


aim of this section, we focus on banks that actively participate in the credit market,


excluding branches of foreign banks that are mainly devoted to other activities15. This


restricted sample accounts for more than 90% of the total loans at any point in time (see


Figure B.1).


As a first approach we focus in total loans. However, as shown by Table B.1, there


is evidence that indicates a differential behavior of distinct segments of credit during the


business cycle16. Therefore, in order to identify better the changes in the supply of credit,


we also separate loans in terms of commercial and consumer loans. Following the


literature, our indicators of potential asymmetric information problems are size, liquidity,


and capitalization. Size is defined as the log of total assets, liquidity as the ratio of liquid


assets to total assets, and capitalization as the (seasonally adjusted) ratio of capital and


reserves to total assets17.


The original dataset is slightly modified to take into account mergers occurred


during the sample period. We follow the intermediate strategy proposed by HM2001,


generating a new bank once a merger of banks of similar sizes takes place. If the merger is


between banks of significantly different sizes, the data of the merged bank is considered as


data of the largest merging institution and no new bank appears.


Our monetary policy variable is constructed from the difference between the


monetary policy rate and the PRC818. To provide an intuition on how to read this variable,


suppose that the difference is initially negative and as a consequence of some action taken


by the Central Bank it moves to the positive side. Hence, monetary policy is getting tighter,


since there are expectations of a drop in the short term interest rate in the near future (see


                                                          
15 We also exclude banks with very few observations. The sample considered is an unbalanced panel with 959 quarterly
observations corresponding to 23 banks. The list of banks considered in our sample is shown in the appendix.
16 While average growth of commercial loans is 9% during the sample period, consumer and mortgage loans growth is
17% and 13%, respectively (see Figure B.3).
17 A more appropriate measure of solvency are Basel capital ratios, however they are not available for the entire sample
period considered here.
18 These are short-term and long-term indexed bonds issue by the Central Bank of Chile, respectively.
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Figure B.2). Adittionaly, to control for demand effects, we consider the log of real GDP


and the log of real exchange rate. 


The dynamic structure is adequately handled by introducing one lag of endogenous


variable and four lags for the macroeconomic and bank characteristics regressors. Although


including a lag of the dependent variable is trivial in the time-series context, the Fixed-


Effects estimator in a dynamic context is severely biased. Instead of following the


traditional approach to deal with such a problem, i.e. the Arellano and Bond GMM


procedure19, we use the bias-corrected estimator20 proposed by Hahn and Kuersteiner


(2002)21. 


We can summarize the empirical approach as follows:
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where ity  represents the log of total loans, commercial loans and consumer loans; itx  is a


vector of macroeconomic variables aimed to control demand side shocks —log of GDP and


real exchange rate— in addition to the monetary policy indicator; c denotes a vector of


bank-specific variables —liquidity, size and capitalization—, D  is a set of seasonal


dummies, itu  is i.i.d, i=1,...,N represents the number of banks included in the dataset, and


t=1,...,T is the time index that goes from the 1990:1 to 2002:2. Notice that the bank-specific


explanatory variables c  are included with one lag to account for potential endogeneity. 


This general specification is used to test whether there are differences in the impact


of monetary policy shocks on the supply of loans. To disentangle loan supply from loan


demand effects, the basic idea is to look at cross-sectional differences in the response of


bank loans to a monetary policy shock. Where these differences to be related to indicators


of the degree of informational asymmetries (size, liquidity or capitalization), there would be


                                                          
19 This procedure is subject to substantial finite sample bias as shown by Alonso-Borrego and Arellano (1999) and Hahn,
Hausman and Kuersteiner (2002).
20 The bias correction methodology works if the dependent variables are stationary. We are going to run the unit roots
tests proposed by Choi (2001a and 2001b) for an updated version of this document. In this regard, our results in this
section should be considered preliminary.
21 For a more technical discussion about this methodological issues see Brock and Franken (2003).
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evidence to support the existence of the BLC. More specifically, if the BLC holds, we


should expect a positive and significant cross-coefficient between monetary policy and


bank characteristics. 


The long-run coefficients for each of the explanatory variables are presented in the Table


B.2 and the overall effects of monetary policy in the rate of growth of the loan supply are


presented in Table B.3. In the latter table, we can see that a tighter monetary policy results


in a larger drop in the rate of growth of total loans for smaller banks as well as in a larger


drop in the rate of growth of all type of loans for less liquid banks. Finally, the bank-


lending channel operates through less capitalized banks only in the case of consumer credit,


which may be associated to capitalization standards imposed by the current legislation.


These results are consistent with the long-run coefficients shown in the former table where


liquidity has a positive and significant coefficient when is interrelated with the monetary


policy indicator. On the other hand, the interaction parameters of size and monetary policy


are positive and significant only for total loans, while capitalization is positive and


significant only for commercial loans. Summing up, our preliminary results support the


idea that the BLC operates in Chile.


 III.  From Micro Data to Macroeconomic Effects


In this section, we focus on the macroeconomic relevance of the bank-lending


channel (BLC). We ask the following question regarding the impact of monetary policy on


output growth, investment, consumption, and unemployment: Does the BLC play any


significant macroeconomic role as a transmission mechanism? To address this question, we


analyze whether or not the composition of corporate bank financing displays a differential


behavior among distinct type of firms. The same question is raised for the amount of bank


loans from the household and small firms sectors and the large corporate sector,


respectively. 


To analyze the differential behavior among firms we make use of corporate balance


sheet data collected for publicly traded companies in the Chilean stock market22. Our


dataset expands from the first quarter of 1990 to the second half of 2002. As a first


                                                          
22 The data is taken from the FECUS (Ficha Estadística Codificada Uniforme), and it is available in a quarterly basis.
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approach, we concentrate on comparing the behavior of debt composition by size of firm,


by using the ratio of short-term bank debt of small firms relative to all firms (small/all mix


ratio, onwards23). Now, if the small/all mix ratio change following a monetary policy shock


and the latter does have marginal predictive power over a set of macroeconomic variables,


we conclude that the BLC is operating as a transmission mechanism of the monetary policy


and that this mechanism has a significative impact on macroeconomic activity. In a similar


fashion, we construct a household-small firms to large corporate sector short-term bank


debt mix ratio (low/high quality mix ratio onwards), where the numerator taken from the


Superintendence of Banks and Financial Institutions over a similar period.  


The machinery used in this section consists of estimating a set of VAR models, each


one of them including one variable that accounts for the existence of the BLC, i.e. either the


small/all mix ratio or the low/high quality mix ratio. Additionally, four endogenous


variables are also included, namely a proxy for macroeconomic activity (in logs and


detrended), the CPI (in logs and detrended), the monetary policy rate (MPR), and real


exchange rate (in logs). As a proxy for macroeconomic activity we use six different


alternatives: real GDP, industrial production, business investment, durable goods


consumption, unemployment rate, and residential investment. Finally, every model includes


a set of exogenous variables: terms of trade, inflation target, external output, and a time


trend24,25. 


First, in order to make an assessment on the macroeconomic importance of the


BLC, we test for the predictive power of the credit variable. In doing so, we carry out a


Granger causality test to exclude (null hypothesis) the credit variable from the VAR


system. Hence, we report the p-values for the corresponding Granger Causality test, being


rejection of the null hypothesis one piece of evidence in favor of the BLC. However, this


evidence has to be complemented simultaneously with two additional conditions: (i)


rejection of the null hypothesis that the MPR is irrelevant to predict the credit variable and


                                                          
23 See Gilchrist and Zakrajsek (1995).
24 This is justified on the grounds that Chile is a small open economy with an inflation target regime operating since the
early 1990s. 
25 The latter specification follows closely Bravo and García (2002). To define the optimal lag structure we use a two step
procedure (Johansen 1995). The first step uses the Schwarz-Bayesian criterion (SC). The second step add additional lags
for eliminating any evidence of serial correlation detected by the multivariate LM test statistics for residual serial
correlation. .
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(ii) no rejection of the null hypothesis that the proxy for macroeconomic activity is useless


predicting the credit variable. In other words, the BLC requires lagged values of the MPR


to be significant in predicting the credit variable, which in turn must be significant in


predicting either macroeconomic activity or other macroeconomic variable.


Second, in order to study the dynamics of the BLC, we estimate a structural vector


autoregression (SVAR) and report impulse-responses to a monetary policy shock. The set


of identifying assumptions is borrowed from the vast literature about the identification of


monetary policy shocks26, which focuses in the Central Bank’s reaction function. Thus,


variables are divided in three recursive sets27: (1) non-policy variables that are not


contemporaneously affected by the policy variables, (2) policy variables, and (3) non-


policy variables that are contemporaneously affected by the policy variables. In other


words, the Central Bank’s feedback rule is identified by dividing the set of non-policy


variables into variables that cause a policy reaction and variables that are impacted by the


policy reaction. To illustrate this assumption, assume that the Central Bank


contemporaneously knows the inflation rate but it is not able to affect it. If the economy


faces an inflationary shock, the Central Bank could respond with a change in the MPR.


This in turn will immediately impact other variables such as the small/all mix ratio, which


in turn may affect a variable such as GDP, investment, and/or consumption. 


Between the two policy variables, we assume the following sequence of events: the


Central Bank sets an inflation target, which is an exogenous variable, and it sets the MPR


after that. This assumption is consistent with the fact that the MPR is used as a fine-tuning


policy given a known inflation target. In the case of non-policy variables, we assume a


recursive causal relationship ordered as follows: price level, output, and the credit variable.


The assumption behind this order is that the price level is stickier than output, a fact that is


consistent with the high level of backward indexation in the Chilean economy28. The credit


variable being in the last place contains the implicit assumption that the Central Bank is


able to affect it contemporaneously through the MPR, since capital markets tends to


respond faster than good and labor markets. 


                                                          
26 See, for example, Bernanke (1986), Sims (1986) Bernanke and Blinder (1992), and Bernanke and Mihov (1998).
27 See Christiano, Eichenbaum and Evans (1999).
28 Jadresic (1996).
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Using the empirical strategy described above, we estimate the impulse-responses to


a monetary policy shock with the credit variable being endogenous vis-à-vis the credit


variable being exogenous. The idea is the following: if we consider this variable as


exogenous, we are shutting down its effect on other macroeconomic variables following a


monetary policy shock. Therefore, the difference between both impulse-responses provides


a measure of the macroeconomic relevance of the BLC. To determine whether or not this


difference is statistically significant, we display the graph dashed lines that represent a 66%


confidence interval for each impulse response function when the BLC is endogenous. As a


consequence, if the impulse response functions calculated under the assumption that the


credit variable is exogenous are outside this confidence interval, we interpret this as


evidence in favor of the BLC. 


In relation to the results, Table C.1 shows the Granger causality test for each VAR.


The top panel reports probability values across different macro variables and the small/all


mix ratio. The results support the hypothesis that the small/all mix ratio predicts macro


variables in five out of six cases. These results also indicate that the lags of the MPR are


significant to predict macro variables in all cases and the small/all mix ratio in four cases29.


On the other hand, macro variables are not helpful to predict the small/all mix ratio for each


case. The bottom panel of Table C.1 shows the same results but this time using the


low/high quality mix ratio as the variable that accounts for the BLC. Again, the credit


variable predicts macro variables in all cases as well as the lags of the MPR are significant


to predict this ratio in all cases. Hence, these results support that a credit channel is relevant


as a transmission mechanism for the monetary policy. 


Figure C.1 displays the estimated impulse-responses when the credit variable is the


small/all mix ratio. GDP begins to decline about one quarter after a tightening of monetary


policy. The maximum decline occurs about one year after the shock. We have a similar


pattern when GDP is substituted by industrial production or unemployment rate. The price


level is relatively sticky in the first year and it begins to decline moderately along the


second year. Also, the real exchange rate observes a tiny appreciation which tends to die


out over the time. The small/all mix ratio decreases following the monetary policy shock, a
                                                          
29 Using a 10% significance level.
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result that is consistent with the evidence in other countries where small firms are more


bank dependent than large firms. When both investment and consumption replace GDP,


these two components of aggregate output decline at the same time. Such a result differs


from the international empirical evidence. For example, Bernanke and Gertler (1995) find


evidence that in the US the decline of consumer goods and residential investment precede


business fixed investment. Their interpretation is against the conventional monetary policy


transmission mechanism that operates through an earlier decline in investment. Even more,


the downturn occurs because banks cut credit to borrowers, which in turn depresses


aggregate demand for consumer good and residential investment as well. However, in the


Chilean case, the impulse-responses indicate that there seems to be evidence for both the


traditional and BLC monetary transmission mechanisms. 


Figure C.1 shows with a gray line the impulse-responses when the BLC is


considered exogenous. The BLC seems to be important almost for every variable, but for


the price level and the real exchange rate. However, the impulse-responses are not


markedly different, suggesting that the contribution of the BLC as an amplification


mechanism of monetary policy is rather marginal. This may be the result of using a credit


variable that is constructed based on corporate data only. In other words, the small firms


that we are considering in our sample are also high-quality firms and, hence, they are not


very much affected by a contraction in the supply of loans. 


To account for larger differences in terms of the quality of the borrower, and


therefore, in terms of the probability of being pushed out as a client given a relatively


scarce supply of funds, we replace the credit variable by the low/high quality bank debt


ratio previously described. As shown in Figure C.2 these results provide much stronger


evidence that the BLC matters for macroeconomic activity. Important to highlight is the


fact that the gray line is clearly outside the confidence interval in all cases.


Further evidence that the access to bank credit is affected for some but not all group


of agents following a monetary policy shock is provided in Figure C.3, which shows the


impulse-responses of total, business, real estate, and consumer loans to a one standard


deviation increase in the MPR. Thus, the MPR shock has a substantially larger effect on


consumer loans, which drops quickly and reaches a maximum of 3% at the fifth quarter. On
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the other hand, real estate and business loans fall rapidly, but they decrease only 0.5% and


1%, respectively. 
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 IV.  Concluding Remarks and Directions for Future Research


To be completed.


We found that the BLC is an influential force that profoundly affects the


transmission of monetary policy in Chile at an aggregate level. By pushing toward a better


understanding of this mechanism and the way it operates in Chile, our paper contributes to


an improvement of the monetary policy decision framework. Directions for future research


should be directed towards constructing better datasets at the micro level, in order to


deepen our knowledge of the bank lending channel as well as to being able to empirically


assess the broad credit channel in the Chilean economy.
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APPENDIX


A. Sub-channels of Monetary Transmission


In the real economy, there are different transmission mechanisms through which


monetary policy operates. Kuttner y Mosser (2002), for example, shows a scheme for the


monetary transmission as follows (figure A.1)


 This figure illustrates that the transmission mechanism of monetary policy is


complex, since there is not one, but many channels through which monetary policy may


affect the economy.  The transmission mechanism process begins with the Central Bank’s


definition of a monetary policy rate (MPR). Then, the interbank rate converges to this


objective through the regulation of the liquidity (or reserves) of the financial system. The


Central Bank uses different instruments for such a purpose, illustrated in the diagram by


open market operations, but including also, in more general terms, repos, anti-repos and


credit lines. Indeed, if the Central Bank decides to reduce the interbank interest rate, it is


enough to adjust the reference interest rate and to announce that its willingness to buy or


sell overnight documents (repos). This is enough to create the sense of increase liquidity


in the financial system, leading to a fall in the interbank rate. In Paul Volker’s own words,


Figure A.1: Channels of Monetary Policy Transmission
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“...you have to wonder whether anything more is necessary these days than a


pronouncement that the Federal Reserve would like to change the federal funds rate by x


percent. The Fed does not actually have to do anything. The rate will immediately change


by x percent.” Under normal conditions, the bid period that follows the pre-announced


schedule is not modified upon liquidity needs, but responds to other types of policy


decisions (such as the nominalization of the monetary policy introduced in August 2001)


and/or portfolio management decisions (such as a liability restructure). 


After the fine-tuning of liquidity of the financial system, different mechanisms start playing


in the transmission channel. Four of them are activated through by the market interest rates


moving in tandem with the interbank interest rate. These are the interest rate channel, in


which an increase in the cost of capital reduces the domestic aggregate demand through a


fall in investment and consumption of durable goods; the exchange rate channel (in open


economies) which operates through the uncovered interest rate parity affecting net imports;


the asset price channel (stocks, bonds and real states) that generates a wealth effect that


impact consumer’s decisions; and also related to the market value of assets, we have the


broad credit channel (BCC) described in the introduction.. However, the transmission


mechanism of monetary policy does not end there, being possible to distinguish two


additional channels, namely the monetarist channel related to changes in relative prices of


assets and the bank lending channel, the main issue of our paper.
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B. Figures and Tables Section II


Figure B.1: Share in the Loans Market of Banks included in the Sample


Figure B.2: Monetary Policy Indicator
(basis points)


Figure B.3: Annual Growth of TotalLoans 
(percentages, all banks) 
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Table B.1: Characteristics of the Banking System


<p25 p25-50 p50-75 >p75 <p25 p25-50 p50-75 >p75
Market share (%) of


Total assets 3.9 10.0 23.1 63.0 29.5 40.0 22.8 7.7
Loans 1.1 4.5 20.5 73.9 36.6 46.2 16.5 0.8
Deposits 1.4 5.2 20.6 72.8 35.5 46.0 17.2 1.3


Size indicator
Average number of bank-branches 2.7 12.5 31.3 113.6 78.7 87.3 29.3 1.2
Average total assets 12,134 32,117 71,944 205,512 122,428 180,964 97,110 34,403


Asset composition 12.9 20.3 40.2 53.1 55.4 51.6 32.2 4.7
Loans 11.6 18.9 38.9 50.7 53.5 49.3 30.0 3.1


Loans to firms 44.3 44.7 57.4 57.0 59.4 58.9 53.4 48.3
Consumer loans 13.6 27.0 10.3 6.1 11.7 7.8 8.7 5.5
Mortgage loans 0.5 2.6 12.3 16.4 11.6 17.6 20.3 0.1
Other loans 41.7 25.7 19.9 20.5 17.3 15.8 17.6 46.1


Securities 6.8 7.8 9.6 14.7 8.8 12.8 10.6 4.6
Other assets 81.6 73.3 51.5 34.6 37.7 38.0 59.3 92.3


Liabilities composition
Deposits 51.2 68.4 63.9 62.5 66.3 64.3 61.1 52.0


Overnight Deposits 7.5 4.8 8.6 14.1 11.4 12.7 13.4 7.2
Time Deposits 43.8 63.6 55.3 48.4 54.9 51.6 47.7 44.8


Morgage Bonds 0.4 2.0 14.7 16.9 17.1 18.4 18.1 0.1
Foreign Loans 8.0 9.5 6.7 7.7 4.6 4.2 5.7 2.8
Subordinate Bonds 0.0 0.2 1.8 1.7 2.3 2.3 1.2 0.0
Stock of Provisions 1.4 2.6 2.4 2.6 2.1 1.9 2.0 1.0
Capital and reserves 38.9 17.3 10.4 8.6 7.6 8.9 12.0 44.0


Size Capitalisation
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Table B.2: Long Run Coefficients


Dependent variable Coefficient S. Error


1. Total loans growth


Real GDP growth 0.58 * 0.13   


Real Exchange Rate Devaluation -0.93 * 0.07   


Monetary Policy -4.31 * 0.32   


Bank Characteristic and Monetary Policy:


Liquidity 7.82 * 1.09   


Size 13.96 * 2.10   


Capitalization -1.36  2.70   


2. Consumer loans growth


Real GDP growth 1.11 * 0.19   


Real Exchange Rate Devaluation -0.20 *** 0.10   


Monetary Policy -2.64 * 0.59   


Bank Characteristic and Monetary Policy:


Liquidity 6.63 * 1.68   


Size 2.94  4.26   


Capitalization 5.25 ** 1.39   


3. Commercial loans growth


Real GDP growth -0.02  0.37   


Real Exchange Rate Devaluation -1.71 * 0.21   


Monetary Policy -6.86 * 0.99   


Bank Characteristic and Monetary Policy:


Liquidity 13.61 ** 4.00   


Size 2.41  4.48   


Capitalization -3.93  6.28   
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Table B.3: Overall Effect of a Monetary Policy Shock on the Rate of Growth of Loans


p25 p50 p75 p25 p50 p75 p25 p50 p75


Total -4.2 -3.9 -3.5 --- --- --- -3.3 -2.8 -2.2


Consumer --- --- --- -2.4 -2.3 -2.2 -1.7 -1.3 -0.8


Commercial --- --- --- --- --- --- -5.0 -4.2 -3.2


Size Capitalisation Liquidity
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C. Figures and Tables Section III


Table C.1


Short-term Debt and Aggregate Economic Activity: Results from a Multivariate VAR System 1990.I-


2002.II


P-values from Exclusion Tests


Small/All Mix1 2


Model Macroeconomic Credit Variable
Activity Equation Equation


GDP 3 MPR 0.00% GDP 12.87%
Small/All Mix 2.40% MPR 1.77%


Industrial Production  3 MPR 3.87% Industrial Production  13.27%
Small/All Mix 0.00% MPR 2.18%


Business Investment  3 MPR 4.41% Business Investment  97.94%
Small/All Mix 3.50% MPR 11.12%


Durable Consumption  3 MPR 0.00% Durable Consumption 73.87%
Small/All Mix 17.10% MPR 6.04%


Unemployment  rate 4 MPR 0.00% Unemployment 95.59%
Small/All Mix 0.01% MPR 14.18%


Residential  Investment  3 MPR 0.00% Residential Investment 12.87%
Small/All Mix 2.40% MPR 1.77%


1 Ratio of short-term debt for firms below the 25th percentile in sales relative to short-term debt of all firms
2 Exogenous Variables: Time trend, Inflation target, terms of trade and external output
3 Endogenous variables 3  lags, exogenous variables 2 lags
4 Endogenous variables 4  lags, exogenous variables 2 lags


Low/high quality mix ratio  1 2


Model Macroeconomic Credit Variable
Activity Equation Equation


GDP 3 MPR 0.08% GDP 56.13%
Low/high quality mix ratio 0.86% MPR 1.65%


Industrial Production 3 MPR 7.19% Industrial Production  95.31%
Low/high quality mix ratio 2.46% MPR 0.04%


Business Investment   3 MPR 13.59% Business Investment  54.55%
Low/high quality mix ratio 0.08% MPR 3.28%


Durable Consumption  3 MPR 0.00% Durable Consumption 12.82%
Low/high quality mix ratio 2.00% MPR 0.11%


Unemployment  rate  3 MPR 4.81% Unemployment 47.02%
Low/high quality mix ratio 0.04% MPR 0.82%


Residential  Investment  4 MPR 0.78% Residential Investment 28.49%
Low/high quality mix ratio 38.25% MPR 0.45%


1 Ratio of credit bank loans for consumer and  small firms  to short-term bank debt of all firms from FECUS dataset
2 Exogenous Variables:  Time trend, Inflation target, terms of trade and external output
3 Endogenous variables 3  lags, exogenous variables 2 lags 
4 Endogenous variables 2  lags, exogenous variables 2 lags
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Figure C.1


Impulse responses to an interest rate shock 


when the credit variable is the small/all mix ratio 1,2,3,4


Notes:
1 This figure shows the results from various VAR models. Each model uses a different option for measuring
macroeconomic activity: industrial production, business investment, durable consumption, unemployment
rate, and residential investment. Each proxy is added one at time to the base VAR. 
2 The base model is comprised of five macroeconomic variables: real GDP, prices, monetary policy rate,
small/all mix ratio, and real exchange rate. The exogenous variables are terms of trade, inflation target,
external output, and a time trend. The lag structure is described in Table 1. 
3 The responses of small/all mix ratio, prices, and real exchange rate come from the base VAR.
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4 The grey lines represent impulse responses when the credit variable is considered exogenous. 


Figure C.2


Responses to an interest rate shock 


when the credit variable is the low/high quality mix ratio1,2,3,4


Notes:
1 This figure shows the results from various VAR models. Each model uses a different option for measuring
macroeconomic activity: industrial production, business investment, durable consumption, unemployment
rate, and residential investment. Each proxy is added one at time to the base VAR.
2 The base model is comprised of five macroeconomic variables: real GDP, prices, monetary policy rate,
low/high quality mix ratio, and real exchange rate. The exogenous variables are terms of trade, inflation
target, external output, and a time trend. The lag structure is described in Table 1.
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3 The responses of low/high quality mix ratio, prices, and real exchange rate come from the base VAR.
4 The grey lines represent impulse responses when the credit variable is considered exogenous.


Figure C.3


Responses to an interest rate shock 1,2,3


Notes:
1 This figure shows the results from various VAR models. Each model uses a different option for measuring
bank loans. Each proxy is added one at time to the base VAR.
2 The base model is comprised of five macroeconomic variables: real GDP, prices, monetary policy rate, loan,
and real exchange rate. The exogenous variables are terms of trade, inflation target, external output, and a
time trend.
3 The VAR models that use total, consumer, and real estate loans have three lags for the endogenous variables
and two lags for the exogenous variables. Instead, the VAR model with business loans has two lags for the
endogenous variable and one lag for the exogenous variable.
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D. Banks included in the Sample30


                                                          
30 The banks excluded from the dataset are: Banesto Chile Bank, HSBC Bank USA, Bank of America, National
Association, Banco Real S.A., Banco Do Estado Do SAO PAULO S.A., Banco Exterior (CHILE), JP Morgan Chanse
Bank, American Express Bank Ltd (CHILE), Chicago Continental Bank, The Bank of Tokyo-Mitsubishi Ltd,
Centrohispano Banco, The Hongkong and Shangai Banking CO., Banco Falabella, Deutsche Bank (CHILE) and Banco
RIPLEY.


1 BANCO DE CHILE
2 BANCO OHIGGINS
3 BANCO INTERNACIONAL
4 BANCO OSORNO Y LA UNION
5 DRESDNER BANK LATEINAMERIKA
6 BANCO DEL ESTADO DE CHILE
7 SCOTIABANK SUD AMERICANO
8 BANCO DE CREDITO E INVERSIONES
9 BANCO DO BRASIL


10 CORPBANCA
11 BANCO BICE
12 BANCO DE A.EDWARDS
13 CITIBANK N.A.
14 BANCO SANTIAGO
15 BANCO SANTANDER-CHILE
16 BANKBOSTON N.A.
17 BANCO SUDAMERIS
18 BANCO DE LA NACION ARGENTINA
19 ABN AMRO BANK (CHILE)
20 BANCO SECURITY
21 BBVA BANCO BHIF
22 BANCO DEL DESARROLLO
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E. Definitions of variables


(TO BE COMPLETED)


Liquidity. 


Size:


Capitalization:
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I. Introduction 
 
This paper attempts to make a contribution on the appropriate design of the safety net of the 
financial system when this system is highly concentrated. In particular, it considers issues 
that arise in the case of a system that not only is highly concentrated, but also where the total 
number of players (banks) is low.  
 
The Safety Net is commonly understood as the set of institutions that the government puts in 
place in order to guarantee the well functioning of the financial system (financial institutions 
and markets) in the economy. The Safety Net is typically considered to be composed by the 
following functions: regulation and supervision, lender of last resort and deposit insurance. 
Regulation includes different mechanisms for bank closure. 
 
One point of this paper is that the importance of these functions and the way they have to be 
designed or executed may deviate from ‘standard’ forms in the case of a highly concentrated 
banking sector as the Chilean. 
 
Concentration has been a tendency throughout the world in the nineties. As long as the 
emergence of larger financial institutions seems to be a permanent change, it seems of high 
relevance to understand what are the implications that that may have, in particular for small 
countries like Chile.  
 
This paper analyses two dimensions of the impact of concentration on the banking safety net. 
The first is deposit insurance. Recent years important efforts in the understanding of deposit 
insurance and best practices about it has been made (see Demirgüç-Kunt and Detriagache, 
1999, Demirgüç-Kunt and Huizinga, 2000). This paper attempts to contribute to this literature 
exploring the implications of concentration for deposit insurance design. It is a conclusion of 
this paper that in this case deposit insurance design can not be thought of as a stand-alone 
instrument, but as an element of the intervention and resolution policy.  
 
The second issue refers to systemic risk. This paper uses the Eisenberg and Noe (2001) 
approach to model a banking network to assess the impact of banking concentration on 
systemic risk. A working metric of the ‘too big to fail’ situation can be derived in the model. 
The model also allows studying potential measures that can contain systemic risk. 
 
The organisation of this paper is straightforward. Section II of this paper discusses deposit 
insurance. Section III presents the model and discusses the relation between systemic risk and 
concentration. A final section summarises the main results of the paper.  
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II. Deposit Insurance, Resolution Methods and Banking Concentration 
 
 
This section discusses the characteristics that a deposit insurance system should have in the 
case of a system with high concentration and low number of banks. The section starts 
discussing the role of deposit insurance as an element of the safety net of the financial 
system. Considering this, the design of it for the case of a country like Chile is discussed. 
Finally, the current situation of the deposit insurance scheme in Chile is analysed in the light 
of what was previously discussed.  
 
 
1. The role of deposit insurance in the safety net 
 
As part of the safety net, deposit insurance (DI) is one of the most visible for the public. In 
fact, may be is the only visible. The contribution of deposit insurance is typically referred to 
as that of “preventing bank runs”. It is important to determine the real dimension of this in 
order to design a DI system that aims at realistic goals. In addition to this role, DI protects 
small depositors. While this may sound less grandiose, we will ague that it may be the more 
realistic one.   
 
The argument that links DI and bank runs is well known and was first formally presented by 
Diamond and Dybvig (1983). In a highly influential paper, Diamond and Dybvig argue that 
runs can appear as self-fulfilling equilibrium. This idea has been influential in safety net 
design and has contributed to the view that financial markets are essentially unstable and 
prone to crises not necessarily backed by fundamentals. 
 
But when moving towards policy design, two elements have to be considered. On the one 
hand there is empirical evidence that says that in history banks runs have not been the 
expression necessarily of unfunded panics, but most usually they have occurred in a context 
of real insolvency of banks (Calomiris, Gorton). Similarly, it seems that in this events solvent 
banks have not suffered runs.  
 
Second, if panics were really a possibility the only solution would be a back up fund equal to 
total deposits. If this was not the case, then rational depositors would know that there is a 
limited DI fund, and they would have incentives to run anyway, in the case when they believe 
that other would run. 
 
In this context, an alternative to DI is lending by the central bank. If there is a run on a bank 
not based on fundamentals, the central bank can step in and provided the required liquidity 
against good collateral (as recommended by Bagehot (1873)). If the run is based on 
fundamentals, then it is optimal for the bank to fail, and therefore there is no need to prevent 
the run. As a matter of fact if the bank is really insolvent, the bank should have been closed 
promptly and no run would have ever taken place. There is hardly any reason to believe that 
the public will know before than the regulator about the insolvency of a bank.  
 
The latter argument is incomplete though, and leaves out a case that can leave a role for a 
DIS. This case is when a bank is weak and the regulator can not discern fully whether the 
bank is viable or not. In this case a run is a possible response, this time granted by 
fundamentals. The central bank will have to make a decision about lending or not to this bank 
in a situation where it may not have full information. It would risk losses if it lends and the 
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bank was not solvent. On the other hand, if the central bank does not lend, there can be 
efficiency losses to the economy for shutting down projects with a positive value.  
 
To avoid this situation of a possible inefficient decision, a DIS can contain the run on the 
bank. Notice that what is needed to contain the run is a credible promise that deposits will be 
repaid. The promise is credible as long as the DI system has funds or credible access to funds 
enough to cover insured deposits.  In this context, it is clear that DI is not meant to be an 
antidote to systemic crisis, but an element of the tools needed to deal with idiosyncratic crisis 
of banks.  
 
An alternative way of thinking leads to a similar conclusion. Dewatripont and Tirole (1994) 
develop a theory of banking regulation based on what they call the “representation 
hypothesis”. By this they mean that regulation is necessary in order to represent a large 
number of small depositors who may find it costly to monitor a bank, in particular if their 
deposits are small. Regulation and supervision will restore adequate incentives for good 
corporate governance of a bank in the presence of an atomised principal. Deposit insurance 
arises in this context to protect small depositors. 
 
In reality, most DIS seem to be closer to the second approach. The first approach calls for 
protection to those more likely to run. Arguably, large depositors are in this situation. The 
second is consistent with limits to protection per depositor.  
 
 
2. Deposit Insurance in a highly concentrated system 
 
The key message of the previous section is that a deposit insurance system should be 
designed to deal with isolated bank failures. In contrast, deposit insurance should not be 
counted on when there are systemic problems, that is, when a substantial fraction of the 
banking system is in problems.  
 
For systems highly concentrated and with a low number of institutions this has two 
implications. First, the existence of ‘systemic banks’ is more likely. This is, banks whose 
large size implies that the deposit insurance fund necessary to cover the potential losses 
generated in the payment of the deposit insurance guarantee is too big. Moreover, the 
systemic importance of a large bank may be such that authorities would decide not to close it 
anyway, and their problems being faced in a way that does not imply depositor repayments. 
This would imply that the liabilities generated by the deposit insurance should not be 
expected to be paid in many cases.  
 
Second, in the case of systems with a low number of banks the system will be in effect 
relevant for a few banks. Since failure is an unusual event from an individual’s bank 
perspective, we should not expect that there will be need of executing the guarantee too often. 
 
To illustrate this point, let us analyse the comparative situation of the DIS in the US (the 
FDIC) and a hypothetical DIS in Chile.  
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Table 1: Concentration measured as share of total loans  
and number of banks, Chile and United States 


 
 Chile US 
 Sept 2002 1999 


Largest 26% 8% 
Largest 5 74% 27% 
Largest 10 92% 37% 
Largest 15 99% 43% 


   
Number of Banks 25 8,505 


Source: Report on Consolidation in the Financial Sector, 
Group of Ten (2001), and SBIF, 2002. 


 
 
For the case of Chile we will consider the current structure of coverage. Under the current 
rules, all demand deposits are covered in full, while term deposits of natural persons are 
covered up to 108 UF (approximately US$ 2,600 at current exchange rate). For simplicity, I 
assume that all depositors qualify for insurance, i.e. that there is no distinction between 
natural and legal persons. I leave comments on this coverage structure and room for 
improvement for the next section. 
 
We assume that the system in Chile follows a similar rule than that of the US, that is, that it 
has as a target a fund of 1.25% of covered deposits. This will give us an approximation of the 
effective protection that the DIS is prepared to give for failures in the system. An alternative 
metric would be obtained from considering effective premiums charged by the DIS’s around 
the world. The data in the Demirgüç-Kunt and Sobaci (2000) world database on deposit 
insurance shows that 58 out of the 68 countries with explicit deposit insurance charge 
premiums (the others rely on expost funding from surviving institutions or government 
funding). The average maximum rate is 0.36% of deposits while the median maximum rate is 
0.24%. The problem is that it is not possible to know from the database whether countries 
target a fund of a determined size or not. However, if we consider charging the median rate 
will reach a target similar to that of the US in 5 years. Considering that the fund is actually 
used in paying out the guarantee, the US target seems a reasonable order of magnitude of the 
funds that DI system should have in steady-state situation.  
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Table 2: Protection Compared, Chile vs USA 
 


 USA Chile Chile 
 FDIC Current Limits Proposed Limits 
    
Insured Deposits as % of total 67.2% 28.7% 28.1% 
    
Banks Effectively covered a 7,888 b 14 14 
Banks in the DI System 7,966 25 25 
Ratio 99% 56% 56% 
    
Total Deposits in banks effectively covered as % total 33.8% b 8.6% 8.6% 
a: Banks whose insured deposits are equal or lower than the DIS fund, estimated as 1.25% of covered 
deposits. 
b: At least. 
Sources: FDIC (2002), SBIF (2002). 


 
 
Table 2 compares the meaning of protection under a concentrated versus a decentralised 
system. In the case of Chile, coverage is determined from data of distribution of deposits by 
size. Coverage limits are more generous in the US, implying that the fraction of deposits 
covered more than double that of Chile. However, if we consider banks that are effectively 
protected, that is, those whose insured deposits are less or equal than the deposit insurance 
fund, the comparison is startling. While in the US the fund is relevant for almost eight 
thousand banks, in Chile it would be only for 14. Banks effectively protected hold at least 
34% of total deposits in the US, while that ratio would be only 8.6% in Chile.  
 
These facts imply that the question of how to design and organise a deposit insurance system 
becomes less relevant in the case of a highly concentrated system. The former question has 
devoted a lot of attention from multilateral institutions in recent years. Sets of 
recommendations and best practices have been produced (Garcia, 1995; IMF, 1998; FSF, 
2001). However, the necessary elements for the decision of a country to have one or not, and 
what to expect from it are typically not part of the elements of the discussion. 
 
This implies that deposit insurance policy becomes an element of a broader policy: that of 
optimal intervention and resolution of distressed banks. The design of the deposit insurance 
specific elements should be now done with an eye to this broader context.  
 
The challenges of intervention and resolution policy in a context of high concentration are 
beyond the scope of this paper. Some elements to consider will be the following: Likelihood 
of banks being winded up or liquidated is low. Resolution of banks will come most likely in 
the form of Purchase and Assumption (P&A) operations. To minimise the cost of these 
operations, regulation should stress early intervention. Focus of the deposit guarantee 
management switches towards this type of issues.  
 
In this context, we can revisit three questions: should there be changes in the nature of the 
guarantee offered to the public?, should a fund be collected in this context?, and if the answer 
to the latter is yes, on what basis should banks pay premiums? 
 
The answer to the first question is yes. The two arguments that we put forward in support of 
an explicit guarantee (Dewatripont and Tirole’s representation hypothesis and prevention of 
runs in cases where is difficult to discern solvency of a distressed bank) remain valid. In 
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addition, depositors can rationally anticipate that the likelihood of a large bank being 
liquidated is lower than that of a small bank being liquidated and therefore they may prefer 
the large bank. This implies that an explicit deposit guarantee would help the emergence of 
small banks and become a force against those of concentration.  
 
The second question is less clear. As mentioned before, a fund will definitely be less used for 
depositors’ repayment in a concentrated than in an unconcentrated system. But a fund would 
also be needed to cover potential losses in P&A operations. In any case the frequency of 
these operations will also be low, therefore the question of keeping a contingency fund for 
this is still valid. The trade-off is that keeping the fund can be too costly considering that it 
would be seldom used. The alternative would be to raise funds from the industry (and may be 
from the government as well, as we will see later) to cover the losses derived from the 
guarantee in the case of a failure of a bank. The main problem with this is that failed banks, 
which caused the loss, do not pay.  
 
The third question is also unclear. If losses are derived from the liquidation of a small bank 
with no systemic consequences, then it is clear that the industry should pay. Whether this is 
done ex-ante or ex-post subjects to the same caveat explained before. The problem is with the 
systemic banks. If the bank is not liquidated because the negative externalities of this would 
be too large, i.e. the loss of value to society is larger than the cost of supporting the bank, 
then part of these costs should be born by the government. Taxpayers should pay in order to 
preserve the ‘social value’ of a bank. On the other hand big banks should pay more if they are 
being saved for the ‘systemic risk’ that they impose.  
 
The ‘social value’ of a given bank is difficult to assess. Part of it is related to the importance 
that the bank has in the banking system as a whole. The next section explores this dimension. 
 
 
3. Comments on the current deposit insurance guarantee in Chile. 
 
The main issues were described in the previous section. Demand deposits are covered in full 
while term deposits are covered with a low limit (US$ 2,600 aprox.) and for natural persons 
only. Table 2 shows the coverage implied by the size distribution of deposits. 
 
The main criticism to this structure is that protection to demand deposit is unlimited. The 
problem with this is that in situation of distress depositors could move from term to demand 
deposits massively, in search for full protection. This would imply that the effective 
guarantee that the central bank is giving to the public can be multiplied several times in a 
short period of time. In the extreme case, all deposits could be moved to demand deposits, 
with the effective coverage being multiplied by a factor of 3.5. 
 
The logic of protecting demand deposits in full is that they are deemed key in order not to 
generate disruptions of payments in the economy in the case of a failure of a bank. As a 
measure to contain systemic implications this seems rather limited. Presumably, a current 
account holder would also have term deposits. Protecting their current account deposits does 
mean that all expected payment by this holder in the future will be fulfilled.  
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This criticism notwithstanding, the real problem with the full guarantee is the potential 
increase in the cost of closing a bank via deposits shifting2. The logical solution is to limit 
coverage on demand deposit. A second issue is the low limit of term deposits. This makes the 
threat of closing a bank less credible, since it would be politically difficult to implement.  
 
A sensitive scheme would raise the protection of term deposits and reduce that of demand 
deposits. The last column in Table 5 shows the effective protection granted when limit is 
raised to 500 UF (US$ 12,000 aprox.). The size of the guarantee is similar to that of the 
previous case. Therefore, total protection granted to the system is similar. A key difference 
though, is that a major channel via which exposure could be artificially inflated has been 
eliminated.  


                     
2 The extent to which this is a real possibility can be verified in Japan, where term deposits shifted to demand 
deposits when it was announced that the full guarantee on deposits would be finished on term deposits only.  
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III. Systemic Risk and Banking Concentration 
 
 
This section is concerned with the relation between banking concentration and systemic risk.  
 
Despite of the lack of a specific definition, systemic risk concerns is the most typical single 
argument used to justify the regulation of the financial sector in general and the banking 
system in particular. Explicitly or implicitly, systemic risk is usually understood as the failure 
or risk of failure of a significant part of the financial system.  
 
It is surprising then, that despite the seemingly widespread regard of it as a primordial 
justification of banking regulation, efforts to model it explicitly and consider it explicitly on 
regulation design and evaluation are only recent.  
 
Despite the concerns on systemic risk, the consensus view on banking was largely associated 
with liquidity transformation as the main rational for the existence of banks, and, from here, 
as their key characteristic determining their risks. Diamond and Dybvig (1983), for example, 
is a seminal and largely influential paper in this tradition. Their approach, however, does not 
lead to any room for a systemic analysis.  
 
A possible classification of different forms that systemic risk can be considered is proposed 
by Dow (2000). Dow distinguishes three forms in which systemic risk that can be thought of: 
1. Common shocks: A large fraction of the banking sector can be weakened if they face 


similar risks.  
2. Endogenous prices: Problems in one bank or a group of them may lead to changes in asset 


prices. This may in turn cause problems in previously unaffected banks. 
3. Direct Interlinkages: Direct exposures via lending, deposits and derivatives contracts may 


imply that problems in or the failure one bank transmit to other otherwise healthy banks.  
 
This paper is interested in constructing a simple model in which the basic forms of systemic 
risks can be incorporated, in order to assess the impact that banking concentration can have 
on those risks. In addition, it aims at deriving possible regulatory measures that could be used 
to reduce systemic risks.  
 
 
1. Relevant literature for this paper 
 
Theoretical models to analyse systems of banks have been recently put forward by Rochet 
and Tirole (1996), Freixas, Parigi and Rochet (2000) and Allen and Gale (2000). Important 
results from them are the importance of a diversified set of interlinkages among banks to 
increase resilience of the system to shocks, and the importance of unsecured direct 
interlinkages to promote cross-monitoring and market discipline among banks.  
 
Applied studies of the systemic risk implicit in interbank markets have appeared in recent 
years applied to different countries. Furfine (1999) for the US, Upper and Worms (2001) for 
Germany, Elsinger et al (2002) for Austria and Wells (2002) for UK, use a framework 
formalised by Eisenberg and Noe (2001) to assess this risk. Findings typically show that 
probabilities of systemic crises are low. Also, systemic importance of different banks can be 
determined. 
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This paper is related to this literature but it is different on its aims. The main difference is that 
it is not interested in assessing the extent of systemic risk implied by the current bilateral 
exposures of the Chilean banking system, but to understand whether the tendency towards 
concentration has affected in a fundamental way the fragility of the system.  
 
 
2. The model  
 
The interbank structure can be described by the following N×N matrix: 
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Matrix X summarises interbank cross-exposures, with xij representing the loans that bank i 
has made to bank j. Summing horizontally we obtain the total liabilities of bank i, while the 
vertical sum gives us all the interbank assets of bank j: 
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In addition, elements on the diagonal have to be zero, otherwise would mean that banks are 
lending to themselves: 
 
 ix ii ∀= 0,  
 
In the context of a payments problem, Eisenberg and Noe (2001) provide elements crucial for 
the use of this model to assess the stability of a banking system. In the context of a payments 
problem, in that a system of nodes holds liabilities among each other, they are interested in 
finding a clearing vector, i.e. the vector of payments from each node to the rest of the system 
that clears the system. In other words, the clearing vector is what actually banks pay in 
equilibrium. If a bank defaults, its payments would be expost lower that its original liabilities. 
Using a fixed point argument they prove that a clearing vectors always exists and that, under 
mild conditions, it is unique. This is important given the cyclical interdependence of the 
model. Knowing that the solution is unique we know that the solution is independent of the 
procedure we have taken to find the solution.  
 
In the Eisenberg and Noe set up, payments are modelled in accordance to bankruptcy law. 
This means that if the node (bank) has not defaulted, payments are made in full. If the node 
has defaulted, the value of the node is distributed among claim holders in proportion to their 
claims. In addition, it assumes limited liability.  
 
In addition to the proof of existence and uniqueness a useful outcome of Eisenberg and Noe’s 
paper is the algorithm they use to find the clearing vector, which they call the ‘ficticious 
default algorithm’. This algorithm starts by assuming that all payments are fulfilled. If no 
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node has total income below payments, then total payments made by each node form the 
unique clearing vector that solves the system and the algorithm stops. If, on the contrary, a 
bank defaults a new round is run. In this, liabilities by the failed nodes are distributed 
proportionally among the creditor nodes. After this, it is checked whether some node fails and 
so on. This algorithm is iterated until no bank fails.  
 
In this way, Eisenberg and Noe’s procedure to find a clearing vector to a network of bilateral 
exposures becomes a natural procedure to measure the systemic risk imposed by a given 
bank.  
 
To measure the systemic importance of each bank and, more generally, the stability of a 
certain banking structure, we allow banks to fail each at a time. In each failure we assume 
that a certain fraction θ of the value of the failing bank is lost, and therefore that is the loss 
that the creditors to the failed bank experience as a consequence. We assume that each bank 
has a certain amount of capital and that a bank fails when the total loses from failed banks are 
larger than its capital. 
 
The sequential nature of the algorithm gives us important information about the stability of 
the system, as the extent to which failures are caused by contagion rather than direct 
exposures, the number of rounds of failures that the failure of a large bank can generate and 
so on.  
 
 
3. Simulations  
 
The object of study of this paper is the concentration of banks in Chile. This will be 
approximated by the distribution of Tier 1 capital among banks. This concentration structure 
will be compared with other structures with varying degrees of concentration. The objective 
is to determine the extent to which different levels of concentration differ in the systemic risk 
implied by their members.  
 
Two scenarios are run in the simulations. In the first scenario, limits to interbank borrowing 
and lending are purposely kept high in order to generate many different possible scenarios for 
interbank linkages. By allowing high levels of interbank exposures we make contagion more 
likely. These scenarios are generated randomly as will be explained later. The objective of 
this step is to test different metrics to measure systemic risk in a given system of interbank 
interlinkages.   
 
The second scenario simulates the Chilean banking system in a more realistic way. In 
particular, limits to interbank lending are set at levels corresponding with current regulation 
in Chile.  
 
 
4. Parameters 
 
Capital structure  
The base case is the effective capital structure in September 2002. To generate our other 
scenarios I follow a simple rule. I sequentially reduce the rate of growth of bank size by 0.2 
of the original capital structure. The scenarios generated are summarised in table 3: 
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Table 3: Capital structures used in simulations 
 


       
 Baseline b c D e f 


Largest 23.7% 19.4% 14.8% 10.8% 7.3% 4.0% 
Largest 5 65.0% 58.7% 48.7% 40.0% 29.3% 20.0% 
Largest 10 84.7% 80.6% 71.3% 64.6% 53.7% 40.0% 
Largest 15 95.4% 92.9% 87.8% 81.5% 75.6% 60.0% 


       
Herfindahl Index       1,157         937         702         556         458         400 
Number of Banks       25  25         25         25         25         25 


 
 
Limits to Interbank lending 
Current regulation imposes limits on the borrowing and lending side. On the lending side, 
Banking law determines that interbank lending to a single bank can not exceed 30% of Tier 2 
capital of the lender. As Tier 2 capital can be up to 50% larger than Tier 1 capital, this limit 
implies that lending to a single bank can be as much as 45% of Tier 1 capital. These limits 
refer to lending and not to total exposures. Exposure can be larger that via deposits and 
derivative contracts. There is no limit to overall interbank lending. 
 
On the borrowing side, overall interbank term (as opposed to demand) liabilities with residual 
maturity of less than one year can not exceed 10% of assets. In addition, term liabilities with 
a specific bank can not exceed 3% of assets of the borrower or the lender, whichever the 
largest. Liabilities payable on demand or with a residual maturity over a year are not subject 
to any limit. 
 
We can see that in both sides of the balance sheet, limits to interbank exposures are not very 
restrictive. On the lending side, total lending is not limited and individual exposures can be 
increased by ways other than lending. On the liabilities side limits can be exceeded via long-
term borrowing. Long-term interbank lending can be high in some countries. Upper and 
Worms (2001) report that by December of 1998 in Germany 36% of all interbank liabilities 
have a maturity of 4 years or more.  
 
For the first scenario I assume a limit of 30% on interbank assets and liabilities. For the 
second scenario, I impose a 10% limit to interbank assets and liabilities.  
 
 
Interbank links 
In the first scenario, the interbank lending is generated randomly. I assume that the ratios of 
overall interbank assets and liabilities to total assets are random variables for each bank, 
distributed uniformly between 0 and the upper limit assumed. Therefore I am assuming that 
interbank assets and liabilities for a given bank are not related in a predictable way, i.e. that 
the level of interbank assets of a bank does not say anything about the level of its liabilities. 
This may not be true for certain banks that typically are in particular side of the market 
(money center banks for example), but it is a reasonable assumption for most banks. 
 
From the two ratios obtained for each bank, total interbank assets and liabilities for each bank 
are obtained using the level of total assets of the bank. The next step is to generate the matrix 
X, which will tell us how are the interbank connections. In addition, since assets and 
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liabilities are generated randomly, an adjustment will have to be made to ensure that they add 
up to the same amount.  
 
There are multiple forms in which banks can be connected to each other. According to Allen 
and Gale (2000), the more diversified are the links of each bank, the more resilient is the 
system to shocks. I generate interconnections through an algorithm that generates maximum 
diversification or ‘connectedness’ of the structure given the total assets and liabilities that 
each bank wishes to hold.  
 
The algorithm starts from the vector of interbank assets and distributes them into each other 
bank in proportion to their desired total liabilities. Therefore, the vector A is being distributed 
horizontally in the rows of matrix X. In the next step, liabilities allocated in this way are 
summed for each recipient bank (horizontal sum in matrix X) and compared to the totals 
initially generated randomly. Let us call the latter the ‘desired’ liabilities. In some cases they 
will differ. In cases when total allocated liabilities are larger than desired liabilities, the 
excess is reduced proportionally from each creditor bank and the desired liabilities for this 
bank are set to zero for the next round. The assets allocated in excess for each bank are 
marked as ‘pending’ for each creditor bank. In the cases where allocated liabilities are less 
than desired liabilities, the desired liabilities for each bank are set equal to the remaining 
desired liabilities.  
 
In the next round, a similar allocation takes place where the pending assets of each creditor 
bank are distributed among recipient banks in proportion to their remaining desired liabilities. 
Excesses are determined and new round run until either all assets are allocated or all desired 
liabilities are fulfilled. Whatever happens first will determine the total size of the interbank 
market. The algorithm allocates assets in a few rounds. 
 
Loss ratio 
Simulations are run considering loss ratios between 10% and 50%. James (1991) calculates 
loss ratios in bank failures in 40%. The latter is a standard value for calibrated models in this 
literature. 
 
Total Assets 
Total assets are generated from capital assuming the regulatory ratio of Tier 1 capital to 
assets of 3%.   
 
 
5. Results 
 
First simulations 
The objective of these simulations is to explore the dynamics of the model and to determine 
metrics to measure the systemic risk implicit in a given system. Table 4 provides a summary 
of some findings. For each possible capital structure, we simulate 100 different interbank 
markets. For each case of interbank market we determine its resilience through the ficticious 
default algorithm. If at least one bank in this algorithm generates the failure of at least one 
other bank, the whole interbank structure is marked as capable of generating contagion.  
 
Table 4 reports average size of the interbank market generated in each case, which is similar 
across capital structures. The second line shows that systemic risk differs considerably across 
structures. In the base case scenario, in 70 out of 100 banks there is at least one bank that can 
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lead to the failure of a second one if it fails. The next line shows that the total number of 
banks affected in each case is large, as is the assets damaged on average when contagion 
exists.  
 
When moving towards less concentrated capital structures, the incidence of contagion is 
reduced considerably. Starting from structure d, where the largest bank is about 11% of the 
system, there are no more cases of contagion under the parameters of this exercise. It is 
interesting to note that while the incidence of contagion is reduced considerably by reducing 
concentration when it occurs, damage --as measured by number of banks and assets affected-- 
is similar. In fact, there is a slight increase, suggesting that the worst contagion cases are the 
last to disappear.   
 
 


Table 4: Systemic risk 
 


 Capital Structure 
 Base b c d e 


Average Interbank assets over total assets 15.2% 15.0% 15.0% 14.9% 14.8% 
Cases of Contagion out of 100 70 42 14 0 0 
Average banks affected given contagion 15.7 15.0 15.8 0 0 
Average assets affected given contagion 50.7% 51.3% 59.6% 0 0 


 
 
With the data generated in the simulations, I run regressions in order to determine possible 
metrics to assess the systemic risk embedded in a certain system of interbank interlinkages. I 
define the variable to explain as the worst loss in total assets that can occur in a certain 
system of bank interlinkages. I try different metrics as potential explanatory variables, 
focusing on variables that could be constructed from balance sheet data by a regulator. 
 
There are two metrics that seem to give interesting information. One is an attempt to measure 
interconnectedness and is defined as the standard deviation of the exposure of each bank to 
each other bank as a percentage of its capital. In practical terms, it consists of dividing each 
row i of matrix X by the capital stock of the ith bank and taking the standard deviation of this 
matrix without considering elements in the diagonal. A better-connected system will have a 
lower standard deviation of exposures, then we would expect a positive relation between this 
metric and the dependent variable. 
 
The second variable captures the risk imposed in the system by the bank that causes the worst 
systemic crisis when it fails. I define this measure of ‘risk imposing’ as total liabilities of a 
bank (the column sum of matrix X) over the capital stock of all the other banks. Again, the 
higher the risk imposed by a bank, the higher the potential damage, therefore we also expect a 
positive coefficient.  
 
Table 5 shows the results of the regressions. The lower panel of the table shows the 
regressions including a dummy variable for the type capital structure. 
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Table 5: Regressions of fraction of total assets failed to total assets on variable indicated 
 


 Coeff. St. Error t Stat P-value    Coeff. St. Error t Stat P-value 


Constant -0.842 0.057 -14.7 4.6E-41   Constant -0.282 0.016 -17.7 9.5E-55 
Interbank/Total Assets 2.459 0.329 7.5 3.4E-13   Risk Imposed 0.401 0.014 28.7 1.5E-107 


St. Dev exposures 0.416 0.018 23.3 1.0E-81        


            


R Square 0.54      R Square 0.62    
Adjusted R Sq 0.54      Adjusted R Sq 0.62    


Standard Error 0.17      Standard Error 0.15    


Observations 500      Observations 500    


            


            


 Coeff. St. Error t Stat P-value    Coeff. St. Error t Stat P-value 


Constant -1.134 0.090 -12.6 1.3E-31   Constant -0.340 0.036 -9.5 8.9E-20 


Interbank/Total Assets 2.708 0.322 8.4 4.3E-16   Risk Imposed 0.448 0.021 21.4 1.3E-72 


St. Dev exposures 0.550 0.034 16.3 5.1E-48   Dummy b -0.028 0.021 -1.3 1.9E-01 


Dummy b -0.002 0.024 -0.1 9.3E-01   Dummy c -0.027 0.024 -1.1 2.6E-01 


Dummy c 0.031 0.029 1.0 3.0E-01   Dummy d 0.008 0.027 0.3 7.6E-01 


Dummy d 0.088 0.035 2.5 1.3E-02   Dummy e 0.095 0.030 3.2 1.5E-03 


Dummy e 0.191 0.040 4.7 3.1E-06        


            


R Square 0.58      R Square 0.65    


Adjusted R Sq 0.57      Adjusted R Sq 0.64    


Standard Error 0.16      Standard Error 0.15    


Observations 500      Observations 500    


 
 
The first metric (st. dev. of exposures) is significant and gives a relatively good account of 
systemic risk when combined with total size of the interbank market. R square increases 
when dummy variables are included. This is due to cases d and e, where we know that 
failures never occur. The ‘risk imposed’ variable has an even better explanatory power. As it 
turns out, including other variables in this specification does not help. This finding is useful 
for policy purposes, as we will see in the next section.  
 
 
Second Simulations 
 
This set of simulations attempts to assess the risks of the current structure of concentration in 
Chile in a more meaningful way. In addition to measure failure of banks, measures of assets 
‘damaged’ are also reported. Damaged assets are defined as the assets of those banks that 
suffer a loss of at least 50% of its capital, but less than 100%. The idea is to measure not only 
absolute failures, but also those situations where banks have been substantially weakened. In 
these situations, the supervisor most likely will have to take some corrective action.  
 
Interbank assets and liabilities are limited to 10% and I assume that banks are close to that 
number. This assumption may seem extreme, but it is in the extreme scenarios where 
resilience is tested. Moreover, as we reported before interbank assets and liabilities can be 
higher than 10% of assets according to current regulation in Chile.  
 
In these simulations, I also explore the impact of different forms of the structure of 
interconnections. In particular, I restrict banks to have a fixed number of counterparties. I 
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analyse cases where banks interact with 3, 4, 6, 8 and 12 counterparties. These need not to be 
the same in the borrowing and lending side. Nor they form closed sets, in the sense that the 
counterparties of a given bank do not have the same counterparties as that bank. This adds 
realism to the exercise, in that it is difficult to think that a situation where a bank interacts 
with all the others in the interbank market is a realistic one.  
 
Figures 1 and 2 shows the results for the cases of loss ratios (θ) of 20 and 30%, respectively. 
Both show the extent of damage as well as the size of the interbank market for three cases of 
the capital structure: baseline, c and e. Points in the graph represent the average result for 
structures with the given number of counterparties. With these levels of θ, there are no 
failures by contagion. The case of θ=10% shows that damage is higher the highest the 
concentration, a result in line with the findings of the previous section. With one exception, 
moving towards a larger number of counterparties reduces damage, our alternative measure 
of systemic risk. In this case, a higher number of counterparties helps to spread the risk 
imposed by large banks. 
 
However, this need not be always the case. An increase in the number of counterparties may 
initially have an adverse effect, in that it helps to spread the damage. This happened in one 
case in Figure 1 (Base case going form 3 to 4 counterparties) and happens more frequently 
with higher θ. Figure 2 shows that this is the case. With the base case of concentration, 
increasing the number of counterparties always increases damage. 
 
Figure 3 and 4 report cases with θ =40% and 50%, respectively. For each case of 
concentration assets of failed banks (solid line) and damaged banks are reported. Consider the 
first the base case in Figure 3 (square marks). Failed assets increase at the beginning with the 
number of counterparties and then goes down. Damage, in turn, follows an almost exact 
opposite pattern. In case c of concentration, there are failures by contagion with low number 
of counterparties, but they decrease monotonically with the increase in the number of 
counterparties. Finally, case e shows no failures by contagion and damage that decreases 
monotonically with the increase in counterparties. 
 
 Results seem to indicate that there may be non-linearities in the effect of increased 
interlinkages in a network of banks on its resilience to shocks. Future research should explore 
this point. The trade-off seems to come from the fact that increasing interlinkages may help to 
transmit an adverse shock rather than absorb it. Figure 4 shows another case with these 
properties.  
 
However, all results in this set of simulations indicate that systemic risk is lower in less 
concentrated structures, as measured by either contagion failures or damage. In what follows, 
a measure to contain systemic risk is proposed.  
 
Results from the first set of simulations showed that risk imposed was a key determinant of 
systemic risk. Therefore by limiting the amount of risk imposed on the rest of the system, 
systemic risk can be contained. I search through simulations, the larger number for the risk 
imposed definition that generates no failures by contagion in the case θ =40% and 
Counterparties=6. It turns out that this number is 0.25. This is the maximum ratio of 
liabilities in the interbank market to capital of all other banks in the system. This number can 
be translated into a maximum fraction of interbank liabilities to total assets as a function of 
the fraction of capital that a given bank represents in the total.  
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Figure 5 shows the rule of the maximum liabilities as a function of the ratio of capital of a 
bank to total system capital. A 10% maximum is exogenously imposed. The rule implies that 
banks whose capital represent more than 7.5% of total capital should have a limit to total 
interbank liabilities below 10%. A bank whose capital represents 20% of the system, for 
example, should not have more than 3.7% of its assets as interbank liabilities.  
 
The effect of the rule is shown in figures 6 to 9, which can be directly compared with figures 
1 to 4. Dashed lines indicate the original situation while solid lines indicate situation under 
the rule. Also, square markers indicate failures by contagion while diamonds indicate 
damage. Figures show that the rule effectively reduces systemic risk in all cases. Failures by 
contagion virtually disappear in all cases with six or more counterparties, even in the case of 
θ =50%. 
 
 
IV. Summary conclusions 
 
(to be provided)  
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Assets damaged and Interbank Market size
Loss ratio = 30%
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Assets of banks damaged and failed 
Loss ratio = 40%
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Figure 4


Assets of banks damaged and failed 
Loss ratio = 50%
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Figure 5
Maximum Interbank Liabilities
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Assets of banks damaged 
Loss ratio = 20%
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Figure 7


Assets of banks damaged 
Loss ratio = 30%
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Figure 9


Assets of banks failed and damaged 
Loss ratio = 50%
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1 Introduction


Financial markets are probably the most complex and important type of marketplace
within modern economies. Besides contracting upon future and uncertain events, im-
perfections arise as a result of asymmetric information and incentive problems. These
markets, at the same time, have an utmost importance for both the business cycle and
growth. Indeed, financial crises explain a large portion of the largest cycles, mone-
tary policy transmission critically depends on financial arrangements, and the efficiency
of fund intermediation toward profitable investment projects is a key determinant of
growth. Yet a fraction of what actually happens in financial markets is largely unknown,
particularly in developing countries.


In this paper we use a unique data set to empirically investigate specific but crucial
aspects of financial markets. In particular, we study commercial bank-client relationships
of manufacturing firms in Chile in a twofold dimension. First, we examine whether
concentration of the banking industry influences the conditions at which a given firm
obtains loans. We focus on both actual concentration faced by firms —i.e. the number
of banks a firm has relationships with— and market competitiveness measured by the
number of existing banks at the local (geographical) level. And second, we study whether
the duration of bank-client relationships affects access to bank financing. We do so by
evaluating both the volume of bank lending (as a percentage of the firm’s capital) and
the interest rates that individual firms are charged in a large sample of Chilean firms
during the 1990-1998 period.


Most of the empirical literature on financial market imperfections has focused on the
consequences on investment of internal funds availability (in the line of Fazzari, Hubbard,
and Petersen, 1988) to conclude that borrower-lender information asymmetries are a key
determinant of external funding access. Indeed, a number of articles have studied the
effects of lender-borrower relationships on firm performance, e.g. on the value of the firm
and investment decisions. Relationships and the extent of the asymmetric information
problem have been measured in many ways. For instance, in studying the sensitivity of
investment to cash flow according to the degree of attachment to banks, Hoshi, Kashyap
and Stein (1991) associate membership to a large industrial group as a proxy for weaker
asymmetric information. With this same purpose, Schaller (1993) uses the degree of
ownership concentration as a measure of information problems, Whited (1992) uses a
dummy to capture whether a firm has a bond rating, and Fohlin (1998) uses the number
of firm’s board members that sit at a bank’s board of directors. Both Medina and
Valdés (1998) and Gallego and Loayza (2000) examine this same issue for Chile, using
alternative measures of information asymmetries.
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This paper takes one step back, and studies the empirical plausibility and impor-
tance of the asymmetric information problem on bank lending. It also investigates the
implications of competition and concentration for bank lending at the microeconomic
level.


According to theory, the consequences of concentration and relationship length on
access to bank lending are not clear. These outcomes, in turn, have distinct implications
for both market performance and policy. The empirical assessment of these effects
is therefore especially valuable. Moreover, given the particular characteristics of an
emerging economy like Chile, this assessment should ideally be done using country-
specific data.


The issues we examine in this paper are important in their own right for the function-
ing of the financial market, particularly regarding credit access of small and medium size
firms. They are also relevant for understanding monetary policy. For instance, monopoly
power arising from either information asymmetries or straight lack of competition may
also modify an otherwise standard transmission mechanism of monetary policy. Bank
lending could also amplify or dampen the effects of monetary policy through endogenous
changes in the external finance premium (the credit channel of monetary policy).1


Our results indicate that lower concentration, measured by the number of banks
a firm is related to, has a negative and economically relevant impact on the cost of
bank loans (i.e., is associated with lower interest rates). As to the volume of bank
lending, higher concentration appears to have a negative and highly non-linear effect.
Concentration, measured at the local geographic level (specifically, the number of banks
in a comuna), has some effects, although of less economic importance. Controlling for
firms’ age, the length of borrower-lender relationships (measured by the age of the oldest
relationship with the banking system) has a significant and positive effect on loans, and
a significant and negative effect on interest rates paid.


The rest of the paper is organized as follows. Section 2 quickly revisits some theory
and previous empirical work. Section 3 describes the construction and main character-
istics of the data set. Section 4 presents the main findings, evaluating the effects of
bank concentration and lender-borrower relationship length on borrowing volume and
lending rates. Finally, section 5 presents the main conclusions and discusses a few policy
implications.


1See, e.g., Bernanke and Gertler (1995) and Kashyap and Stein (1994).
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2 Theory and Previous Empirical Evidence


From a theoretical point of view, both bank concentration and the length of lender-
borrower relationships have ambiguous consequences on bank loan access. As for con-
centration, Diamond (1984) develops a model in which bank financing is less expensive
than borrowing from public lenders, since intermediaries can save on monitoring and
agency costs. Ramakrishnan and Thakor (1984) and Allen (1990) give banks a spe-
cial screening role. In either model, under increasing economies of scale, concentration
may further reduce costs or enhance efficiency. Marquez (2002) shows that increased
competition among banks may lead to information dispersion, increasing the costs of
borrowing. A market with few large banks, he concludes, can have lower interest rates
than a market with many small banks. In the same venue, if too many banks serve
one particular client, incentives to properly monitor may weaken due to the commons
problem, and in turn, increase costs.


At the same time, however, while bank control can reduce costs and increase effi-
ciency, market power by banks may of course result in monopoly pricing if competition
and/or contestability are weak. Furthermore, a single bank may build up an ex post
information monopoly that adversely affects lending (Sharpe, 1990 and Rajan, 1992).
This hold-up problem can make it costly for a firm to switch lenders as it may signal that
the bank with the information monopoly is not willing to lend to the firm. In this case,
the bank can extract rents from the firm and possibly distort its investment decisions.
Concentration, therefore, may produce a borrower capture. This problem is likely to
be more relevant if banks observe other banks’ lending, because the stigma arising from
denying or cutting financing is stronger.


One can also postulate that competition may affect the value of relationship lend-
ing, modifying the amount banks are willing to invest in a relationship. Petersen and
Rajan (1995) show that greater inter-bank competition reduces bank lending rents and
decreases the importance of relationship lending. Boot and Thakor (2000) extend Pe-
tersen and Rajan’s model to allow for competition from the rest of the capital market
(e.g. mutual funds, and investment banks). They find that increased inter-bank com-
petition may increase relationship lending, but then each loan has lower value added
for borrowers. Furthermore, they find that higher competition from the capital market
reduces total bank lending as well as relationship lending, although each relationship
loan has higher value added for borrowers.


As for lender-borrower relationships, it is straightforward to argue that a lengthier
relationship produces a more durable connection that alleviates information asymme-
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tries, thereby reducing financial costs.2 Long relationships, however, can potentially be
costly for a borrower, if the stigma from cutting financing is higher the longer —and
thus the more informed— is the relationship.


There are a number of empirical studies on the effects of concentration and relation-
ships. Regarding concentration, and using detailed information on the debt structure of
American publicly traded corporations, Houston and James (1996) find that firms that
borrow from a single bank, as opposed to firms that borrow from multiple banks, depend
less on bank loans to finance their operations when growth opportunities are important.
This evidence is consistent with the notion that information monopolies allow banks to
extract rents from borrowers. They also find that banks specialize in lending to smaller
and less risky firms (relative to the typical firm in their sample).


Cetorelli (2001) reviews both the theory and the evidence of the effects of competi-
tion on the banking industry, and concludes that the common wisdom that restraining
competition always reduces welfare is not necessarily correct. For instance, using a panel
of 36 industrial sectors for a group of 41 countries, Cetorelli and Gambera (2001) find
that bank concentration does impose a deadweight loss in the credit market as a whole,
resulting in a reduction of credit supply. However, the effect is heterogeneous across
industrial sectors: industries that depended heavily on banks for investment and growth
benefit from concentration, presumably because they develop closer relationships. Us-
ing the share of banks’ small business loans to total assets, Berger, Goldberg and White
(2001) study the effects of banking entry and of bank M&A’s on the supply of small
business credit by other banks. They find that there are modest aggregate external
effects of both M&A’s and new entries, and that these effects depend on bank size. Us-
ing a panel of country experiences, Levine (2000) finds that bank concentration is not
strongly associated with negative outcomes in terms of financial development, industrial
competition, or banking fragility.


On the subject of bank-client relationships and concentration, Petersen and Rajan
(1994) study the effects of lender-small-business relationships on interest rates and loan
availability (the latter proxied by the percentage of firm’s trade credits paid late). They
find a positive association between the number of banks that lend to a firm and the
interest rate charged for the latest loan, but no significant connection between this rate
and the length of the firm-lender relationship. They also find a negative effect of the
length of the longest relationship and the firm’s age on loan availability, although this
latter variable is positively related to the number of banks from which the firm borrows.
Berger and Udell (1995) analyze the role of lender-borrower relationships on the loan
rate spreads (over the lending bank’s premium rate) paid by small firms. They find


2Of course, a lengthier relationship is not the same as firm age, which in turn is probably negatively
correlated with information asymmetries.
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a negative correlation between the length of the firm’s relationship and these spreads.
Blackwell and Winters (1997) find a positive correlation between the bank’s monitoring
effort and the loan’s interest rate, and that banks monitor less often firms with which
they have closer ties. Cole (1998) studies the effect of pre-existing relationships between
firms and lenders on loan availability and find a positive association. He does not find
any role for relationship’s length.


Chakravarty and Scott (1999) empirically study the effects of relationships in the
market for consumer loans using a data set that allows them to identify credit constrained
individuals. They find that the following characteristics significantly lower the likelihood
of being liquidity constrained: (i) the length of the relationship between a household
and a potential lender; (ii) the number of activities a customer has with his/her bank
(proxied by the number of accounts); and (iii) the number of financial institutions that
a household has relationships with. Furthermore, they find that the rates charged on
collateralized loans are less sensitive to these relationship variables than the rates on
uncollateralized loans.


All these papers use data from the US economy from which lessons are not directly
applicable to an emerging market economy like Chile. In comparison to the US, both
firms and the financial market structure are considerably different. Among other things,
bankruptcy procedures are not alike, firm size differ substantially, the number of banks
is much smaller in Chile, and the Chilean market is highly collateralized.


3 Data


The data in this study come from two sources. The first data set gathers information
on all credit transactions between commercial banks and firms. The information is
collected by the Superintendencia de Bancos e Instituciones Financieras (SBIF), the
commercial bank regulatory and supervision government agency.3 The data set contains
information on the amount borrowed by each firm from each commercial bank, the
fraction of outstanding and overdue loans, (cartera vencida, including also data on credits
paid late, mora), and the credit rating of the loan assigned by each lending bank. In
Chile, all firms and individuals are assigned a unique identification or taxpayer code
when they are born or legally incorporated, known as Rol Único Tributario or RUT.
This code is recorded in the data set, and allows us to follow firms over time.4


3The Central Bank also has regulatory responsibilities.
4To protect the firms’ identity, RUTs were deleted from our sample by SBIF and Central Bank


statisticians. However, firms were randomly assigned a new identification code that allows us to follow
them over time.
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This data set has been matched with the second source we use, the Encuesta Na-
cional Industrial Anual or ENIA, a survey of manufacturing firms conducted annually by
the statistics government agency (Instituto Nacional de Estad́ısticas, INE). The ENIA
covers all manufacturing plants that employ at least ten individuals. Thus, it includes
all newly created and continuing plants with ten or more employees, and it excludes
plants that ceased activities or reduced their hiring below the survey’s threshold. The
ENIA covers about 50% of total manufacturing employment.5 It collects detailed infor-
mation on plant characteristics, such as manufacturing subsector (at the 4 digit ISIC
level), ownership status, sales, employment, location, investment, and interest payments
including inflation adjustments and bank commissions paid.6 Although not reported in
the publicly available data set, the survey records the firms’ RUT, so the two data sets
can be matched.7


Matching firms across surveys induces a series of measurement problems. The most
important, the SBIF data gathers information on all the firm’s activities, whereas the
ENIA only records manufacturing related activities. Thus, if a firm produces manu-
facturing and non-manufacturing goods and services under the same RUT, the SBIF
data will represent a broader set of activities than the ENIA. This means that we may
overestimate the debt. In constructing a proxy of interest rates, we use total interest
payments from ENIA and the outstanding debt from SBIF. Since this interest includes
payments accrued to both banking and non-banking debt we may overestimate the true
interest rate paid. At the same time, however, because of the possible overestimation
of debt, the true interest rate may not be overestimated. Finally, the ENIA records
information at the plant level, and not at the firm level. Still, we were able to add up
information on plants belonging to the same firm as long as they produce under the
same RUT.


We excluded firms with either no debt or no interest payments. Our data set contains
thus 21,000 observations on 4,959 firms over the 1990-1998 period. Nominal figures were
deflated using the value added and gross production deflators constructed by ECLAC
at the three digit ISIC level (see Yagui, 1993). These adjustments take into account
that stock variables are recorded at year end prices, whereas the prices of flow variables
represent within year averages.


Table 1 reports basic statistics on sales, employment, capital stock, and profits, by
industrial sector.8 The average firm hires just over 110 employees, sells almost 3.5 billion


5Industrial employment represents roughly 16% of total Chilean employment.
6Inflation adjustments on financial contract interest rates are due to the widespread use of indexation


clauses in Chile.
7The surveys were matched by Central Bank and SBIF statisticians who assigned the new identifi-


cation code to firms.
8Capital is reported (at book value) only since 1996. We constructed the series using the information
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pesos, holds a capital stock of 1.2 billion pesos, and earns profits of 1.1 billion pesos (or
roughly 8.5, 3.0, and 2.7 million dollars, respectively, evaluated at the average 1996
exchange rate). The largest firms belong to the 314 (tobacco), 353 (petroleum refining),
372 (non ferrous metals), 371 (steel products), and 341 (pulp and paper) sectors. The
smallest firms belong to the 390 (other manufacturing products), 385 (scientific and
professional equipment), 382 (construction machinery), 332 (wooden furniture), and
323 (leather products) sectors.


Table 2 describes the borrowing patterns of the sample firms. The first three columns
report total debt (in thousands of 1996 Chilean pesos) for all firms, and according to
firm size. Firm size categories are based on employment quintiles, so the second entry
represents the level of debt of the smallest 20% of firms. The average firm owes over 88
million pesos (over 100 million pesos at the median). The average ratio of debt to capital
stock is 2.14, and the median is 0.48. Although the amount borrowed increases with firm
size, the ratio of debt to capital stock does not: the smallest and the largest firms have
the highest average ratios. One possible explanation to this pattern is that smaller firms
have a higher demand for funds, and that those small firms that do obtain loans get
large amounts relative to their capital stocks. At the other end of the distribution, larger
firms are offered more loans, and borrow more from banks despite their better ability
to raise funds from different sources. An alternative explanation is that our matching
procedure induces mismeasurement of the debt-capital ratios, and that these errors are
larger for smaller firms. It is worth noting, however, that the median ratio of debt to
capital is almost constant across size categories. This median should be more robust to
our measurement problems.


The table also reports our measures of closeness of a firm to its creditors. The
seventh and eighth columns report the number of banks that lend to each firm in the
sample.9 On average, sample firms have a lending relationship with about 2.9 banks. At
the median, firms borrow from 2 banks. The number of related banks strongly increases
with firm size. The smallest 20% of firms have, on average, slightly less than two lenders
(exactly 2 at the median), whereas the largest 20% of firms borrow on average from over
4.5 banks (4 at the median).


A second measure of closeness to a bank is the concentration of borrowing. The
firm-specific Herfindahl index we report was calculated using the shares of total firm


on investment and the capital accumulation equation Kt = (1−δ)Kt−1+It−1. We used the depreciation
rates in Liu (1991) and the investment deflators in Bergoeing et al. (2002). This procedure forces us to
drop a large number of observations in regression models that include the capital stock, since capital
cannot be estimated for firms that were in the sample only in years prior to 1996. Capital stock includes
machinery, vehicles, buildings, furniture and other forms of capital, but excludes land.


9In 1990 there were 41 banks in business in Chile. In 1999 there were 29 banks. The number of
banks declined steadily over the sample period through mergers and acquisitions.
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debt borrowed from each of the banks that actually lend to the firm. This measure also
shows that bank lending is highly concentrated, and that concentration decreases as the
firm size increases.


Our final measure of firm-bank closeness is the duration of the relationship. Unfortu-
nately, we do not directly observe the number of years the firm has been servicing each
bank loan, so we had to construct it as the number of years the firm has been borrowing
from the banking system starting in 1989. Clearly, this variable is a censored measure of
the actual length of the relationship if a firm was already borrowing in 1989. However,
if the firm was either created or got its first loan later on in our sample period, then the
relationship length is properly measured. On average, firms have been servicing loans
for at least 5.5 years (or 5 years at the median). There is no clear relationship between
the age of the oldest loan and the size of the firm. However, it is possible that the true
relationship is an increasing one, if smaller firms tend to be younger and if censoring of
the duration variable has a larger effect on big firms.


Table 3 reports the patterns of interest payments. The first set of columns describes
the behavior of total interest payments, whereas the second set shows interest payments
as a fraction of the average between t and t − 1 debt. This variable is intended to
measure the actual cost of borrowing in our sample. As expected, on average, firms
spend more funds on interest payments as they grow. But the rates paid are higher
on average for larger firms. However, the average loan rates paid in the sample are
extremely high (almost 23,000%). Given the number of extreme observations in the
sample and its large standard deviation, our analysis will focus on median rates, which
are less sensitive to outliers. The median rate in the sample is about 24%. Although
the relationship between size and age is not monotonic, the cost of borrowing is lower
for larger firms: the smallest firms pay rates that are 4 percentage points higher than
the rate paid by the largest firms.


Both the distribution of debt-capital ratios and interest rates are highly skewed. Fig-
ures 1 and 2, and table 4 present these distributions.10 Not only the means and medians
are quite different, but also both distributions contain extremely high and low values.
Possibly, a number of these extreme observations are due to our matching procedure.
Since the median, unlike the mean, is less affected by these extreme observations, the
regression analysis below is based on Least Absolute Deviations (LAD) methods and
not on OLS.11


10For illustration purposes only, both distributions were truncated at the top in Figures 1 and 2.
11See Amemiya (1986) for a derivation of the estimator and a proof of its consistency.
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4 Relationships, Concentration and Firm Borrow-


ing


As mentioned in Section 2, the closeness of firm-bank relationships have theoretically an
ambiguous effect on the availability of funds. First, lengthy relationships allow banks to
learn more about the firm, its projects and managers, alleviating information asymme-
tries. However, if (positive) information on a firm cannot be easily conveyed to the rest
of the banking system, then lengthy relationships may lead to information monopolies:
if a firm requests a loan from a non-connected bank, it may signal that the related bank
is not willing to lend. This hold up problem is more relevant for firms with closer ties.
Key for interpreting our findings below is the fact that commercial banks in Chile have
access to information on the total amount borrowed by each firm (with respect to the
banking system), and whether firms have loans overdue. They know the total amount
that is overdue, the lending institutions involved, although not the exact distribution
among creditors. The SBIF provides this information to each bank on a monthly basis.


Concentration measures also have an ambiguous effect on the lending volume. On
the one hand, bank concentration may be cost efficient. On the other, concentration
can lead to monopoly pricing and to information monopolies. In this and in the next
section, we empirically estimate the effects of relationship banking on the availability of
funds and on the cost of borrowing.


4.1 Borrowing Patterns of Firms


Our benchmark econometric model includes three sets of variables. The first includes
variables that capture the effects of firm-bank relationships on lending: the age of the
oldest loan, the firm specific Herfindahl index, and the number of lending banks. The
second set intends to control for firm characteristics, such as size —measured by the
natural log of sales and the number of employees— and profitability —measured by the
ratio of current profits over sales. Finally, we add time dummies to control for aggregate
shocks that affect all firms, sectoral dummies at the 3-digit ISIC level, and regional
dummies to account for differences across locations (Chile is divided into 13 regions).


The length of the relationship and the age of the firm are correlated. Older firms
have been producing longer. If firm’s age is a proxy for firm’s quality, then older firms
are more likely to be able to borrow. Furthermore, a selection bias due to exit can
lead to a positive effect of age on the amount borrowed. In order to distinguish the
age effect from the relationship duration effect we add controls for the age of the firm.
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We do not observe directly the date in which the firm was created. However, RUTs
are assigned by the Internal Revenue Service chronologically; i.e., a younger firm has a
larger RUT number than an older firm. These identification numbers are assigned within
ownership categories. For instance, individuals have RUTs between 1 and 48 million,
limited liability corporations have RUTs between 77 and 80 million, and publicly traded
companies have RUTs between 90 and 97 million. Since we are not allowed to directly
observe the RUTs, Central Bank statisticians created a variable we call rank RUT. This
variable is an ordering from larger to smaller RUT (so the lowest number is assigned
to the youngest firm) within ownership categories. There are 11 categories in our data
set; however, over 90% of the sample is represented by individuals, limited-liability
corporations and publicly traded companies.


The first column of table 5 presents our benchmark specification. The length of the
relationship with the banking sector has a positive and significant effect on debt to capital
ratios, i.e., firms that have been borrowing for a long period are able to fund a larger
fraction of their capital stock through the banking system. For each extra relationship
year, firms in the sample borrow 0.017 extra points of capital. This magnitude is large,
as it represents about 3.6% of the median debt-capital ratio in the sample. Because the
regression already controls for the age of the firm, this effect should effectively capture
the role of ties between firms and banks. However, the effect might be overestimated,
as our duration measure is right-censored.


Concentration, as measured by the firm-specific Herfindahl index, has a large and
negative effect on the amount borrowed. The number of banks from which firms borrow
has a positive and large effect on loans. The lower panel of the table shows the estimates
of the effect of increasing the number of banks from which a firm borrows from one to
two (assuming equal bank shares), and from two to three. Moving from one to two
relationships allows firms to increase their debt to capital ratios by 34.7 percentage
points, and from two to three banks by 19.5 percentage points. Figure 3 plots the
estimated effect of increasing the number of relationships as well as ±2 standard errors,
again assuming that debt is split equally among banks. The magnitude is always large
and significant. Moreover, as the number of ties increases, the effect of the Herfindahl
index tends to disappear, and the total effect tends to the coefficient on the number of
related banks.12


An alternative interpretation of this result is that the amount borrowed and the num-
ber of lending banks are mechanically related: more debt should naturally be supplied
by more banks. However, this does not need to be the case. In order to borrow more,
firms may choose not to relate to more banks, as there are fixed costs of establishing


12Assuming equal bank shares, the Herfindahl is equal to 1
n , where n is the number of relationships.


Thus the limit of this index as n →∞ is equal to 0.
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ties. And even if this is the case, the linear term should capture this effect, and the
large effect measured by the Herfindahl index would still be relevant. Alternatively, one
could argue that there are legal limits on how much a bank can lend to a single firm.
These limits, however, are most likely non-binding for most of our firms. Finally, it is
worth mentioning that if loans are collateralized, firms need to have divisible guarantees
in order to borrow from different banks.


As to the control variables, both firm size variables show that larger firms have lower
debt to capital ratios. At first, this result appears to be counterintuitive. However,
larger firms have better access to other forms of financing. Probably, as they grow
larger, firms become increasingly dependent on arm’s length financing, and not on the
banking system.13 The estimation results indicate that if a firm hires 100 more employees
(about half the standard deviation of employment in the sample), then the debt-capital
ratio falls by 3.3 percentage points. Moreover, a 1% increase in the value of sales reduces
the ratio by 0.7 percentage points. The effect of profits is also counterintuitive: as firms
become more profitable, they finance a larger fraction of their capital stock through
bank loans. However, it is worth emphasizing that these regressions are reduced form
regressions, so profitable firms have perhaps better access to funds, even though they
are in less need of them. If a bank is able to spot this profitability, it will probably be
more interested in lending. According to our regression results, if sales as a fraction of
profits grow one percentage point, the debt capital ratio grows by 0.1 percentage points.


Finally, our age controls show that older firms finance a smaller share of their capital
stock with debt. The effect is significant for individuals and limited liability corpo-
rations, but not for publicly traded companies. Within our sample period, 214 new
individually owned plants, 948 new limited liability companies, and 484 new publicly
traded companies appear in our data set. 14 Therefore, and according to the regression
estimates, the newest individually owned firm has a debt-capital ratio that is 1.5 per-
centage points higher than the last firm of this ownership type created in 1990, whereas
the newest limited liability firm’s ratio is 3.8 percentage points higher. Although the
effect on publicly owned companies is not significant, the point estimate indicates that
the newest firm of this type in the sample has a ratio of almost 0.5 percentage points
larger.


Columns 2 to 10 present the results on alternative specifications. Column 2 removes
the length of the relationship variable, possibly an imperfect proxy for the actual length
of firms’ ties with the banking system. Although this variable was highly significant in
the benchmark regression, excluding it does not affect importantly the other regression


13In fact, this is precisely what Houston and James (1996) find.
14These new firms do not necessarily represent start ups. Some of these firms may have hired more


than 10 employees, and/or may have borrowed from the banking system for the first time.
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results. Particularly, the effect of an extra relationship is not affected by removing
this variable. The third column uses a broader measure of the number of ties. In the
SBIF data set, a number of firms report indirect debts with banks, as they guarantee
(endorse) other firms’ loans. The number of related banks, then measures the number
of banks from which firms borrow directly or indirectly. This new variable and the old
one are highly correlated (ρ = 0.9741). The coefficient on the number of related banks
is somewhat smaller but, because the introduction of this variable increases the effect of
the Herfindahl, the overall effect of increasing the number of relationships stays almost
constant.


Columns 4 to 6 analyze the robustness of our concentration measures. Column 4
replaces the current Herfindahl for its first lag to test for a spurious effect. The effect of
the lagged Herfindahl is about half of the effect of the current one, but is still significant
at 1%. Thus, the effect of having two ties instead of a single one is much smaller, falling
from 0.38 to 0.26. However, because the relative importance of the Herfindahl falls as
the number of relationships increases, the combined effect is not affected if firms have a
large number of relationships. Column 5 excludes the number of banks variable, whereas
column 6 excludes the Herfindahl. In the first case, the effect of the concentration index
doubles its magnitude, and in the second, the coefficient on the number of relationships
increases about 5 percentage points. It is worth noting that the overall effect of an
extra relationship is not affected as the number of relationships gets larger (see the
lower panel), so the combined effect of our concentration variables turns out to be very
robust.


The seventh column in the table includes the debt weighted average risk rating
assigned by the lending banks. Each bank rating measures the fraction of the loan the
bank expects not to recover, and is intended to measure credit quality. The result is
somewhat puzzling: firms that are expected to pay in full get less loans than firms with
larger fractions of expected delinquent loans. However, causality may run the other way
around. Given collateral, more debt is associated with more risk. Furthermore, given
that banks do not have to rate every single loan, it could happen that banks choose to
rate relatively more often loans that are safer.


A lengthier relationship relieves the information asymmetries between banks and
firms. However, firms are able to get more loans as long as the information revealed is
good. The next regression includes a dummy variable equal to one if the firm had in
the past (during our sample period) overdue loans.15 We find that negative information


15According the Chilean norm, a loan is classified as past due when either installment of principal or
interest is overdue for 90 days or more. Banks can start legal collection procedures when installment
of principal or interest is overdue. Nevertheless, banks can begin the collection process before 90 days
if there is a presumption of a significant deterioration in debtor’s quality.
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on past loans has a negative impact on the availability of current funds. If a firm
was delinquent in the past, it can today finance 3.4 percentage points less of its capital
stock with banking debt. It is worth noting that the combined effect of our concentration
measures, as well as the effect of the length of the relationship, are robust to the inclusion
of this firm quality variable.


We then include collateral as a control variable. As Stiglitz and Weiss (1982) showed
in their seminal paper, the availability of collateral reduces the extent of the asymmetric
information problems, as firms can guarantee their loans at least partially. We use lagged
capital stock as a percentage of sales as a measure of collateral, and find that firms with
a larger capital stock have lower debt-capital ratios.16 Notice that when collateral is
included as a control, the coefficient on sales becomes not significantly different from
zero. Perhaps our collateral measure is capturing a size effect, and not an availability of
guarantees effect.


Our final specification expands the list of concentration variables. The new variable
is the number of existing banks locally (in the comuna), and intends to control for greater
inter-bank competition.17 The effect is positive and significant, indicating that for each
new bank in the locality, firms can finance almost 0.3 percentage points of its capital
stock through banking debt. This magnitude is not irrelevant, but is considerably less
important than the effect of an additional bank-firm relationship (whose effect is 30 to
100 times larger). An alternative interpretation of this result is that banks’ location
is endogenous: banks may decide to set up offices in places where there are firms of
better quality and in higher need of funds. Interestingly, in this case the effect of bank
competition is overestimated.


In sum, in this section we have found that our measures of the closeness of firm-bank
relationships have a large impact on the availability of funds. Relationships do matter,
and have a beneficial effect on firms. This result is consistent with the hypothesis that
not all information is public and easily verifiable, and that close ties between firms and
lenders do alleviate informational asymmetries. Furthermore, our results indicate that
borrowing concentration does make firms worse off. Economically, the greatest effect
occurs when the number of ties is relatively small. In the next subsection we extend the
analysis, and study the effect of concentration and relationships on the cost of borrowing.


16We used lagged and not contemporaneous capital stock to avoid inducing a spurious correlation
with the left hand side variable.


17There are more than 300 comunas in Chile.
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4.2 The cost of borrowing


We now turn to the determinants of the cost of borrowing and, in particular, to the
effect of relationships and concentration on loan rates. Table 6 presents the estimation
results for the interest rates paid on loans.


The benchmark specification shows that firms that have held lengthy relationships
with banks obtain cheaper loans. As above, we are able to distinguish the effect of age
from the effect of the duration of the relationship, as we control for the (relative) age
of the firms through our RUT ranking variables. The magnitude of the effect is quite
large: each extra relationship year decreases loan rates by 65 basis points. Again, this
effect may be overestimated, since we observe a censored measure of this variable for
older firms.


The loan rate appears to be insensitive to the Herfindahl index, whereas the number
of related banks has a negative and significant effect on lending rates. In particular, each
extra bank reduces the interest rate by almost 50 bp. Figure 4 plots the combined effect
of an extra relationship for different number of initial ties. Since the Herfindahl is not
significant, the effect is statistically equal to 0 if a firm moves from a single lender to two.
However, as the number of banks increases and the role of the Herfindahl diminishes,
the effect becomes negative and significant.


As in the debt-capital ratio regressions, we control for firm characteristics. Although
sales have a non significant effect, larger firms —measured by its employment level—
are charged lower rates. The estimated effect of 100 extra employees is of the order of
50 basis points less. Firms’ profitability also has a negative and significant effect on the
loan rates: for every 1% increase in the profits-sales ratio, loan rates fall 60-70 basis
points.


The sign of the age effect depends crucially on the ownership status of the firm.
Firms owned by one individual (that is, firms that have the same RUT as the owner)
are charged higher rates as the owner gets older, whereas limited liability companies
and publicly traded corporations are charged cheaper rates over time. The estimated
coefficients show that the newest firm in each of these categories are charged rates that
are 131 bp. higher, 105 bp. lower, and 137 bp. lower, respectively, than the last firm
created in 1990 within each ownership category.


Our regression results are robust to different specifications. The second column
removes the length of the relationship variable, with almost no effect on any of the
benchmark’s coefficients. If we use the number of banks that directly or indirectly lend
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to the firm (column 3), the linear effect of one extra bank is reduced to less than a half
(p-value of 6.2%). However, the Herfindahl becomes positive, and the combined effect
is no longer statistically equal to 0. As a matter of fact, the effect of having two rather
than one single relationship reduces the rate by 70 bp, an effect that is significant at
a 5%. Replacing the current Herfindahl by its lagged one (column 4), has no effects
relative to the benchmark specification.


Columns 5 and 6 exclude the number of relationships and the Herfindahl, respectively.
In the first case, the Herfindahl becomes positive and highly significant. An extra lender
reduces the borrowing cost by 120 bp. if the firm has a single relationship, and by 40 bp.
if the firm has two relationships. Both of these effects are highly significant. However,
as the firm increases the number of bank ties, the effect tends to completely disappear.
If the Herfindahl is excluded, the number of relationships coefficient indicates that for
every new bank the firm borrows from, the rate falls by 45 bp, no matter how many
relationships the firm starts with.


Column 7 examines the effect of the average credit assigned to the loans. As discussed
earlier, this could be an imperfect measure. The regression results indicate that the
credit rating has no significant effect on the loan rates. In column 8 we add the dummy
for whether the firm has had at least one loan overdue 90 days or more in the past.
The coefficient is positive and has a p-value of almost 7%. The effect is also large in
magnitude: firms with a bad credit history get loans with rates that are 120 bp. higher.


To control for collateral availability, we add the ratio of t and t − 1 average capital
to total sales. We find a positive and significant effect, which is not what one would
expect, although the result is economically quite small. The coefficient shows that for
every extra 1% of sales in collateral (in capital), the firm pays rates that are almost 2
bp. higher. Most important, our previous results do not change.


Finally, we add the number of banks that exist locally to control for inter-bank
competition. As before, we find a puzzling result, but with second order economic
implications. As more banks enter the market, firms are charged higher rates. This
result is consistent with the hypothesis that the location of banks is endogenous, and
that banks choose to settle in places where they can charge higher loan rates. The effect,
however, is quite small: only 2 bp. for each extra bank.


Summing up, we have again found that lengthy relationships are beneficial for firms in
terms of reduced loan rates, even after controlling for age effects. Furthermore, lending
concentration hurts firms, as banks build monopolies and extract rents through high
interest rates. Unlike the case of debt volume, the effect of concentration on borrowing
costs appears to be linear.
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5 Conclusions and Policy Implications


We have examined the effects of concentration and the length of bank-lender relation-
ships on both, interest rates paid by firms and the volume of bank lending using a sample
of Chilean manufacturing firms. After controlling for size, economic sector, (relative)
firm age, location, profitability and, in some specifications, collateral size and a dummy
for having had overdue loans in the past, the most important results are the following:


Lower concentration, measured by the number of banks a firm is related to, has a
negative impact on the cost of bank loans (interest rates are lower), despite the fact that
our measures of interest rates are imprecise and probably overestimate the true interest
rate paid. The effect of concentration is economically meaningful: one extra lender is
associated with almost 50 bp. of lower interests. This compares with the median of 24%
in our sample. We cannot accurately disentangle the relevance of non-linear effects on
interest rates paid, namely differences between the outcome of having 1 or 2 lenders,
and the outcome of having n or n + 1 lenders.


Non-linear effects of concentration, on the contrary, appear to be very important
for the volume of bank lending. The results show that the debt to capital ratio rises
significantly as concentration falls, and that this effect is considerably larger when the
number of bank-firm relationships is small. For instance, controlling for the linear effect
of the number of banks a firm is related to, increasing the number of relationships from
1 to 2 rises the median debt to capital ratio from 0.48 to 0.83, whereas increasing the
number of relationships from 2 to 3 rises the median debt to capital ratio from 0.48 to
0.68.


Inter-bank competition, measured at the local level (numbers of banks in a comuna),
has a statistically significant and positive effect on the volume of bank lending. However,
the economic importance of this result is small in comparison to the effect of concen-
tration (measured by the number of actual relationships). The results also show that
competition has a statistically positive and marginally significant effect on interest rates
paid, although from an economic point of view the effect is largely irrelevant. In general,
the results about competition do not have a clear-cut interpretation, in part because for
bank’s location decision is endogenous. It is possible to argue that there are probably
fewer banks in poor zones where there are also more riskier projects.


The length of borrower-lender relationships (measured by the age of the oldest re-
lationship with the banking system) has a significant and positive effect on loans, and
a significant and negative effect on interest rates paid. One extra year of relationship
increases the debt to capital ratio by 1.5 to 2.0%, and decreases the interest rate by 60


17







bp. As expected, the age of the firm reduces the interest rate paid by firms. However,
we find the opposite result for firms that are individually owned.


These results motivate a few policy implications. First, the results show that, on
average, a lengthier relationship is convenient for firms. Thus, policy makers should
not worry if firms persistently choose to do business with the same banks. Second,
the evidence does not support the idea (it does not support the contrary either) that
competition, at least at the local level, is a first order issue. The implication is that
having more and more banks may not yield a substantial boost in the availability of
credit and a reduction in borrowing costs. And third and most important, the evidence
is consistent with the idea that enhancing the number of relationships that a particular
firm has can both increase the volume of credit and reduce interest rates.


There are important practical consequences from the latter implication. To begin
with, tax policy should avoid lock-in effects that make it difficult for firms to “shop
around.” More significantly, policy should foster multiple relationships. And chief
among the difficulties a typical firm faces for having multiple relationships is the in-
divisibility of collateral or guarantees. It has long been recognized in Chile that moving
guarantees across banks is a difficult task. In fact, some people have proposed to central-
ize the administration of guarantees in order to facilitate bank shifts. The evidence of
this paper shows that this might not be enough. True competition needs firms to relate
contemporaneously to more than one bank, and for that purpose firms need divisible
collateral. The proposed central agency could provide that service.
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Firms Observations Mean Median St. Dev. Mean Median St. Dev. Mean Median St. Dev. Mean Median St. Dev.
All firms 4959 21000 113 49 213 3488 482 22600 1238 0 12900 1120 90 9634


Manufacturing subsector
(3 digit ISIC)


311 1028 3849 137 48 270 3713 441 30900 1206 0 7036 1049 75 10600
312 96 373 131 59 184 8186 677 45600 1195 0 3609 2508 116 18500
313 82 364 240 157 329 7054 1213 19500 4353 727 11900 2610 184 9957
314 2 5 430 666 339 971 567 1073 17400 28100 15900 -2348 -3647 2534
321 452 1901 98 44 199 2183 494 7050 555 0 2154 689 103 3205
322 422 1565 101 47 256 2557 418 11200 259 0 2372 948 93 6780
323 65 272 86 50 111 3371 573 11600 445 9 1599 1013 136 4386
324 168 669 132 55 234 1360 311 3808 324 0 1257 283 52 1731
331 423 1595 97 50 150 3259 518 12900 423 0 3119 1121 95 5839
332 176 618 83 39 150 1435 358 5112 258 0 1271 358 63 2210
341 90 362 200 87 326 6324 1049 18400 14200 0 78200 2185 152 9521
342 226 1003 87 34 204 3839 404 21300 977 0 6107 1777 85 15700
351 77 282 118 53 160 4919 740 10700 2703 0 9925 1370 139 4358
352 241 1035 137 86 184 6401 730 33800 1352 81 4588 2195 111 13200
353 5 10 337 328 313 148200 15958 228000 158000 88200 208000 34552 2031 70400
354 23 98 88 56 97 3599 416 10300 448 5 1204 1451 68 5998
355 73 323 98 42 148 1975 480 6674 703 0 3669 404 106 3024
356 347 1380 87 50 105 2196 543 7117 666 0 3024 620 117 2574
361 22 89 161 113 194 1849 617 3193 422 0 1426 623 41 1961
362 24 98 149 87 201 4641 549 10700 5858 310 19900 1739 109 5220
369 139 578 110 53 138 3549 456 10900 2522 0 12100 1220 90 5822
371 38 112 221 119 496 2498 325 8317 2971 267 5810 -39 -70 4033
372 38 143 244 77 392 18385 835 80400 4082 0 10700 8878 223 55000
381 556 2073 89 50 108 2370 476 19700 717 0 2906 634 91 5234
382 275 945 80 41 160 2572 432 12600 509 0 3183 727 93 4673
383 75 307 101 54 113 3669 672 13400 941 0 3600 1320 144 6490
384 153 568 139 44 330 3118 393 17300 438 0 1631 671 60 4602
385 25 108 62 46 51 3384 514 9306 263 57 638 1081 158 3822
390 74 275 52 36 50 5192 425 48900 138 0 347 1975 109 17500


      Source: ENIA.


Table 1. Sample Characteristics


Number of Employment Sales (million 1996 pesos) Capital (million 1996 pesos) Profits (million 1996 pesos)







Mean Median St.Dev Mean Median St.Dev Mean Median Mean Median Mean Median
All firms 880221 100850 3616700 2,14 0,48 21,78 2,86 2 0,69 0,67 5,54 5


By number of employees 
10-23 94900 23706 1049898 2,79 0,35 17,68 1,96 2 0,80 0,94 5,60 6
24-38 148470 50907 867507 2,39 0,41 15,48 2,23 2 0,74 0,77 5,47 5
39-66 274826 98328 792769 1,52 0,51 4,76 2,56 2 0,70 0,67 5,45 5
67-139 635061 245679 3255018 1,68 0,58 8,03 3,08 3 0,65 0,59 5,49 5


140-6394 3264604 972723 6731604 1,95 0,50 35,11 4,51 4 0,55 0,50 5,67 6
Sources: Based on SBIF data and ENIA.


Herfindhal Age of DebtMean number of 
banks


Table 2. Bank Borrowing


Debt (millions of 1996 pesos) Debt/Capital







Mean Median St.Dev Mean Median St.Dev
All firms 196287 24981 952188 229,6 0,24 16254,1


By number of employees 
10-23 16631 5021 72488 11,6 0,25 413,1
24-38 30549 11886 90228 6,7 0,25 222,8
39-66 68844 25399 229451 146,7 0,26 6466,2
67-139 139628 55749 335750 294,1 0,24 15551,1


140-6394 729635 227712 1999376 696,3 0,21 32305,4
Sources: Based on SBIF data and ENIA.


Interest Payments (thousands of 
1996 pesos) Interest Payments/Debt


Table 3. The Cost of Borrowing







Percentile Interest Rate Debt/Capital
1 0,00170 0,00001
5 0,01762 0,00401
10 0,04685 0,02301
25 0,12682 0,13888


50 0,24236 0,48015


75 0,41199 1,27862
90 0,73484 3,04420
95 1,36375 5,27741
99 18,5288 22,0392


Mean 229,64 2,144
St. Deviation 16254,12 21,782


Minimum 0,00000 0,00000
Maximum 2036395 1954,50


Observations 21000 13132
Sources: SBIF data set and ENIA.


Table 4. Distribution of Interest Rates and Debt-Capital Ratios







(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Age of oldest loan 0,01737 0,01344 0,01437 0,01871 0,01921 0,01562 0,01766 0,01437 0,01509


[4.31]** [3.77]** [2.02]* [4.82]** [5.97]** [2.85]** [4.91]** [2.07]* [4.50]**


Herfindahl -0,45493 -0,45646 -0,58209 -1,11876 -0,42466 -0,44798 -0,38304 -0,40851
[19.35]** [19.48]** [29.40]** [74.47]** [14.98]** [21.32]** [10.76]** [16.59]**


Herfindahl t-1 -0,21697
[6.58]**


Number of banks 0,11927 0,12069 0,15377 0,17474 0,11673 0,12020 0,13206 0,10668
[40.42]** [40.81]** [37.33]** [111.38]** [33.68]** [45.56]** [29.27]** [34.15]**


Number of related banks 0,09290
[39.30]**


Number of banks in locality 0,00286
[5.25]**


Collateral -0,00190
[9.63]**


Loan overdue 90 days or more -0,03424
[2.41]*


Risk rating 0,00748
[9.42]**


Rank RUT - individuals -0,00007 -0,00007 -0,00006 -0,00005 -0,00005 -0,00007 -0,00021 -0,00008 -0,00006 -0,00002
[3.55]** [3.68]** [3.21]** [1.72] [2.84]** [4.15]** [8.00]** [4.36]** [1.92] [1.08]


Rank RUT - limited liability -0,00004 -0,00004 -0,00005 -0,00004 -0,00003 -0,00005 -0,00006 -0,00004 -0,00004 -0,00004
[12.42]** [12.51]** [14.76]** [8.04]** [10.04]** [16.16]** [12.69]** [14.05]** [8.03]** [11.16]**


Rank RUT - publicly traded -0,00001 -0,00001 -0,00002 0,00000 0,00001 -0,00004 -0,00001 -0,00002 0,00000 -0,00001
[0.77] [0.34] [0.97] [0.02] [0.70] [2.49]* [0.52] [1.14] [0.17] [0.81]


Ln(sales) -0,00711 -0,00582 -0,00873 -0,00430 -0,00347 -0,00632 -0,00580 -0,00708 -0,00524 -0,01526
[2.62]** [2.14]* [3.63]** [1.01] [1.33] [2.90]** [1.73] [2.92]** [1.24] [5.28]**


Employment -0,00033 -0,00033 -0,00028 -0,00048 -0,00013 -0,00038 -0,00032 -0,00033 -0,00043 -0,00029
[21.93]** [21.97]** [20.29]** [16.75]** [8.98]** [31.96]** [18.30]** [24.68]** [15.28]** [20.80]**


Profits/sales 0,00110 0,00095 0,00140 0,00129 0,00059 0,00132 0,00106 0,00119 -0,00292 0,00166
[4.06]** [3.48]** [5.85]** [3.07]** [2.29]* [6.07]** [3.33]** [4.92]** [5.76]** [6.69]**


Constant 1,04348 0,47575 1,19982 -0,09022 1,70227 0,61926 0,24393 1,03127 0,16487 0,28502
[10.65]** [4.85]** [13.91]** [0.56] [18.31]** [8.12]** [1.77] [11.80]** [1.03] [2.51]*


Number of obs. 13132 13132 13132 10499 13132 13132 11529 13132 10499 6830


Pseudo R2 0,05140 0,05120 0,05030 0,05040 0,04550 0,04960 0,04980 0,05140 0,05220 0,04730


Effect of one extra relationship
  From 1 to 2 banks 0,34674 0,34892 0,38395 0,26225 0,55938 0,17474 0,32906 0,34419 0,32358 0,31094
      (st. error) 0,00974 0,00966 0,00836 0,01407 0,00751 0,00157 0,01183 0,00870 0,01477 0,0102
  From 2 to 3 banks 0,19509 0,19677 0,18992 0,18993 0,18646 0,17474 0,18751 0,19487 0,19590 0,17477
      (st. error) 0,00260 0,00254 0,00229 0,00411 0,00250 0,00157 0,00317 0,00232 0,00398 0,00268


Table 5. The Determinants of Firm Borrowing
(Dependent variable: Debt to Capital ratio)







(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Age of oldest loan -0,65120 -0,67428 -0,66449 -0,68132 -0,63229 -0,45098 -0,68083 -0,65156 -0,62457


[4.06]** [4.48]** [4.32]** [4.13]** [3.96]** [2.72]** [4.36]** [4.08]** [3.06]**


Herfindahl -0,26526 -0,19630 0,98957 2,38154 -1,67092 -0,31259 -0,34817 -1,02072
[0.27] [0.20] [1.14] [3.59]** [1.73] [0.33] [0.36] [0.70]


Herfindahl t-1 -1,11269
[1.33]


Number of banks -0,47064 -0,51826 -0,54811 -0,44901 -0,44509 -0,47026 -0,48595 -0,46490
[3.50]** [3.81]** [4.80]** [5.06]** [3.41]** [3.60]** [3.63]** [2.27]*


Number of related banks -0,21147
[1.86]


Number of banks in locality 0,06086
[1.87]


Collateral 0,01962
[2.36]*


Loan overdue 90 days or more 1,20173
[1.82]


Risk rating 0,00369
[0.13]


Rank RUT - individuals 0,00611 0,00630 0,00618 0,00609 0,00612 0,00611 0,00585 0,00605 0,00608 0,00698
[9.75]** [9.94]** [10.55]** [10.17]** [9.47]** [9.79]** [9.18]** [9.92]** [9.75]** [7.77]**


Rank RUT - limited liability -0,00111 -0,00105 -0,00109 -0,00107 -0,00110 -0,00110 -0,00110 -0,00111 -0,00110 -0,00099
[7.84]** [7.30]** [8.20]** [7.89]** [7.57]** [7.78]** [7.73]** [8.04]** [7.81]** [4.78]**


Rank RUT - publicly traded -0,00283 -0,00300 -0,00284 -0,00271 -0,00288 -0,00280 -0,00309 -0,00282 -0,00285 -0,00241
[5.06]** [5.34]** [5.44]** [5.08]** [5.01]** [5.02]** [5.54]** [5.19]** [5.12]** [3.15]**


Ln(sales) -0,12969 -0,15337 -0,15937 -0,13986 -0,16986 -0,12874 -0,23165 -0,13588 -0,14076 -0,51250
[1.07] [1.24] [1.41] [1.21] [1.36] [1.07] [1.90] [1.15] [1.17] [2.66]**


Employees -0,00507 -0,00514 -0,00607 -0,00491 -0,00654 -0,00508 -0,00487 -0,00513 -0,00509 -0,00512
[4.79]** [4.79]** [6.15]** [4.89]** [6.36]** [4.88]** [4.75]** [4.99]** [4.84]** [3.13]**


Profits/sales -0,06993 -0,06663 -0,06654 -0,06865 -0,06504 -0,06998 -0,06557 -0,07021 -0,03127 -0,06128
[3.51]** [3.23]** [3.50]** [3.61]** [3.10]** [3.54]** [3.33]** [3.63]** [1.29] [1.77]


Constant 29,69715 19,89011 32,27111 30,55267 31,22088 29,33550 39,59559 30,12535 30,17541 44,96742
[7.31]** [5.08]** [9.84]** [7.89]** [8.75]** [7.50]** [11.07]** [7.62]** [7.46]** [8.50]**


Number of obs. 21000 21000 21000 21000 21000 21000 19232 21000 20999 13831


Pseudo R2 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000 0,00000


Effect of one extra relationship
  From 1 to 2 banks -0,33801 -0,42011 -0,70625 0,00824 -1,19077 -0,44901 0,39036 -0,31396 -0,31186 0,04546
      (st. error) 0,39600 0,40109 0,35982 0,35255 0,33205 0,08874 0,39596 0,38520 0,39388 0,58880
  From 2 to 3 banks -0,42643 -0,48554 -0,37630 -0,36266 -0,39692 -0,44901 -0,16610 -0,41816 -0,42792 -0,29478
      (st. error) 0,10829 0,10878 0,10084 0,10610 0,11068 0,08874 0,10848 0,10524 0,10773 0,16130


Table 6. The Determinants of the Cost of Borrowing
(Dependent variable: Interest rate paid)







Figure 1. Density of Borrowing Cost
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Figure 2. Density of Debt-Capital Ratios
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Figure 3. The Effect on Borrowing of Increasing 
the Number of Relationships
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Figure 4. The Effect on Loan Rates of Increasing 
the Number of Relationships
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I. Introduction 
This paper examines the impact of policies toward foreign bank entry on 


commercial bank net interest margins.  Do countries that impede the entry of foreign 


banks induce a bigger gap between the interest expense paid to depositors and the interest 


income received from borrowers after controlling for bank-specific characteristics, 


macroeconomic conditions, and structure of the economy’s banking industry?  Thus, the 


paper provides information on the efficiency effects of regulatory restrictions on foreign 


bank entry. 


 The paper goes farther, however, and assesses whether there is something special 


about foreign banks.  Regulatory restrictions on foreign bank entry may be highly 


correlated with regulatory restrictions on domestic bank entry.  If this is the case, then 


information on foreign banks may simply proxy for entry restrictions in general, rather 


than providing information on foreign banks in particular.  To examine the independent 


impact of restrictions on foreign bank entry, I simultaneously control for restrictions on 


domestic bank entry.  Thus, the paper provides information on the efficiency effects of 


regulatory restrictions on foreign bank entry independent from impediments to domestic 


bank entry. 


 Furthermore, the paper distinguishes between impediments to foreign bank entry 


and the fraction of the domestic banking industry owned by foreign banks.  Some 


researchers focus on the degree of foreign bank ownership (Clarke, Cull, and Martinez-


Peria, 2001).  Others, however, argue that openness to foreign banks is crucial because it 


makes the domestic market contestable (Demirguc-Kunt, Levine, and Min, 1998; 


Claessens, Demirguc-Kunt, and Huizinga, 2001).  From this perspective, the crucial issue 
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is access, not the actual fraction of the domestic banking industry owned by foreign 


banks (Clarke, Cull, D’amato, and Molinari, 2000; Clarke, Cull, Martinez-Peria, and 


Sanchez, 2003).  To examine the independent impact of restrictions on foreign bank entry 


from actual foreign bank participation, I simultaneously control for the fraction of 


domestic banking assets associated with foreign owned banks.  Thus, the paper provides 


information on the efficiency effects of regulatory restrictions on foreign bank entry 


independent of (i) impediments to domestic bank entry and (ii) the actual degree of 


foreign bank ownership. 


 This is the first paper to study the relationship between net interest margins and 


the fraction of foreign entry applications denied by the commercial bank supervisory 


agency when controlling for regulatory restrictions on domestic bank entry and foreign 


ownership.  I use bank-level data on 1165 banks across 47 countries.  While other studies 


examine the actual degree of foreign bank participation (Clarke, Cull, and Martinez-


Peria, 2001), I simultaneously study the rate at which countries reject applications by 


foreign banks.  While some studies use information on the number of foreign banks 


operating in the economy to proxy for the contestability of the market (Claessens, 


Demirguc-Kunt, and Huizinga, 2001), I use direct information on the fraction of foreign 


entry applications denied to gauge the regulatory barriers to foreign bank entry.  


Furthermore, while other studies do not control for regulatory restrictions on domestic 


bank entry, this paper controls for the fraction of domestic entry applications that are 


rejected by the supervisory agency.  For more on the impact of various supervisory and 


regulatory policies on bank efficiency, see Demirguc-Kunt, Laeven, and Levine (2002).  


Thus, I simultaneously examine the impact of (a) impediments to domestic bank entry, 
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(b) impediments to foreign bank entry, and (c) the degree of foreign bank ownership of 


the domestic banking industry on net interest margins. 


 Since banks differ, it is important to control for bank-specific characteristics.  In 


particular, I control for bank size, the degree to which banks hold liquid assets, the ratio 


of equity to total assets, the extent to which banks earn fee income, bank overhead 


expenditures, and the variability of bank profits.  In this way, the analysis controls for 


bank-specific traits that may influence net interest margins.  Results on the relationship 


between these bank-specific characteristics and net interest margins are independently 


valuable.  For this paper, however, the purpose of controlling for bank-specific variables 


is to identify the impact of policies toward foreign banks on commercial bank net interest 


margins. 


 Similarly, since some theories and existing studies emphasize the role of country-


specific traits in determining bank net interest margins, I control for country factors when 


evaluating the impact of policies toward foreign banks on bank margins.  For instance, 


some work suggests that inflation will expand the wedge between interest income and 


interest expense.  If macroeconomic instability is also associated with restrictions on 


foreign competition, then impediments to foreign banks may reflect general 


macroeconomic malaise rather than the independent influence of restrictions on foreign 


banks on bank margins.  Thus, I control for inflation in assessing the links between 


regulatory impediments to foreign bank entry and bank margins.  Similarly, an enormous 


literature highlights the role of the structure of the banking industry in determining net 


interest margins.  These studies frequently assess whether banking sector concentration 


influences banking sector efficiency.  Consequently, I include measures of bank 
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concentration to assess the independent impact of foreign bank entry restrictions on net 


interest margins. Demirguc-Kunt, Laeven, and Levine (2002) also analyze the impact of 


banking sector structure and the macroeconomic environment on bank margins and other 


measures of efficiency. 


 The data indicate that impediments to foreign bank entry boost bank net interest 


margins.  These findings hold after controlling for bank-specific traits, inflation, and bank 


concentration.  Moreover, the paper finds that foreign banks are special.  When 


controlling for impediments to domestic bank entry, restrictions on foreign bank entry 


continue to explain bank net interest margins.  Indeed, while foreign bank entry 


restrictions enter significantly, domestic bank entry restrictions do not explain bank 


interest margins.  Furthermore, it is impediments to foreign bank entry, not foreign bank 


ownership per se.  The actual fraction of the domestic banking industry controlled by 


foreign owned banks does not help account for bank interest margins.  But, the fraction of 


foreign entry applications denied continues to explain bank interest margins even when 


controlling for the degree of foreign bank ownership.  Contestability by foreign banks is 


an important determinant of bank interest margins.  In sum, the paper finds that 


regulatory restrictions on foreign bank entry exert an independent impact on bank interest 


margins after controlling for (i) impediments to domestic bank entry, (ii) the actual 


degree of foreign bank participation, (iii) bank-specific factors, (iv) macroeconomic 


stability, and (v) banking sector concentration. 


 While the positive relationship between the fraction of foreign bank entry 


applications denied and bank net interest margins is robust to alterations in the 


conditioning information set, there are conceptual shortcomings with this paper’s 
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measure of restrictions on foreign bank entry that may weaken confidence in the analysis.  


First, the fraction of foreign entry restrictions rejected by the regulatory agency may not 


accurately measure excessive regulatory impediments to foreign bank entry.  If foreign 


banks expect that a country is likely to reject foreign bank entry applications, they (i) may 


be reluctant to apply or (ii) may use bribes and other measures prior to submitting an 


application.  Under these conditions, a low rejection rate will not reflect the bribes and 


other obstacles faced by foreign banks.  Alternatively, there may be sound prudential 


reasons for rejecting foreign banks.  If foreign banks are not well managed and properly 


supervised in their home countries, a country may have legitimate reasons for rejecting 


their entry.  Thus, high rejection rates may not suggest excessive entry barriers.  In both 


of these cases, however, the results would be biased against finding a tight relationship 


between the fraction of foreign entry applications denied and bank margins.  


Nevertheless, at a broader level, skepticism about this paper’s proxy for impediments to 


foreign bank entry will lower confidence in its conclusions.   


A second potential weakness with using the fraction of entry applications denied 


is that it raises questions involving causal mechanisms.  If barriers to foreign entry hinder 


bank efficiency, this raises a critical question: why do regulatory agencies in some 


countries impose high barriers to foreign entry?  Furthermore, why are restrictions on 


foreign banks special?  There is a strong link between restrictions on foreign bank entry 


and net interest margins, but not between restrictions on domestic bank entry and net 


interest margins.  Thus, we need a theory as to why foreign banks are special and why 


countries choose to restrict foreign bank entry and boost net interest margins. 
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 To confront potential deficiencies with the measure of foreign bank restrictions 


and to suggest a story as to why some countries restrict foreign bank entry and hence 


boost net interest margins, I examine endowments.  Acemoglu, Johnson, and Robinson 


(henceforth AJR, 2001) and Engerman and Sokoloff (henceforth ES, 1997) argue that 


geographical endowments influence institutions, including national views toward 


openness and competition.  In countries colonized by Europeans, AJR argue that poor 


endowments tended to create incentives to establish extractive colonies.  In extractive 


colonies, Europeans constructed institutions designed to allow a few elite to extract as 


much wealth as possible.  ES show that countries with particular types of geographical 


endowments that constructed extractive regimes tended to severely limit the entry of 


Europeans as a mechanism for reducing openness and competition.  While there was a 


general propensity to restrict competition, there was, arguably, a particularly intense 


penchant for restricting foreign entry since domestic entrepreneurs could be coerced 


through an assortment of legal, regulatory, and political mechanisms that might work less 


effectively with foreign entrants.  In countries with favorable endowments, Europeans 


established settler colonies.  In settler colonies, the Europeans constructed long-lasting, 


comparatively egalitarian institutions that were more favorably disposed to openness and 


competition.   


According to AJR and ES, endowments influenced the institutions constructed by 


Europeans and these long-lasting institutions continue to influence national policies 


toward openness and competition today.  In particular, AJR stress that once colonization 


ended, settler regimes tended to maintain institutions that foster openness.  In contrast, 


once colonization ended in extractive regimes, the indigenous elite took control over 
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colonial institutions and frequently exploited their positions of privilege.  Thus, this 


theory suggests a link from endowments to enduring institutions that continue to shape 


national approaches to foreign competition, including the entry of foreign banks. 


 To assess whether (1) endowments influence restrictions on foreign bank entry 


and (2) whether the component of restrictions on foreign bank entry explained by 


endowments influences net interest margins, I use the absolute value of latitude as an 


instrumental variable.  Latitude is clearly a problematic measure of endowments, but it is 


exogenous.  Thus, even with its problems, if latitude explains restrictions on foreign bank 


entry and through this channel net interest margins, this would strongly suggest that (a) 


measurement error is not driving the core finding that restrictions on foreign bank entry 


boost net interest margins and (b) restrictions on foreign bank entry may reflect deep 


institutional characteristics. 


 The results with latitude show that (1) the absolute value of latitude is strongly, 


negatively associated with regulatory restrictions on foreign bank entry and (2) using 


latitude as an instrumental variable for the fraction of foreign entry applications denied 


confirms this the paper’s core conclusion: regulatory restrictions on foreign bank entry 


boost bank interest margins.  When controlling for bank-specific variables, 


macroeconomic instability, banking sector concentration, and even when using latitude as 


an instrument for restrictions on foreign bank entry, I find that the exogenous component 


of restrictions on foreign banks continues to exert a positive impact on bank margins.  


Thus, measurement error does not seem to drive the finding that restrictions on foreign 


bank entry boost net interest margins.  Also, while the results with latitude must be 


viewed cautiously, the results are consistent with the view that endowments shape long-
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lasting institutions that continue to influence attitudes toward foreign bank competition.  


In sum, I do not want to exaggerate the results with latitude.  Rather, these findings 


increase confidence in the conclusion that regulatory restrictions on foreign bank entry 


boost bank interest margins, while cautioning that this relationship may reflect deeper 


institutional characteristics (as argued further by Demirguc-Kunt, Laeven, and Levine, 


2002). 


 The remainder of the paper is organized as follows.  Section II discusses the 


methodology, data, and summary statistics.  Section III presents the results and Section 


IV concludes. 







 9 


II. Methods, Data, and Summary Statistics 


B. Methodology 
This paper examines the impact of restrictions on foreign bank entry on net 


interest margins while controlling for bank-specific effects and country-specific traits.  


Specifically, I estimate the following regression. 


Net Interest Margini,k = α + β1Fi + β2Bi,k + β3Ci + εi,k               (1) 


In the specification, i indexes country i, and k indexes bank k, so that 


Fi is a measure of restrictions on foreign bank entry in country i; 
Bi, k is a vector of bank-specific characteristics for bank k in country i; 
Ci is a vector of country specific traits,  
εi,k is the residual. 


 The equation is primarily estimated using a generalized least squares estimator 


with random effects, though I also present the fixed effects estimates on the bank-specific 


variables.  Furthermore, at the end of the paper, I extend the analysis and use a two-stage 


generalized least squares random effects estimator for this panel-data model. 


B. Data 
 This paper uses two primary data sources.  First, data for the bank-specific 


variables are obtained from the BankScope database, which is provided by Fitch-IBCA.  


The data are for commercial banks and account for 90 percent of all banking assets.  I use 


data covering the 1995-99 period.  Second, data for regulatory restrictions on bank entry 


are obtained from the Barth, Caprio, and Levine (henceforth BCL, 2001, 2002) database.  


BCL conduct a survey of national regulatory agencies.  The responses to this survey of 


bank supervisory and regulatory practices are primarily for 1999, though BCL note that 


these policies have changed very little over time.   
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 After combining the datasets, there are data on 1165 banks across 47 countries.  


The country coverage is quite broad, ranging from the richest countries in the world to 


the poorest and covering all regions of the globe.  The sample is as follows: 


AUSTRALIA, AUSTRIA, BAHRAIN, BANGLADESH, BELGIUM, BOTSWANA, 


BURUNDI, CANADA, CHILE, CYPRUS, CZECH REPUBLIC, DENMARK, 


FINLAND, FRANCE, GERMANY, GHANA, GREECE, HUNGARY, ICELAND, 


INDIA, IRELAND, ITALY, JAMAICA, JAPAN, LATVIA, LEBANON, LITHUANIA, 


LUXEMBOURG, MALTA, MOLDOVA, NAMIBIA, NETHERLANDS, NEW 


ZEALAND, NIGERIA, PANAMA, PERU, PHILIPPINES, POLAND, ROMANIA, 


RWANDA, SOUTH AFRICA, SPAIN, SWEDEN, SWITZERLAND, TAIWAN, 


TRINIDAD AND TOBAGO, and the USA.  I conduct the analyses on various subsets of 


countries to assess the robustness of the findings. 


C. Variable Definitions 


1. Net Interest Margin 
Net interest margin equals interest income minus interest expense divided by 


interest-bearing assets and is averaged over the 1995-1999 period.  There are problems 


with interpreting the net interest margin variable.  For instance, there may be cases where 


lower margins reflect high loan default rates, not greater efficiency.  Also, banks 


engaging in different activities may have different net interest margins for reasons that 


have nothing to do with bank efficiency.  While net interest margins imperfectly measure 


bank efficiency, they do measure the gap between what the bank receives and pays on 


interest bearing securities and accounts.  To enhance the interpretability of net interest 


margins, it is important to control for bank-specific differences.  From Table 1, one sees 
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great cross-country variability in average net interest margins.  Ghana, Burundi, and 


Moldova have net interest margins of greater than ten percent.  In contrast, Finland, the 


Netherlands, Switzerland, and Luxembourg have net interest margins of less than two 


percent. 


2. Bank-Specific Control Variables 
Bank-size equals the logarithm of total bank assets in millions of US dollars in 


1995.  I use the 1995 figure to reduce potential simultaneity with net interest margins but 


the results do not change when using bank-specific control variables averaged over the 


1995-99 period.  As shown in Table 1, there is extraordinary cross-country variation in 


the average size of banks.  Large banks may reduce net interest margins if there are 


increasing returns to scale.  Alternatively, large banks may increase net interest margins 


if they exert market power. 


Bank equity equals the book value of equity divided by total assets in 1995.  Some 


theories suggest that highly capitalized banks face a lower probability of bankruptcy and 


hence lower funding costs.  This will produce larger net interest margins if the interest 


charged on loans does not drop markedly with more highly capitalized banks.  As with all 


the bank-specific control variables, we present the results, but our focus is on using these 


as control variables since this paper’s focus is on assessing the impact of regulatory 


restrictions on foreign banks. 


Bank overhead equals overhead costs divided by total assets in 1995.  I use this 


variable to control for cross-bank differences in organization and operation.  Large 


overhead costs may reflect bank inefficiencies or market power in a similar fashion to net 


interest margins.  Thus, I expect to see a very high, positive correlation between bank 
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overhead and net interest margins.  Indeed, including overhead costs may be so highly 


correlated with net interest margin that including bank overhead as a regressor 


substantively lower the likelihood of finding that other variables explain net interest 


margin.  I obtain the same results when including or excluding bank overhead. 


Fee income equals non-interest-operating income divided by total assets in 1995.  


Since banks engage in different non-lending activities, these other activities may 


influence the pricing of loan products.  Thus, I include fee income to control of cross-


bank differences in the products offered by banks. 


Bank liquidity equals the liquid assets of the bank divided by total assets.  Some 


argue that banks with a high level of liquid assts will receive lower interest income than 


banks with less liquid assets.  This asset allocation, however, does not necessarily reflect 


great efficiency.  Thus, I control for bank liquidity in 1995. 


Bank risk equals the standard deviation of the rate of return on bank assets over 


the period 1995-99.  Some hold that banks operating in more risky environment will tend 


toward an equilibrium characterized by a high net interest margin to compensate for this 


risk.  Thus, to assess the independent effect of restrictions on foreign bank entry, it is 


important to control for individual bank risk.  


3. Fraction Foreign Denied & Other Country-Specific Variables 
Fraction Foreign Denied equals the fraction of entry application by foreign banks 


that are denied by the regulatory authority.  Some countries during this period were 


completely closed to the entry of foreign banks, such as Burundi, Chile, and Jamaica.  


Others, such as Austria, South Africa, Canada, and Panama had denial rates of between 


five and twenty percent.  Still others had denial rates of zero, i.e., no foreign bank 
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applications were denied.  As shown in Table 1, the mean value of fraction foreign 


denied is 0.13 with a standard deviation of 0.28. 


There are problems with the fraction foreign denied variable as discussed in the 


introduction.  If a country does not allow foreign entry, then foreign banks will not apply 


and there will be no applications.  If a country heavily restricts foreign entry, there may 


be few applications.  In this case, those that do apply may use bribes and other measures 


prior to issuing an application.  Thus, denial rates may be low even in countries that 


heavily restrict foreign entry.  These measurement problems should bias the results 


against finding a robust link between the fraction foreign denied and net interest margin.  


Nevertheless, we use instrumental variables to mitigate the problem associated with pure 


measurement error, though instrumenting will not correct for systematic biases in 


measuring impediments to foreign entry. 


Fraction Domestic Denied equals the fraction of entry applications by domestic 


entrepreneurs that are denied by the regulatory authority.  As with the fraction foreign 


denied, there is extensive cross-country variation.  I examine fraction domestic denied 


primarily as a control variable.  Is fraction foreign denied associated with net interest 


margin beyond the fraction domestic denied?  Thus, is there something special about 


restricting foreign bank entry? 


Foreign Ownership equals the fraction of banking system assets held by banks 


that are 50 percent or more foreign owned.  These data are from the BCL survey.  In 


some countries, virtually all of the banking system is foreign owned, such as in New 


Zealand, Botswana, and Luxembourg.  In other countries, none of the banking system is 


foreign owned, such as in Nigeria, India, Iceland, and Burundi.  I use foreign ownership 
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to assess whether foreign ownership is crucial in explaining bank margins, or whether it 


is the contestability of the banking market – as proxied by fraction foreign denied – that 


is crucial for accounting difference in net interest margin. 


Inflation equals the log difference of the consumer price index over the 1995-99 


period and is taken from the World Bank’s World Development Indicators.  I use this to 


control for macroeconomic stability.  Also, some theories suggest that inflation hinders 


contracting efficiency and increases the wedge between borrowing and lending rates. 


Concentration equals the fraction of assets held by the three largest commercial 


banks in each country.  Banking system structure may influence net interest margins.  


Indeed, regulatory restrictions on bank entry may influence net interest margins by 


increasing concentration and hence the market power of banks.  I am interested in 


examining the impact of entry restrictions on net interest margins.  I am less interested 


here in exploring whether restrictions on foreign bank entry influence concentration and 


through concentration net interest margins.  Thus, I first conduct the analyses without 


concentration to assess the direct impact of fraction foreign denied on net interest 


margins.  Then, I control for concentration. 


Latitude equals the absolute value of the latitude of the country.  I use this as an 


instrumental variable for fraction foreign denied.  It helps assess the view that countries 


with poor endowments, countries in more tropical environments, have a great tendency to 


create institutions that protect the few from the many.  These types of institutions would 


also restrict foreign entry and hence be associated with high net interest margins. 
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D. Correlations 
 The correlations in Table 2 foreshadow key elements of this paper’s analyses.  


Fraction foreign denied is positively and significantly correlated with net interest 


margins.  Fraction domestic denied is also positively and significantly correlated with net 


interest margins.  While fraction foreign denied and fraction domestic denied are 


positively correlated with each other, the correlation coefficient is only 0.50, which 


indicates that regulatory restrictions on foreign and domestic banks do not move one-for-


one with each other.  The correlations also show that foreign bank ownership is not 


significantly correlated with net interest margins or the denial of bank entry.  Finally, 


note that latitude is negatively and significantly correlated with net interest margins and 


fraction foreign denied, but not significantly correlated with domestic entry denied. 


III. Regression Results 


A. Preliminary regressions 
As a preliminary step, Table 3 presented panel results using both random and 


fixed effects for only the bank specific variables.  As shown, the coefficient estimates 


from the random and fixed effect estimators are very close.  In later regressions when 


including country-specific variables, the regressions are run using random effects. 


The coefficient estimates on the bank-specific variables suggest the following.  


Unsurprisingly, banks with large overhead costs also have large net interest margins.  To 


the extent that large overhead expenditures and wide margins at least partially reflect 


bank inefficiency, then these bank characteristics will be positively related.  The results 


indicate that big banks tend to have smaller margins.  While I do not fit a cost curve, this 


finding is not inconsistent with arguments of economies of scale in banking.  While 
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equity as a fraction of bank assets is not significantly related to net interest margins, 


banks that hold more liquid assets tend to have lower margins.  This may reflect the 


lower remuneration on liquid assets.  Finally, Table 3 demonstrates the negative 


relationship between fee income and interest margins.  Banks that receive more income 


through non-interest earning activities have a smaller net interest income as a share of 


interest bearing assets.  While by no means conclusive and also not the focus of the 


analysis here, this finding is consistent with arguments of cross-subsidization of activities 


within the bank. 


B. Interest margins and foreign banks 
 Table 4 presents regressions including all the bank-specific variables and 


combinations of (i) fraction foreign denied, (ii) foreign ownership, and (iii) fraction 


domestic denied.  The coefficients on the bank-specific variables are not included in the 


tables, though they do not vary much from the estimates in Table 3.  As noted, the 


regressions are run using generalized least squares with random effects. 


 The results indicate that greater restrictions on foreign bank entry – as proxied by 


fraction foreign denied – is positively associated with net interest margins.  That is, 


restricting foreign bank entry boost the gap between interest received and income paid as 


a fraction of interest earning assets.  Furthermore, the results suggest that restricting 


foreign banks from entering is special. 


 The size of the coefficient is economically large.  Consider the coefficient on the 


final regression in Table 4 on fraction foreign denied, which equals 3.  This suggests that 


if Chile had the mean value of fraction foreign denied of 0.13 instead of its value of 1 


over the estimation period its net interest margin on banks would be 2.6 percentage points 
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lower (3*0.87).  This would imply a reduction in Chile’s net interest margin from 5.0 to 


2.4 and bring Chile’s average net interest margin below the sample mean of 3.5. 


 The Table 4 regressions also indicate that foreign bank ownership of domestic 


banking assets and the fraction domestic denied are not significantly correlated with net 


interest margins.  Foreign ownership per se is not crucial, but regulatory restrictions on 


foreign bank entry do impact net interest margins.  These results highlight the importance 


of the contestability of the market.  The results are consistent with argument that reducing 


the potential entry of foreign banks allows net interest margins to grow.  Furthermore, 


restricting the entry of domestic bank is not as critical.  While restricting foreign bank 


entry boost net interest margins, domestic bank does not enter the regression 


significantly. 


 Finally, when including (i) fraction foreign denied, (ii) foreign ownership, and 


(iii) fraction domestic denied simultaneously in the net interest margin regression, I find 


that only the fraction of foreign denied enter significantly.  Even after controlling for 


regulatory restrictions on domestic bank entry and after controlling for the degree of 


foreign ownership of the domestic banking industry, the results continue to indicate that 


impediments to foreign bank entry boost net interest margins. 


C. Sensitivity analyses 
 Readers may have concerns over the sample of countries, which includes 


Transition economies, Sub-Saharan African countries, and the United States, which has 


thousands of banks.  Thus, it is important to assess whether the Table 4 results hold on 


sub-sets of countries.  Table 5 presents the results four sub-sets of countries: (i) 


eliminating Sub-Saharan African countries, (ii) eliminating formerly socialist countries, 
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(iii), eliminating the United States, and (iv) eliminating Sub-Saharan African countries, 


formerly socialist countries, and the United States.   


 Even in the sub-sample that yields the smallest coefficient on fraction foreign 


denied, the coefficient suggests an economically meaningful magnitude.  Specifically, the 


coefficient in regression 5, suggests that if Chile had the mean value of fraction foreign 


denied of 0.13 instead of its value of 1, its net interest margin on banks would be 1.4 


percentage points lower (1.6*0.87).  This would imply a reduction in Chile’s net interest 


margin from 5.0 to 3.6 and bring Chile’s average net interest margin close to the sample 


mean of 3.5.  Thus, the robustness check using sub-sample of countries confirm the 


economically large impact o restricting foreign bank entry on net interest margins. 


 The Table 5 results indicate that the fraction foreign denied enters positively and 


significantly at the 0.01 in various sub-samples of countries.  Thus, the finding that 


regulatory restrictions on foreign bank entry boost net interest margins is robust to 


alternations in the sample of countries. 


 It is also important to control for other country and bank characteristics.  For 


instance, macroeconomic instability may produce large interest margins and 


macroeconomic instability may also create a political environment that takes a wary 


stance toward foreign competition.  In this case, the positive relationship between 


regulatory restrictions on foreign bank entry and bank margins would reflect 


macroeconomic stability, not an independent relationship between entry restrictions on 


foreign banks and net interest margins.  Thus, I control for inflation.  Similarly, bank risk 


and the concentration of the banking industry may influence bank net interest margins.  If 







 19 


these factors are not controlled for, then we have correspondingly less confidence in the 


results on entry restrictions on foreign banks and bank margins.   


 The Table 6 results indicate that the positive relationship between fraction foreign 


denied and bank net interest margins is robust to including inflation, the variability of the 


rate of return on bank assets (bank risk), and the concentration of the banking industry for 


each country.  Inflation enters all of the regressions positively and significantly at the 


0.01 level.  Bank risk and concentration enter some of the regressions significantly at the 


0.10 level.  For the purposes of this paper, note that regulatory restrictions on foreign 


bank entry enters all of the regression significantly at the 0.01 level. 


D. Endowment, foreign banks, and margins 
This subsection uses a two-stage generalized least squares estimator to assess 


whether the exogenous component of the fraction of foreign entry applications that are 


denied is associated with bank net interest margins.  As discussed in the Introduction, I 


use the absolute value of the latitude of the country as an instrument for regulatory 


restrictions on foreign bank entry.   


AJR and ES argue that geographical endowments influenced the formation of 


long lasting institutions that continue to shape national policies toward international 


openness and competition.  This argument is based on the following building blocks.  


First, European colonists adopted different colonization strategies.  At one end of the 


spectrum, the Europeans settled and created institutions to support private property, 


check the power of the State, and foster open, competitive economies.  These “settler 


colonies” include the United States, Australia, and New Zealand.  At the other end of the 


spectrum, Europeans did not aim to settle and instead sought to extract as much from the 
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colony as possible.  In these “extractive states,” Europeans did not create institutions to 


support private property rights and foster internationally open economies; rather, they 


established institutions that empowered and protected the elite. (e.g., Congo, Ivory Coast, 


and much of Latin America).  The second component of AJR’s theory holds that the type 


of colonization strategy was heavily influenced by the feasibility of settlement.  In 


inhospitable environments, Europeans tended to create extractive states (AJR, 2001).  In 


areas where endowments favored settlement, Europeans tended to form settler colonies.  


Third, the institutions created by European colonizers endured after independence.  


Settler colonies tended to produce post-colonial governments that were more devoted to 


defending private property rights and promoting competition than extractive colonies.  In 


contrast, since extractive colonies had already constructed institutions for effectively 


extracting resources, the post-colonial elite frequently assumed power and readily 


exploited the pre-existing extractive institutions.  While imperfect, I use the absolute 


value of latitude to proxy for geographical endowments.  For more on using latitude to 


proxy for geographical endowments, see Beck, Demirguc-Kunt, and Levine (2003) and 


Easterly and Levine (2003). 


Table 7 presents simple, pure cross-country regressions that suggest the 


appropriateness of using latitude as an instrumental variable for regulatory restrictions on 


foreign bank entry.  In these regressions, net interest margin refers to the simple, un-


weighted average of net interest margins across the country’s banks.  The first regression 


indicates that latitude significantly explains net interest margins.  The second regression 


confirms that fraction foreign denied also explains net interest margins.   
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Table 7’s third regression indicates that latitude significantly explains cross-


country variation in regulatory restrictions on foreign bank entry at the 0.01 significance 


level.  Importantly, the fourth regression presents regressions results of net interest 


margin against both latitude and fraction foreign denied.  While fraction foreign denied 


enters significantly, latitude does not.  This is consistent with the view that latitude 


explains net interest margin through its effect on fraction foreign denied.  Indeed, the last 


regression in Table 7 uses latitude as an instrumental variable for fraction foreign denied.  


It indicates that in this pure cross-country context, the exogenous component of fraction 


foreign denied is positively associated with the average value of net interest margin. 


Returning to bank-level data, Table 8 presents two-stage least squares regressions 


of individual net interest margins on bank-specific characteristics, various country-


specific control variables, and fraction foreign denied, where latitude is used as an 


instrument for fraction foreign denied.  As shown, the exogenous component of fraction 


foreign denied enters all of the regressions positively and significantly.  Inflation also 


enters positively and significantly.  Concentration and bank risk, however, do not enter 


these two-stage generalized least squares significantly.   


In sum, the finding that regulatory restrictions on foreign bank entry boost bank 


net interest margins are robust to instrumenting for fraction foreign denied with latitude.  


In addition, latitude is significantly and negatively associated with fraction foreign denied 


in the first-stage regressions.  This finding is consistent with AJR and ES theories of how 


geographical endowments influence the formation of national approaches to openness 


and competition. 
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IV. Conclusion 
 This paper examined the impact of regulatory impediments to foreign bank entry 


on bank net interest margins.  To proxy for restrictions on foreign bank entry, I used the 


fraction of foreign bank entry applications denied by the regulatory authority of the 


country.  The investigation uses data on 1165 banks across 47 countries and controls for 


numerous bank-specific and country-specific factors. 


 The paper also isolated the effect of restrictions on foreign bank entry from (1) 


restrictions on domestic bank entry and (2) foreign bank ownership of the domestic 


banking industry.  Thus, the paper examined the extent to which restricting foreign bank 


entry is special.  To accomplish this, I simultaneously controlled for regulatory 


restrictions on domestic entry and the fraction of domestic banking systems assets held 


by foreign owned banks.   


The paper concludes that impediments to foreign bank entry exert a positive 


impact on bank net interest margins.  Furthermore, I find that foreign banks are special.  


When controlling for impediments to domestic bank entry and the extent of foreign bank 


ownership, restrictions on foreign bank entry continue to explain bank net interest 


margins.  Indeed, while foreign bank entry restrictions enter significantly, neither 


domestic bank entry restrictions nor foreign bank ownership help explain bank interest 


margins.  Contestability by foreign banks importantly determines bank interest margins.   


 Based on theory and evidence by AJR and ES, this paper also used latitude as an 


instrumental variable for regulatory restrictions on foreign bank entry.  The results show 


that (1) the absolute value of latitude is strongly, negatively associated with regulatory 


restrictions on foreign bank entry and (2) using latitude as an instrumental variable for the 


fraction of foreign entry applications denied confirms this the paper’s core conclusion: 
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regulatory restrictions on foreign bank entry boost bank interest margins.  While the 


results with latitude should be viewed cautiously, the results are consistent with the view 


that natural resource endowments shaped the formation of long-lasting institutions that 


continue to influence attitudes toward openness and competition today.  These 


instrumental variable results increase confidence in the conclusion that restricting foreign 


bank entry increases bank interest margins, while cautioning that this relationship may 


reflect deeper institutional traits. 
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Table 1: Summary Statistics


Variable Obs Mean Std.Dev. Min Max
Interest Margin 1165 3.462 1.940 0.719 12.601
Bank Size 1165 7.144 1.980 1.939 13.488
Bank Liquidity 1165 21.376 16.410 0.233 82.190
Bank Equity 1165 8.553 6.335 -0.768 78.763
Fee Income 1165 0.890 1.442 -6.386 13.803
Bank Overhead 1165 3.000 1.773 0.150 15.721


Fraction Foreign Denied 47 0.131 0.276 0.000 1.000
Fraction Domestic 
Denied 47 0.205 0.306 0.000 1.000
Foreign Ownership 38 0.257 0.277 0.000 0.990
Latitude 47 0.403 0.196 0.022 0.722


The number of countries is 47.  The number of bank observations is 1165.  The Appendix has detailed variable 
definitions.  Interest margin is averaged over the 1995-99 period.  The other bank-specific variables are from 
1995.  Regulatory variables on fraction of foreign and domestic entry applications denied and foreign bank 
ownership are from the Barth, Caprio, and Levine (2002a,b) dataset.







Table 2: Simple Cross-Country Comparisons


Interest Margin Fraction Foreign Denied 
Fraction Domestic 


Denied
Foreign 


Ownership


Fraction Foreign Denied 0.468*** 1
(0.0009)


47 47


Fraction Domestic Denied 0.385*** 0.5*** 1
(0.0075) (0.0003)


47 47 47


Foreign Ownership 0.1167 0.0707 0.0795 1
(0.4852) (0.6731) (0.6351)


38 38 38 38


Latitude -0.378*** -0.442*** -0.2351 -0.0813
(0.0088) (0.0019) (0.1117) (0.6276)


47 47 47 38


Notes:  *, **, *** indicate significance at the 10, 5, and 1 percent respectively.(P-values in parentheses.)  * 
indicates significant at the five percent level.







Table 3: Regressions controlling only for bank-specific factors


(1) (2)


Bank Overhead 0.537*** 0.515***


(0.000) (0.000)


lasset95 -0.107*** -0.096***


(0.000) (0.000)


liquid95 -0.015*** -0.016***


(0.000) (0.000)


equity95 0.005 0.007


(0.319) (0.224)


fee95 -0.341*** -0.344***


(0.000) (0.000)


R2-within 0.364 0.3647


R2-between 0.5574 0.5224


No. Obs. 1165 1165


No. countries 47 47


Estimation Random Effect Fixed Effects


Dependent variable is Interest margins, which is averaged over the 1995-99 period.  The other bank-specific 
variables (Bank overhead, Bank size, Bank liquidity, Bank equity, Fee income) are measured in 1995.  The Appendix 
gives detailed definitions.  The estimation is done using GSL  with random or fixed effects as indicated.  A constant 
term was included, but is not reported. *, **, *** indicate significance at the 10, 5, and 1 percent respectively.  P-
values are in parentheses.







Table 4: Interest Margins and Restrictions on Foreign Bank Entry


(1) (2) (3) (4)


Fraction Foreign Denied 3.450*** 3.060***
(0.000) (0.000)


Foreign Ownership 0.680 0.362
(0.420) (0.639)


Fraction Domestic Denied 1.184 0.723
(0.114) (0.373)


R2-within 0.364 0.299 0.364 0.299
R2-between 0.574 0.521 0.591 0.529
No. Obs. 1165 900 1165 900
No. countries 47 38 47 38


Dependent variable is Interest margins, which is averaged over the 1995-99 period.  The regression includes 
five bank-specific variables (Bank overhead, Bank size, Bank liquidity, Bank equity, Fee income) that are 
measured in 1995 and a constant term, but therese not reported below.  The Appendix gives detailed 
definitions.  The regressions include measures of the fraction of foreign bank entry applications denied, 
domestic bank entry applications denied, and foreign bank ownership. The estimation is done using GSL  with 
random effects.    *, **, *** indicate significance at the 10, 5, and 1 percent respectively.  P-values are in 
parentheses.







Table 5: Interest Margins and Restrictions on Foreign Bank Entry: Sub-Samples


(1) (2) (3) (4) (5)


Sub-sample of countries:
Omit Sub-


Saharan Africa 
(SSA)


Omit Formerly 
Socialist (FS)


Omit USA
Omit SSA, FS, 


& USA
Omit SSA, FS, 


& USA


Fraction Foreign Denied 1.972*** 3.594*** 3.401*** 1.896*** 1.585**
(0.004) (0.000) (0.000) (0.000) (0.042)


Foreign Ownership 0.107
(0.832)


Fraction Domestic Denied 0.587
(0.379)


R2-within 0.371 0.405 0.368 0.434 0.344
R2-between 0.681 0.612 0.610 0.815 0.798
No. Obs. 1144 1107 930 851 600
No. countries 41 40 46 33 26


Dependent variable is Interest margins, which is averaged over the 1995-99 period.  The regression includes 
five bank-specific variables (Bank overhead, Bank size, Bank liquidity, Bank equity, Fee income) that are 
measured in 1995 and a constant term, but therese not reported below.  The Appendix gives detailed 
definitions.  The regressions include measures of the fraction of foreign bank entry applications denied, 
domestic bank entry applications denied, and foreign bank ownership. The estimation is done using GSL  
with random effects.    *, **, *** indicate significance at the 10, 5, and 1 percent respectively.  P-values are in 
parentheses.







Table 6: Interest Margins and Restrictions on Foreign Bank Entry: Other Controls


(1) (2) (3) (4)


Fraction Foreign Denied 2.09*** 2.035*** 1.902*** 2.317***
(0.001) (0.001) (0.001) (0.003)


Foreign Ownership 0.239
(0.729)


Fraction Domestic Denied -0.409
(0.584)


Inflation 0.118*** 0.121*** 0.115*** 0.119***
(0.000) (0.000) (0.000) (0.000)


Bank Risk -0.057 -0.056 -0.121*
(0.221) (0.226) (0.082)


Concentration 1.371* 1.564*
(0.052) (0.073)


R2-within 0.365 0.365 0.365 0.300
R2-between 0.738 0.741 0.756 0.727
No. Obs. 1137 1137 1137 872
No. countries 46 46 46 37


Dependent variable is Interest margins, which is averaged over the 1995-99 period.  The regression includes five bank-
specific variables (Bank overhead, Bank size, Bank liquidity, Bank equity, Fee income) that are measured in 1995 and a 
constant term, but therese not reported below.  The Appendix gives detailed definitions.  The regressions include 
measures of the fraction of foreign bank entry applications denied, domestic bank entry applications denied, and foreign 
bank ownership. The estimation is done using GSL  with random effects.    *, **, *** indicate significance at the 10, 5, and 1 
percent respectively.  P-values are in parentheses.







Table 7: Simple Cross-Country Regressions


Interest Margin Interest Margin
Fraction Foreign 


Denied Interest Margin Interest Margin


Latitude -5.18** -0.623*** -2.919
(0.016) (0.009) (0.152)


Fraction Foreign Denied 4.55*** 3.638** 8.324**
(0.003) (0.015) (0.013)


Countries 47 47 47 47 47
R-square 0.143 0.219 0.196 0.255
Estimation OLS OLS OLS OLS 2SLS


Dependent Variable


Notes:  *, **, *** indicate significance at the 10, 5, and 1 percent respectively.(P-values in parentheses.) OLS: 
ordinary least squares with robust standard errors.  2SLS: Two-stage least squares where latitude is used as an 
instrument for Fraction Foreign Denied.


These regressions are cross-country regressions.  Interest margin is averaged over the bank in each country over 
the 1995-1999 period.  Latitude is the absolute value of the latitude of the country.  Fraction Foreign Denied is the 
fraction of foreign bank entry applications denied.  See appendix for details.







Table 8: Interest Margins and Restrictions on Foreign Bank Entry: Instrumental Variables


(1) (2) (3) (4)


Fraction Foreign Denied 8.287*** 7.047*** 6.958*** 6.969***
(0.000) (0.003) (0.001) (0.001)


Inflation 0.081*** 0.083*** 0.079***
(0.006) (0.001) (0.001)


Bank Risk -0.052 -0.052
(0.268) (0.269)


Concentration 0.815
(0.436)


R2-within 0.364 0.365 0.366 0.366
R2-between 0.418 0.593 0.598 0.607
No. Obs. 1165 1137 1137 1137
No. countries 47 46 46 46


Dependent variable is Interest margins, which is averaged over the 1995-99 period.  The regression the absolute value 
of a country's latitude as an instrument for Fraction Foreign Denied.  The regression includes five bank-specific 
variables (Bank overhead, Bank size, Bank liquidity, Bank equity, Fee income) that are measured in 1995 and a 
constant term, but therese not reported below.  The Appendix gives detailed definitions.  The regressions include 
measures of the fraction of foreign bank entry applications denied, domestic bank entry applications denied, and 
foreign bank ownership. The estimation is done using a two-stage GSL  with random effects.    *, **, *** indicate 
significance at the 10, 5, and 1 percent respectively.  P-values are in parentheses.
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From Policy Rate to Bank Lending Rates: The Chilean Banking Industry*


(Preliminary Version)


Solange Berstein Rodrigo Fuentes
Banco Central de Chile Banco Central de Chile


Abstract


There is a vast literature that studies the flexibility of bank interest rates in different
countries. In this paper we show some evidence for the Chilean banking industry,
concluding that there is some sluggishness of adjustment of the bank-lending rates to
changes in policy rate. However, Chile is among the countries that have more flexible
interest rate. On the basis of individual bank data and a theoretical model we identified
bank characteristics that might affect the degree of stickiness. Stylized facts and estimation
results suggest that larger banks with smaller portion of past-due loans and higher
percentage of household adjust faster to policy rate movements.


                                                
* Helpful discussion with Rómulo Chumacero, Verónica Mies, Marcos Morales, Klaus Schmidt-Hebbel and
Rodrigo Valdés are acknowledged. Able research assistance provided by Dirk Mevis.
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1. Introduction


This paper studies the transmission of the monetary policy in terms of the interest rate


pass-through in the case of Chile. Specifically, we are interested in the response of


commercial banks lending rate to a money market interest rate movement. International


evidence suggests that there is some sluggishness of adjustment of lending interest rates to


changes on the policy rate. In general this stickiness is related to lack of competition in the


banking sector, capital flow restrictions and volatility of the policy rate.


One of the first comprehensive empirical studies on bank interest rate pass-through for


monetary policy is Cottarelli and Kourelis [1994]. They found important differences


between countries. The estimated impact effects varied between 0.06 and 0.83, and the long


run effects ranged from 0.59 to 1.48 with an average of 0.97. Our estimates for the Chilean


case are an impact of 0.81 and a long run pass-through of 0.97 for nominal interest rates.


Previous studies suggest that sluggishness of adjustment is associated to market


conditions and regulation of the banking sector. In this paper, by using data at the bank


level, we explore other factors that may influence the degree of delay in market interest rate


response to changes in the policy rate. The aim is to identify which characteristics may


explain the differences in the average rates charged by each bank and their responsiveness


to movements in the policy rate. The main variables considered were the size of the bank,


type of customers and the loan risk level, which are related to demand elasticity and cost of


adjustment for banks. A theoretical model presented in the paper motivates the choice of


these factors. Time series estimations at the bank level and dynamic panel data estimations


confirm the results.


The paper proceeds as follows. In Section 2 we briefly review the previous literature


and present our own estimations for the Chilean case, at an aggregate level. In Section 3 we


discuss some stylized facts for the Chilean banking industry and a model of monopolistic


competition with asymmetric information for bank lending rates, together with the


econometric analysis at the bank level. Finally in section 4 we summarize and present some


concluding remarks.
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2. Chile versus the International Evidence


This section shows a brief literature review on empirical studies related to the


flexibility of the bank-lending rate in different countries. After the review, our own


estimations for Chile are presented and compared to what have been found for other


countries.


The lending interest rate stickiness refers to the small response of commercial banks


lending rate to a money market interest rate movement. Hannan and Berger [1989 and


1991] and Cottarelli and Kourelis [1994] provide arguments and evidence for short run


sluggishness of adjustment of the lending interest rate. They found that in the long run the


lending rate fully adjusts to the shift in the money market rate. After these studies many


papers have tested the monetary policy transmission for specific countries under different


periods and type of regulations. All of them are based on different parameterization of the


following basic model:
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Where i represents the bank-lending rate, m is the money market or interbank rate,


∆MPR is the change in the monetary policy interest rate. The difference between the money


market or interbank rate and the monetary policy rate is that the first two are interest rate


determined in the market, while the latter is set by the Central Bank as a target value. In


Chile monetary policy is conducted, as in many other countries, by managing liquidity such


that the interbank or money market rate is in line with the policy rate. Therefore, we can


separate the effect of monetary policy in two steps: from policy rate to money market rate


and from money market rate to lending rate; we are interested in the second step. The


coefficients of interest are α1 that indicates the impact or the sort run effect of the money


market or interbank rate on the lending rate. It is expected to be positive and less than or


equal to one. The coefficient that measures the long run effect of the money market rate on


the lending rate is estimated as:
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This coefficient is expected to be positive and close to one. The argument for that is


based on the idea that in the long run any reason based for stickiness would tend to


disappear.


2.1 Literature Review


In the empirical literature we found two types of studies. Those that analyze


monetary transmission mechanisms using cross-country data and those that give evidence


using time series data for specific countries. The first group computes impact and long run


effects for different countries and later they relate their findings with financial structures


and macroeconomic variables of the different economies included in the sample. The


second group goes for country case type of study to check if there are differences in the


monetary policy transmission over time and for different interest rates. The main idea of


both types of studies is to capture the effect of institutional features on the transmission of


the monetary policy.


One of the first comprehensive empirical studies on interest rate pass through for


monetary policy is Cottarelli and Kourelis [1994]. This study estimates equation [1] for 31


countries including developed and developing countries. They found important differences


across countries on the impact coefficient, but the long run coefficient tended to one in


most of the cases. In a second step they correlate the different coefficients with explanatory


variables that could explained the cross-country differences. The main finding here is that


the impact coefficient is highly correlated with the structure of the financial system.


Specifically the lending interest rate becomes more flexible when: the barriers to entry to


the banking industry are low, the share of private ownership in the banking system is high,


the constraints to the international capital movement do not exist and a market for







5


negotiable short-term instruments exists. Neither market concentration nor the existence of


market for instruments issued by firms’ affect the degree of stickiness of the interest rate.


An important policy implication obtained by Cottarelli and Kourelis is the relevance


of the discount rate or monetary policy rate as a policy instrument. In general they argue


that the movement in the discount rate are interpreted as a signaling that helps to reduce the


degree of stickiness, especially in those economies with a weak financial structure.


Borio and Fritz [1995] examine the relationship between the monetary policy rate;


money market rate and the lending rate for a group of the OECD countries. Great Britain,


Netherlands and Canada show a high short-run coefficient [above 0.7], on the other hand


Spain, Japan, Italy and Germany exhibit the highest degree of interest rate stickiness.


However, in the long run the pass through is more homogenous across countries and it gets


closer to one. They argue that the difference in the results for different countries may be


affected by the type o lending rate available. In fact interest rate for prime customer tend to


adjust faster than other interest rates.


Benoit Mojon [2000] analyzes the monetary policy transmissions across Euro area


countries. He also looks for the implications of different financial structures on the


stickiness of the retail interest rate. As Cottarelli and Kourelis, he finds large differences in


the short-run coefficients for different countries, ranging from 0.5 in Italy to 0.99 in


Netherlands1. The pass through coefficient is lower the higher is the volatility of the money


market rate and lower is the competition from other sources of finance [the level of banking


desintermediation]. Competition among banks reduces asymmetries through the interest


rate cycle; i.e. the size of the pass-through coefficient is less affected for upward movement


in the interest rate compared to downward movement.


A second group of studies concentrates their analysis in specific country cases.


Following the paper by Cottarelli and Kourelis [1994], Cottarelli, Ferri and Generale [1995]


explored why the transmission of the monetary policy rate is so slow in Italy. They found


that the high degree of stickiness is explained by the constraints to competition in the


banking and financial system. In general banks that operate in more competitive markets


tend to translate movements on money market rate into lending interest rate faster. This


conclusion is based not only on the international comparison of Italian banking industry


                                                
1 Toolsema, Sturm and Haan (2001) find similar results for the same group of countries.
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with the rest of the countries, but from the data analysis at the individual bank level. The


stickiness of lending rate tend to decline with financial liberalization in Italy which is


consistent with the results using micro data for different banks and regions of that country.


Using the same methodology as previous studies Moazzami [1999] confirms that


interest rate stickiness in the US is higher than in Canada during the 70s and 80s. However,


the degree of flexibility has changed, for both countries, in opposite direction over the first


half of the nineties compared to previous decades. Thus the short-run pass through has


converge to around 0.40 for both Canada and US. The author attributes these changes to a


more competitive environment for the US banking system and less competitive for Canada.


Winker [1999] combined an adverse selection model with a marginal cost pricing


model to find an empirical equation where the lending and deposit rate depend on the


money market rate in the long run but not in the short run due to the adverse selection


problem. Based on the same argument he justified the lower speed of adjustment of the


lending rate toward its long run level compared with the deposit rate, since the short run


coefficient for the lending rate is much smaller than in the deposit interest rate case. Winker


provides evidence for his model for the case of Germany.


For the case of Spain, Manzano and Galméz [1996] use an interesting database that


allows analyzing the speed of interest rate adjustment for type of banks. They define four


groups of financial institutions: national banks specialized in commercial banking, saving


banks, foreign banks, encompassing merchant banks. The degree of short-run interest rate


response to changes in the interbank rate varies greatly across groups from 0.25 to 0.75 in


the short-term impact coefficient. In the long run all of them, with the exception of saving


banks, have a total impact coefficient greater than one accordingly with the reported


confidence interval. In the case of saving banks the coefficient is strictly less than one. On


the other hand the deposit rate shows higher degree of stickiness in the short run and in the


long run. The impact coefficient ranges from 0.2 to 0.46 and the total impact varies


between 0.63 and 0.81.


The following table summarizes the results of the literature reviewed.
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Table 2.1. Panel A
Cross-country studies


Cross-country Studies Degree of Transmission Main Conclusions
Cottarelli and Kourelis[1994]
Sample: 31 countries


Short term: 0.06 to 0.83
Long term: 0.59 to 1.48 with
an average equal to 0.97


The degree of flexibility increases
with the elimination of capital flow
restrictions, lower barriers to
competition, private property in
the banking industry and the
existence of short-run instruments


Borio and Fritz [1995]
Sample: 12 OECD countries


Response to a simultaneous
change in policy and money
market rate
Short term: 0.0 to 1.08
Long term: 0.74 to 1.17


The type of lending interest rate
used could explain the differences
across countries. For some
countries the lending rate is
applied to the best larger customer
while for others the rates
correspond to retail banking.


Mojon, Benoît [2002]
Sample: Panel data of 6
European countries


Short term: 0.5 [Italy] to 0.99
[Netherlands]
Long run: Around 1 for all
countries


The flexibility of interest rate
increases with lower volatility of
the monetary policy interest rate,
higher external and within banking
industry competition


Table 2.1. Panel B
Country case studies


Cases Degree of Transmission Main Conclusions
Cottarelli, Ferri and Generale
[1995]
Italy


Short term: 0.07
Long term: 0.92


The degree of stickiness is
inversely related with the degree of
competition and financial
liberalization


Moazzami, B. [1999]
Canada and United States


Short term [CAN]: 0.46 to 1.1
Short term [USA]: 0.25 to 0.6
Long term [CAN]: 0.6 to 2.0
Long term [USA]: 0.8 to 1.2


The impact coefficient has
increased over time while in
Canada has moved in the opposite
direction. The reason for these
results could be found in the
changes in financial system
structure in those countries


Winker, P. [1999]
Germany


Short term: 0.1 [lending rate]
and 0.42 [deposit rate]
Long run coefficient tends to 1


The speed of adjustment to
changes in the money market rate
is lower in lending rates than in
deposit rate


Manzano and Galmés [1996]
Spain


Short term: 0.25-0.75 [lending
rate] and 0.2–0.5 [deposit rate]
Total impact: 0.66-1.2
[lending] and 0.63-0.81
[deposit]


The lending rate tends to response
faster in the short and the long run.
The type of customer affects the
degree of response
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2.2 Chile compared to other countries


This section presents the results at the aggregate level for the Chilean Banking


industry. The lending rate at the aggregate level was constructed using a weighted average


of interest rate for individual banks; the weights were the total amount of loans in the


corresponding category. Figure 2.1 plots the lending interest rate and the interbank rate for


the period under analysis. Visual inspection shows that the lending rates follow very


closely the interbank interest rate.


Graph 2.1 Lending Interest Rate and Interbank Rate
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An important feature to take into account is that Chilean bank conduct several


transactions in pesos and in unidades de fomento [UF], which is a unit of account indexed


to the past inflation2. This unit of account is used for medium and long-term transactions.


                                                
2 See Schiller (2002) for a discussion about the use of indexed unit accounts around the world and the UF.
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Therefore equation [1] was estimated for peso denominated loans and UF denominated


loans. The most common maturity for the former type of loans is less than 30 days (aprox.


50% of total nominal loans). For the latter the typical maturity is 90 to 360 days but mainly


concentrated around 90 days (aprox. 40% of total UF indexed loans). The next figure


presents the evolution of the lending interest rate for loans of longer maturity and the


interest rate on 90 days Central Bank Indexed Promissory Note (PRBC). Again, both


interest rates move closely together3.


Graph 2.2 Lending Interest Rate and 90 days PRBC


0


4


8


1 2


1 6


2 0


1 9 9 5 1 9 9 6 1 9 9 7 1 9 9 8 1 9 9 9 2 0 0 0 2 0 0 1


L e n d in g  in te r e s t  r a te s  f o r  9 0  to  3 6 0  d a y s
9 0  d a y s  P R B C


A model represented by equation (1) was estimated. The number of lags is


sufficiently high to make the error term white noise. Several papers estimate this equation


using different parameterization. The most popular one is the error correction model based


on the idea that the interest rates are not stationary. There are good economic arguments to


disregard that possibility for interest rate4. Nevertheless, to be skeptical, in the appendix,


                                                
3 The monetary policy is handled through the interbank interest rate. However the 90 days interest rate on
PRBC is good measure of the monetary policy for 90 days.
4 See Chumacero (2001) for a discussion of unit roots using econometrics.
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different test for unit roots are presented. All of them reject the presence of unit roots; thus


the model was run in levels.


Table 2.2 presents the results for the interest rate applied to peso denominated loans.


Columns 1 and 3 show the results of equation (1) controlling by inflation; columns 2 and 4


take into account the dramatic increase in the interest rates during 1998, using a dummy


variable D98 that takes the value one for January to October of 1998. Despite the dummy


variable is statistically significant the overall conclusions do not change much. The impact


coefficient fluctuates between 0.7 to 0.8, while in all the cases the hypothesis of the long


run coefficient equal to one cannot be rejected. Therefore in the long run, on average, banks


fully adjust the lending rate to a change in the interbank interest rate.


Table 2.2
Interest Rate Transmission: Nominal Lending Rate


Variable 30 days lending 30 days lending 30-89 days 30-89 days
Interest rate Interest rate Interest rate Interest rate


Interbank rate 0.7932 0.8109 0.7122 0.7098
[14.7964]** [22.8482]** [12.6719]** [18.8454]**


Interbank rate [t-1] -0.3355 -0.1670 -0.1994
[-3.8715]** [-1.8404] [-2.3729]*


Interbank rate [t-2] -0.3129 -0.3193 -0.2659 -0.3330
[-2.3391]* [-2.9958]** [-4.4942]** [-4.1670]**


Interbank rate [t-3] 0.0750 0.0874
[2.2498]* [2.3841]*


Interbank rate [t-4] -0.0560
[-2.1570]*


Interbank rate [t-6] 0.0784
[3.4636]**


MPR[t] – MPR[t-1] 0.0281 0.0259 0.0419 0.0406
[2.8474]** [3.2080]** [4.0445]** [4.2109]**


Lending rate [t-1] 0.2865 0.5629 0.4583 0.4059
[3.0554]** [6.1349]** [4.0831]** [4.6310]**


Lending rate [t-2] 0.2320 0.2750 0.1896 0.3185
[2.2617]* [2.8149]** [2.5192]* [3.2959]**


Inflation [t-2] -0.1033 -0.0953 -0.2190 -0.5084
[-2.7302]** [-3.5682]** [-4.1982]** [-3.8040]**


D98 0.4462
[3.9445]**


D98* Interbank rate -0.3820
[-3.1078]**


D98* Interbank rate [t-1] 0.3547 -0.1996
[2.9385]** [-4.8414]**


D98*D[MPR] 0.2038
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[4.6452]**
Constant 0.1358 0.0473 0.1737 0.1538


[3.8643]** [1.2736] [3.4792]** [3.2508]**


Long-run coefficient (λ) 0.9972 1.1017 1.0060 0.9604
[Wald test λ=1] [0.0015] [0.3202] [0.0044] [0.0932]


R-squared 0.9554 0.9742 0.9466 0.9569
t-test in parenthesis
**1% Significance; *5% Significance


Table 2.3 shows the results for indexed lending rate. Again the 1998 interest rate turmoil is


controlled, but it was not statistically significant except for July 1998. The inflation rate


was not included since the variables are indexed interest rates. The impact coefficient is


around 0.85, while the long-term coefficient is statistically equal to one.


Table 2.3
Interest Rate Transmission: Nominal Lending Rate


Variable 90-360 days lending 90-360 days lending
Interest rate Interest rate


PRBC 0.8575 0.8553
[63.3162]** [48.3335]**


PRBC (t-1) -0.4324 -0.2931
[-4.9115]** [-4.7812]**


PRBC (t-2) -0.0775 -0.0694
[-5.1854]** [-3.5892]**


PRBC (t-4) 0.0357
[4.0652]**


PRBC (t-5) -0.0245 -0.1674
[-1.7402] [-2.9301]**


Lending rate (t-1) 0.6396 0.4940
[6.1577]** [7.4194]**


Lending rate (t-5) 0.1643
[2.8632]**


D98 (July) 1.6035
[9.1060]**


Constant 0.8019 0.8342
[3.3145]** [4.6351]**


Long-run coefficient (λ) 0.9953 0.9520
[Wald test λ=1] [0.0757] [0.0404]


R-squared 0.9837 0.9924
t-test in parenthesis
**1% Significance; *5% Significance
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How are these results compared with the international evidence? Table 2.4 exhibits the


comparison between the coefficient reported in column 2 of Table 2.2 and Table 2.3. It is


easily to check that the estimates for Chile show a high flexibility of the banking interest


rate. In fact the estimation poses Chile close to Mexico and United Kingdom. According to


Cottarelli and Kourelis, the variables that tend to increase the interest rate pass through are


the degree of competition and financial liberalization. It is important to take into account


that the time periods are different for the countries included in Cottarelli and Kourelis


(1994) with respect to the present study. The former uses data for the 80s while the current


study uses data for the 90s. Relevant conditions for interest rate sluggishness have been


different in nineties than in previous decade.


Table 2.4
International comparison of the


Interest rate stickiness


Countries Impact Long Term


Chile (en $) 0.81 0.97
Chile (en UF) 0.86 0.95
Colombia 0.42 1.03
Mexico 0.83 1.29
Venezuela 0.38 1.48


Canada 0.76 1.06
United States 0.32 0.97


Germany 0.38 1.04
Italy 0.11 1.22
Spain 0.35 1.12
United Kingdom 0.82 1.04
Sources: Cottarelli and Kourelis (1994) and


 Preliminary own estimation for Chile


3. Evidence for Chile at the Bank Level


In Section 2 we exposed some evidence in favor of interest rates stickiness, this was the


case for almost all of the countries that have been studied and it is also the case of Chile, up
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to some extent.5 It was also argued that previous studies suggest that sluggishness of


adjustment is related to market conditions and regulation of the banking sector. In this


section, using data at the bank level, we explore what factors may influence the degree of


delay in market interest rate response to changes in the policy rate.


For this purpose we analyze the differences in the levels of interest rates charged by


banks and the adjustment to changes in the policy rate. It is interesting to notice that in the


Chilean case we observe important divergence between the interest rates charged by banks,


moreover, there are significant differences within a bank depending on the kind of loan, the


type of customer, firm or household, or the amount of the loan. However, legislation


imposes a ceiling to the interest rate charged by loan category, which somewhat limits this


dispersion (50% above the average market interest rate by loan category6).


The aim is to identify which characteristics might explain the differences in the


average rates charged by each bank and their responsiveness to movements in the policy


rate. The main characteristics considered were the size of the bank, type of customers and


the loan risk level. Other variables such as solvency or liquidity were also considered, but


they didn’t show up significant for explaining differences on lending rates so the results are


not shown in the paper. The data used is at the bank level, we don’t have, at this point,


enough information with respect to the different transactions within a bank. This would be


a future extension subject to the availability of this information.


3.1 Stylized facts for the Chilean Banking Industry


In Table 3.1 and 3.2 we show that larger banks charged, on average, lower interest


rates than smaller banks. For smaller banks the nominal monthly rate was 1.21, whereas for


larger banks this rate was 1.16 for the period 1996-2002. In the case of the UF rate, smaller


banks showed on average a yearly rate of 8.55%, i.e. 3.5% higher than the average for


larger banks (8.26%).  This evidence might support two alternative hypotheses. What is


called the “structure performance” hypothesis or the “efficiency structure” hypothesis.


Under the first hypothesis differences in prices would respond solely to imperfect


                                                
5 In Section 2 it was shown that impact effect of changes in policy rate were less than 1 for most of the
countries studied, including the Chilean case.
6 Recopilación de Normas Bancos y Financieras, Cap. 7-1 pp. 10, SBIF.
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competition with differences in price elasticities across markets served by different banks.


The second would imply that there are cost advantages for lager banks together with some


degree of market imperfection that allows inefficient banks to survive, at least in the short


run.


In terms of loan risk, as expected, banks with a higher percentage of past-due loans


(more than 2%) charged, on average, higher interest rate to their clients. This is 11.1%


higher in the case of nominal rates and 8.6% in the case of UF rates. When we compute


simple correlations between lending rates and our indicator for policy rate (interbank rate in


the case of nominal interest rate and PRBC90 in the case of UF interest rate), this


correlation is smaller for banks with lower quality of loans. This may be due to adverse


selection problems in the sense that if interest rates increase only riskier projects (with


higher expected return) would stay in the market and the average quality of the loan


portfolio will decrease lowering bank’s profits. In this sense, banks will not respond rapidly


to an increase in the policy rate, especially in the case of banks with a higher portion of


past-due loans. On the other hand, if the policy rate decreases we would expect less


responsiveness from banks with a riskier portfolio, because their clients have lower demand


elasticity, and it would be difficult for them to move to other bank.
Table 3.1 Nominal Rates 30 ds and Correlation with Interbank Rate


By risk and type of customer
(Average 1996-2002)


Large Banks*
       Loan Risk***


Type of Customer** <2% >2% Total
<10% Rate


Correlation
#Banks


>10% Rate 1.08 1.20 1.16
Correlation 0.87 0.83 0.84
#Banks 2 4 6


Total Rate 1.08 1.20 1.16
Correlation 0.87 0.83 0.84
#Banks 2 4 6


*Large Banks are the ones that have a market share over total loans of more than 5%.
* *Type of customer measured as percentage of households loans (consumption plus mortgage) over total loans.
***Risk measured as past due loans as percentage of total loans 
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Table 3.2 Nominal Rates 30 ds and Correlation with Interbank Rate
By risk and type of customer


(Average 1996-2002)


Small Banks*
       Loan Risk***


Type of Customer** <2% >2% Total
<10% Rate 1.12 1.37 1.19


Correlation 0.84 0.67 0.78
#Banks 5 3 8


>10% Rate 1.25 1.21 1.23
Correlation 0.78 0.78 0.78
#Banks 3 3 6


Total Rate 1.17 1.27 1.21
Correlation 0.82 0.73 0.78
#Banks 8 6 14


*Small Banks are the ones that have a market share over total loans of less than 5%.
* *Type of customer measured as percentage of households loans (consumption plus mortgage) over total loans.
***Risk measured as past due loans as percentage of total loans 


Finally, in Tables 3.3 and 3.4 we analyze differences in interest rates charged by banks


classified by type of loan.7 We are able to do this distinction only for smaller banks because


in the case of larger banks there is not much difference according to this category, since all


of them have more than 10% of household loans. So, for smaller banks we have two


groups, less than 10% of the loans given to households and more than 10%.


                                                
7 The type of loan is measured as the percentage of total loans made to households.
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Table 3.3 Interest Rate UF 90 ds to 1 yr and Correlación with 
By risk and type of customer
(Average 1996-2002)


Large Banks*
        Loans Risk***


Type of Customer** <2% >2% Total
<10% Rate


Correlation
#Banks


>10% Rate 8.02 8.38 8.26
Correlation 0.77 0.75 0.76
#Banks 2 4 6


Total Rate 8.02 8.38 8.26
Correlation 0.77 0.75 0.76
#Banks 2 4 6


*Large Banks are the ones that have a market share over total loans of more than 5%.
* *Type of customer measured as percentage of households loans (consumption plus mortgage) over total loans.
***Risk measured as past due loans as percentage of total loans 


Table 3.4 Interest Rate UF 90 ds to 1 yr and Correlation with PRBC rate
By risk and type of customer
(Average 1996-2002)


Small Banks*
        Loans Risk***


Type of Customer** <2% >2% Total
<10% Rate 8.17 9.14 8.52


Correlation 0.77 0.71 0.75
#Banks 5 3 8


>10% Rate 8.38 8.80 8.59
Correlation 0.74 0.70 0.72
#Banks 3 3 6


Total Rate 8.25 8.96 8.55
Correlation 0.76 0.71 0.74
#Banks 8 6 14


*Small Banks are the ones that have a market share over total loans of less than 5%.
* *Type of customer measured as percentage of households loans (consumption plus mortgage) over total loans.
***Risk measured as past due loans as percentage of total loans 
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It is interesting to notice that in the case of nominal interest rates and UF interest rates, the


higher average rate charged corresponds to banks that have a larger portion of past-due


loans and lower share of household loans. While the lower interest charged is in the case of


banks with low risk and low share of households. This indicates that there is an important


dispersion of interest rates charged to companies, which seems to be larger than in the case


of households. This evidence suggests that households demand elasticity is larger than in


the case of firms. A possible explanation for this is that due to asymmetric information


companies establish a long run relationship with a banks at a higher extent than households,


which gives additional market power to banks, due to higher switching costs for firms.


3.2 A model for lending interest rate stickiness


In this section se will present a model that will help us to build on some hypothesis that


we test for the Chilean banking industry. These hypotheses are related to the stylized facts


presented in the previous section. This model gives us some insights about what we might


expect from our empirical analysis and some possible explanations for our findings.


It seems appropriate to assume an imperfect competition model in the case of the


banking sector, where it is argued that there are significant barriers to entry or an important


degree of product differentiation.8 Besides, it is also suitable to assume that there is


asymmetric information in this industry, which leads to adverse selection and moral hazard


problems. We will combine these two issues by assuming that banks make a two step


decision, which considers the long run equilibrium and the short-run behavior that will take


them to this condition.9


For the long run let us assume a simple Monte-Klein model for a monopolistic bank


that faces a downward sloping demand for loans L(iL) and an upward sloping supply of


deposits D(iD). This is capturing the fact that banks have some monopoly power. The


decision variables for the firm are the quantities of loan (L) and deposits (D). Bank k


maximized the following profit function:


                                                
8 Freixas and Rochet (1998).
9 This way of combining these two factors is similar to Scholnick (1991) and Winker (1999)
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),())()1(())((),( ,, kkkkDkkLk LDCDDimLmLiDL −−−+−= απ (3)


Where m is the interbank rate (which is given for individual banks), α is the proportion of


deposits that constitutes cash reserve, iD is the deposit interest rate and iL is the lending


interest rate. C(D,L) accounts for the total cost of intermediation services, which is a


function of the total amount of deposits and loans.


Solving for the first order conditions and rearranging terms we get to the following


expressions for the lending interest rate:


[ ]LL Cmi '
11


1* +
−
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ε


(4)


Where ε is the demand elasticity for loans.


For the purpose of this paper we are interested on the loans market and we will


assume that costs are separable, so that the optimal lending rate is independent of the


characteristics of the deposit market.  This simple model leads us to conclude that different


interest rates charged on loans may reflect different demand elasticity.


The previous model is interpreted as the long run equilibrium for the banks. To


simplify our model we assume a constant elasticity demand function faced by each bank.


This is that ε might be different for each bank, but is independent of iL. We can write this


relationship between lending interest rate and interbank rate as: iL
*=Φm (Φ is a mark up


which is a function of demand elasticity). However, due to asymmetric information, there


might be some sluggishness in the adjustment process to get to this long run equilibrium. In


fact we are interested in finding out if there is some delay in the response of market interest


rates to changes in policy rate and if this delay depends on banks’ characteristics, that


would be related to demand elasticity and asymmetric information.


Specifically we are thinking of a setup where in the short-run banks solve an inter-


temporal problem where they have on the one side a cost of adjusting too slowly to this


long run equilibrium and on the other side a cost of moving too fast. This last cost is due to


adverse selection and moral hazard problems in the banking industry. For instance if a bank


increases the lending rate as a response to an increase of the money market rate, to adjust to
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the new long run equilibrium, it may end up attracting debtors that have a lower repayment


probability and lowering its profits. At the same time there is a moral hazard problem


because in face of a higher interest rate debtors would have incentives to invest in riskier


projects which would also decrease banks’ profits.10 So under this framework we assume


that there are some adjustment costs due to asymmetric information. This is modeled as a


quadratic lost function following Nickell (1985), Scholnick (1991) and Winker (1999),


which is tractable because from it we get a linear decision rule. 11 The loss function for


bank k in period t is the following:
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Where ω1 and ω2 represent the weight that the bank gives to achieving the long run target


value for lending interest rate and the cost of moving to that target value, respectively.


Recall that Φk is a function of the demand elasticity that bank k faces. On the other hand,


ωj, j=1,2, will depend on bank’s average loan risk. We might expect that if the portion of


past due loans for bank k is higher, the adverse selection or moral hazard problem for that


bank is more important and it will give more weight to changes in interest rate, which


would imply a slower adjustment.


The main difference between our setup and the one presented by Scholnick (1991)


and Winker (1999) is that they derive an error correction model (ECM) from this quadratic


lost function. However, in our case even if we are assuming that there is a long run


relationship between the interbank rate and the lending rate, our variables are stationary so


our econometric model will be estimated in levels and not in an ECM form. Recall that the


ECM has this interpretation only if the variables are non-stationary and cointegrated, which


is not the case for our data.12


                                                
10 Stiglitz and Weiss (1981)
11 Scholnick (1991) and Winker (1999) include also a third term in this loss function, but it is not included in
this setup. For an argument see Nickell (1985). The other difference is that we have a multiplicative mark-up
instead of an additive mark-up.
12 Unit Root Tests are presented in the appendix. Derivation of the ECM and explanation of why it is not
appropriate with stationary data are found in Nickell (1985) and Wickens and Breush (1988).
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The other important difference is that we use the above model in a panel data estimation


in section 3.3 that allows the parameters to be different for different banks depending on


their characteristics.


3.3 Econometric Results


The model described above suggests that differences in interest rate pass-through might be


related to product characteristics such as: type of customer or risk level of the loan


portfolio. The econometric analysis presented in this section will allow us to address this


issue in two alternative ways. We start by showing time series estimations at the bank level,


computing impact and long run coefficients for each bank and then relate those estimates


with bank characteristics. The second is a dynamic panel data estimation where bank


characteristics are interacted with the interbank rate and its lags.


3.3.1 Time series at the Bank level


The stylized facts presented previously suggest that there are differences in terms of interest


rates charged and the responsiveness of these interest rates to the policy rate. However, the


evidence given by the correlation between policy rates and lending rates was somewhat


weak. To study the differences between banks more carefully we estimate the same model


presented in section 2, but for individual banks considering the lag structure that was


appropriate in each case, to make the error term white noise.


With these time series regressions at the bank level we obtained impact and long run


estimates that showed the responsiveness of each bank to changes in the policy rate. These


results are summarized in Tables 3.5 to 3.8. To present these results we classified banks in


the same way we did for section 3.1. Notice in the first place that for nominal interest rates


the long run effect is very close to one in every case (not statistically different from 1). This


is not the case for the UF rates, which are lower than one. If we look at banks of different


sizes we observe that impact estimates are slightly higher for larger banks, meaning that


they respond faster to a change in the policy rate. In the case of banks with a riskier loan


portfolio we observe that in general they are less responsive, or respond slower to changes
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in the policy rate. For example, the impact coefficient for nominal rates of small banks that


have a riskier loan portfolio is 0.64, while this number is 0.84 for banks that have less than


2% of past-due loans. In the case of the type of customer, banks with a larger share of


household customers have higher impact in the case of nominal rates; however, the


evidence is mixed in the case of UF rates, depending on the riskiness of the banks loan


portfolio.


Table 3.6 Impact and Long Run Estimates for Nominal Rate 30 ds 
By risk and type of customer
(Average 1996-2002)


Large Banks*
      Loan Risk***


Type of Customer** <2% >2% Total
<10% Impact $


LR $
# Banks


>10% Impact $ 0.87 0.77 0.80
LR $ 1.02 1.10 1.07
# Banks 2 4 6


Total Impact $ 0.87 0.77 0.80
LR $ 1.02 1.10 1.07
# Banks 2 4 6


*Large Banks are the ones that have a market share over total loans of more than 5%.
* *Type of customer measured as percentage of households loans (consumption plus mortgage) over total loans.
***Risk measured as past due loans as percentage of total loans 
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Table 3.7 Impact and Long Run Estimates for Nominal Rate 30 ds 
By risk and type of customer
(Average 1996-2002)


Small Banks*
      Loan Risk***


Type of Customer** <2% >2% Total
<10% Impact $ 0.74 0.52 0.68


LR $ 1.02 1.30 1.09
# Banks 3 1 4


>10% Impact $ 0.95 0.68 0.81
LR $ 1.21 0.89 1.05
# Banks 3 3 6


Total Impact $ 0.84 0.64 0.76
LR $ 1.11 0.99 1.06
# Banks 6 4 10


*Small Banks are the ones that have a market share over total loans of less than 5%.
* *Type of customer measured as percentage of households loans (consumption plus mortgage) over total loans.
***Risk measured as past due loans as percentage of total loans 
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Table 3.8 Impact and Long Run Estimats for UF Interest Rate 90 ds to 
By risk and type of customer
(Average 1996-2002)


Large Banks*
        Loans Risk***


Type of Customer** <2% >2% Total
<10% Impact UF


LR UF
#


>10% Impact UF 0.86 0.68 0.74
LR UF 0.94 0.78 0.83
# 2 4 6


Total Impact UF 0.86 0.68 0.74
LR UF 0.94 0.78 0.83
# 2 4 6


*Large Banks are the ones that have a market share over total loans of more than 5%.
* *Type of customer measured as percentage of households loans (consumption plus mortgage) over total loans.
***Risk measured as past due loans as percentage of total loans 


Table 3.7 Impact and Long Run Estimats for UF Interest Rate 90 ds to 
By risk and type of customer
(Average 1996-2002)


Small Banks*
        Loans Risk***


Type of Customer** <2% >2% Total
<10% Impact UF 0.70 0.46 0.62


LR UF 0.87 0.85 0.87
# 4 2 6


>10% Impact UF 0.47 0.79 0.63
LR UF 0.77 0.99 0.88
# 3 3 6


Total Impact UF 0.60 0.66 0.63
LR UF 0.83 0.93 0.87
# 7 5 12


*Small Banks are the ones that have a market share over total loans of less than 5%.
* *Type of customer measured as percentage of households loans (consumption plus mortgage) over total loans.
***Risk measured as past due loans as percentage of total loans 
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To analyze further the relationship between the responsiveness of banks lending rates to


policy rates, and banks’ characteristics, we ran regressions between the impact coefficients


for each bank against banks’ characteristics. Our results are presented in Tables 3.9 and


3.10. In the case of short run nominal rates we found that the evidence is consistent with


what we observed in the previous tables. This is that the higher is the portion of past-due


loans, lower is the impact of changes in the policy rate, at least in the short run. As we


argued before a possible explanation for this behavior of interest rates is that when the


policy rate increases, if a bank has a high proportion of risky loans, an increase in the


interest rate might have an important negative effect over the probability of payment of


those loans. So the increase is smoother when the customers are more vulnerable to


increases in the interest rate. On the other hand, if interest rate decreases, it would be


difficult for clients that are in a weak financial position to replace the credit provided by a


specific bank, so the bank would delay the decrease in interest rate without loosing those


customers.


The evidence is not very strong in terms of the type of customers, but still the


coefficient is positive and is significant at a 10% level. This result is in favor of the


hypothesis that the higher is the portion of household customers in a specific bank the


higher is the impact of changes in the policy rate. Which implies higher demand elasticity


for this type of customers. As argued before, in the case of firms we would expect long run


relationships with banks and a high degree of loyalty and therefore lower demand elasticity.


Table 3.9 Impact and Long Run Estimates and Bank Charcterics
(Nominal Rate 30 ds)


Impact Impact Long Run
Type of customer 0.006 0.007 0.001


[1.25] [1.73] [0.24]
Loan Risk -0.119 -0.121 -0.064


[2.33]* [2.44]* [1.07]
Size 0.005 -0.005


[0.41] [0.36]
Constant 0.852 0.86 1.189


[8.28]** [8.75]** [9.93]**
Observations 17 17 17
R-squared 0.32 0.31 0.1
Absolute value of t-statistics in brackets
* significant at 5%; ** significant at 1%
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Table 3.10 Impact and Long Run Estimates and Bank Characteristics
(UF Rate 90 ds to 1 yr)


Impact Impact Impact Long Run
Type of customer 0.001 0.005


[0.30] [1.47]
Loan Risk -0.029 -0.028 -0.032


[1.06] [1.07] [1.35]
Size 0.018 0.02 0.021 -0.005


[1.43] [2.04] [2.14]* [0.51]
Constant 0.615 0.625 0.557 0.856


[6.51]** [7.27]** [9.61]** [10.38]**
Observations 20 20 20 20
R-squared 0.26 0.25 0.2 0.2
Absolute value of t-statistics in brackets
* significant at 5%; ** significant at 1%


The size of the bank turns out to be positive for both types of loans, nominal and UF, but it


is significant only for the UF interest rates. This means that larger banks are faster in


responding to changes in policy rates. This might be because adjustment costs are lower for


larger banks or competition is stronger among them. If we think that smaller banks are


focused to specific nests we would expect that price competition would be weaker between


banks of smaller size.


Summing up, we have that there are significant differences in the response of banks to


changes in the policy interest rate, especially in the short run. Moreover, these differences


are related to the size of the bank, the type of customers and the riskiness of the banks’


loans. We found that the larger the size of the bank, the lower the portion of past-due loans


and the larger the share of household consumers, the faster is the response of lending


interest rates. Results that are consistent with the stylized facts presented at the beginning


of this section.


3.3.2. Panel Data Analysis


The previous analysis has the drawback that, as we used time series data for each bank, the


fact that there are changes in banks characteristics during this time, which may be affecting







26


the sluggishness of adjustment for each bank, is not correctly captured.  An alternative


methodology considers using panel data techniques, which would consider the whole data


set available and will allow for interaction between bank’s characteristic with the policy


variable and its lags.


In this section we estimate the following equation, which is based on the model


described in section 3.2. Considering that there is adverse selection captured by the


adjustment cost coefficient of the model, which is a function of the quality of loan


portfolio. Besides, we allow demand elasticity to be a function of the type of customers the


bank has and the size of the bank.
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Where l is the loan portfolio risk measured as the portion of past-due loans, t is the type of


customers measured as the share of household loans (consumption and mortgage), s is the


bank size measured, as the percentage of total loans, and υ is a bank specific effect.


We estimate this dynamic panel data model, as an alternative to the time series


estimation given in the previous section, which would allow us to double check the


robustness of our conclusions. Equation (4) shows the typical problem in dynamic panel


data where there are unobserved heterogeneity and some of the right hand side variables are


not exogenous. Moreover the OLS estimation of equation (4) will yield inconsistent


estimates of the betas.


There are two methodologies to solve this problem, the first ones was proposed by


Anderson and Hsiao (1981) which consist in differentiate the equation to eliminate


unobserved heterogeneity and then use instrumental variables to estimate consistently the


parameters of the lag dependent variables. For instance, let’s assume that the following


equation is to be estimated using panel data:


itiititit uxyy +++= − ηβρ 1 (5)


Where yit represents the lending interest rate, xit represents a dependent variable like


the interbank interest rate, ηi is the unobserved heterogeneity. Taking first difference the


equation to be estimated is:


11211 )()( −−−−− −+−+−=− itititititititit uuxxyyyy βρ (6)
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Hsiao (1986) suggests to use yi,t-2 or (yi,t-2- yi,t-3) as instrument for (yi,t-1- yi,t-2). But


Arellano (1989) showed that yi,t-2 is a much better instrument for a significant range of


values of the true ρ in equation (6).


Arellano and Bond (1991) proposed an alternative methodology based on GMM


estimators. This method used several lags of the variables included as instruments, so it is


especially efficient when T is small and N is large13. The method is applied to equation (6),


using moment restrictions that come from the use of instrumental variables. All the


inference is drawn based on one-step estimator proposed by Arellano and Bond (1991), the


specification test reported are also from the one-step estimator except in those cases where


evidence of heteroskedasticity was found.


Provided that our panel data is not the typical case when N is large and T is small,


we used both methodologies: Anderson-Hsiao (AH) and Arellano-Bond (AB). Judson and


Owen (1999) provided evidence that for unbalanced panel data and T around 20 is not clear


what methodology is better based on mean square errors.


The first two columns of Tables 3.11 and 3.12 present the results of the panel


estimation without considering the interaction between characteristics and the interbank


rate or its lags. If we compare these regressions with the ones from section 2 we observe


that impact and long run effects (shown at the bottom of each table) are smaller than what


we found previously. Notice that previously we were estimating impact and long run effects


by using the weighted average interest rates, so that large banks were driving the results to


a higher extent on those regressions than on the panel data estimation. Besides, at this point


we have given some evidence that supports the fact that large banks were more responsive


to changes in interest rate. So the lower values for impact and long run effects are


consistent with this fact.


                                                
13 See Judson and Owen (1999) for further discussion on the advantages of different methodologies.
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Table 3.11 Panel with interaction and 1998 dummies
[1] [2] [3] [4]
AH AB AH AB


0.458 0.459 0.546 0.42
[1.58] [16.04]** [3.46]** [13.66]**
-0.053 -0.047
[0.68] [1.67]
0.745 0.777 0.705 0.779


[22.34]** [33.42]** [14.70]** [18.95]**
-0.425 -0.417 -0.531 -0.414
[1.82] [12.82]** [3.90]** [7.55]**
0.128 0.109


[2.03]* [3.35]**
-2.079 -2.193
[1.80] [1.92]
2.205 3.378
[1.90] [1.79]
3.158 3.097


[3.51]** [2.16]*
-0.003 -0.008
[0.65] [2.05]*
0.34 0.241


[2.06]* [2.12]*
-0.041 -0.026 -0.041 2.532


[3.90]** [3.03]** [3.87]** [2.95]**
2.337 3.048 2.64 -0.028
[1.50] [5.53]** [1.38] [3.71]**
0.001 0.003 0.001 0.001
[0.23] [6.24]** [0.13] [2.54]*
1487 1487 1221 1221


20 20 19 19
Sargan Test, p-value (a) 0.28 1.00


0.75 0.33
2206(19) 6615(19) 1782(22) 6547(22)


* significant at 5%; ** significant at 1%
(a) Twostep results
A-B with Robust Standard Errors


With no interaction AB AH
Impact 0.78 [92.5] 0.75 [58.4]
Long Run 0.80 [16.9] 0.75 [3.83]


 Wald test for λ=1. Chi-Square (1) in brakets ∗ Significant at 5%.


Absolute value of z-statistics in brackets


Observations
Number of banks


m2, p-value (a)
Wald test


Constant


D(TPM)


Inflation


Interbank Rate*Size (-1)


Interbank Rate*Type


Interbank Rate*Quality (-1)


Interbank Rate*Quality


Nominal Rate 30ds (-1)


Nominal Rate 30ds (-2)


Interbank Rate*Quality (-2)


Interbank Rate


Interbank Rate (-2)


Interbank Rate (-1)
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Results shown on Table 3.11 and 3.12 favor two of our previously stated hypotheses, the


adverse selection effect, which implies more stickiness in the case of lower quality of loans


portfolio, and the lower elasticity of firms with respect to households. However, in the case


of table 3.12 we get a different result from the one suggested by our previous evidence, in


terms of the size effect. Notice that the panel estimation shows a negative coefficient for the


interaction between the PRBC rate and the bank size, which means that larger banks have a


lower impact.
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Table 3.12 Panel with interaction and 1998 dummies
[1] [2] [3] [4]
AH AB AH AB


UF 90 ds 1yr  (-1) 0.179 0.381 0.624 0.381
[2.68]** [14.44]** [4.91]** [12.53]**


prbc 0.234 0.341 0.466 0.493
[4.58]** [7.86]** [5.24]** [8.35]**


prbc (-1) 0.536 0.429 0.183 0.343
[8.00]** [8.71]** [1.66] [5.16]**


prbc (-3) -0.199 -0.301 -0.367 -0.237
[3.90]** [10.16]** [4.47]** [6.41]**


D(MPR) 0.41 0.279 0.394 0.281
[9.83]** [7.01]** [6.85]** [6.30]**


D(MPR)(-1) -0.192 -0.45 -0.495 -0.448
[3.45]** [11.00]** [5.45]** [9.85]**


prbc*Quality -0.801 -1.358
[0.79] [1.7]


prbc*Quality (-1) 0.63 1.802
[0.57] [2.00]*


prbc*Quality (-2) -0.735 -2.567
[0.63] [3.21]**


prbc*Type (-2) 0.42 0.146
[2.64]** [1.86]


prbc*Size -0.013 -0.004
[2.93]** [2.47]*


Constant -0.001 -0.002 -0.009 0.009
[0.05] [1.68] [0.28] [2.68]**


Observations 1576 1590 1211 1211
Number of banks 20 20 20 20
Sargan Test P-value 0.66 0.99
m2 0.74 0.76
Wald Test 3602(18) 2043(23) 10681(24) 2043(23)
Absolute value of z-statistics in brackets
* significant at 5%; ** significant at 1%


With no interaction AB AH
Impact 0.34 [231.4] 0.75 [225.9]
Long Run 0.76 [69.7] 0.75 [10.8]


Chi-Square (1) in brakets Wald test for λ=1. ∗ Can't reject at 5%.


4. Concluding remarks


According to the estimates presented in this paper Chile shows a high flexibility of the


banking interest rate. In fact the estimation poses Chile close to Mexico and United


Kingdom, countries with the highest degree of flexibility. A previous study, Cottarelli and
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Kourelis (1994), identify the degree of competition and financial liberalization as main


determinants of the interest rate stickiness.


By using data at the bank level, we explored other factors that influence the degree of


delay in market interest rate response to changes in the policy rate. In this sense, we have


analyzed the differences in the levels of interest rates charged by banks and the adjustment


to changes in the policy rate. The main characteristics identified here are the size of the


bank, type of customers and the loan risk level.


In the econometric analysis at the bank level we found significant differences in the


response of banks to changes in the policy interest rate, especially in the short run.


Moreover, the larger the size of the bank, the lower the portion of past-due loans and the


larger the share of household consumers, the faster is the response of lending interest rates.


Results that are consistent with the stylized facts presented in the paper.


Topics of future research might include alternative measures that capture loan risk and


other characteristics that would help to have better measures of different demand


elasticities, at the bank level. Furthermore, with more desaggregate information of interest


rates charged for different types of loans within a bank, it would be possible to have better


estimates of the effects of loan risk or type of customer over the interest rate responses to


changes in policy rates.
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Appendix


Unit Root Test
(1995-2001)


ADF DF-GLS
PRBC -1.928 -1.949 * -2.630 -1.995 *
Interbank Rate -3.733 * -3.175 * -4.364 ** -3.135 *
UF 90 ds. to 1 yr -2.258 -2.292 * -2.204 -2.134 *
Nominal Rate 30 ds. -4.619 ** -4.612 ** -4.686 ** -3.562 **


* Non-stationarity rejected at 5%
** Non-stationarity rejected at 1%


The tests consider a trend for the nominal rates and the Modified Akaike was used to choose the number of lags.
By using ADF y P-P with the Modified Akaike we solve the size problem of this tests but the power is very low.
The power of the tests is higher when using DF-GLS y P-P Ng
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Mzt







