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I. Introduction 
 


Latin America has had an active presence in international markets since independence in 


the early 19th century.  But participation has been quite volatile.  In the early 1800s, international 


borrowing finances the wars of independence.  But the boom that started in 1822 with a loan to 


Colombia ended in 1826 with Peru’s default.  Other period of marked expansion in international 


borrowing occurred in 1867-1872, 1893-1913, and 1920-1929.  As in the 1820s, most of these 


episodes end with defaults.  In the aftermath of the crisis of the 1930s international capital 


markets all but disappear, with Latin America becoming unable to borrow again.  Only by the 


1970s, Latin America starts to participate again in international capital markets, with capital 


inflows reaching 41 billion dollars in 1981.  However, when Mexico defaults in 1982, all Latin 


American countries lose access to international capital markets.  The Brady debt-relief program 


in 1989 allows Latin America to tap international capital markets again, with capital flows 


surging again and reaching 100 billion dollars in 1997.  But again the boom turned into a bust in 


the late 1990s, with net capital inflows turning into net outflows in 2004 and fueling concerns 


about the end of the era of financial globalization.   


 


The boom-bust pattern in Latin America participation in international capital markets 


raises the question of whether erratic international capital markets are at the core of this volatility 


or whether, in fact, the volatile nature of the Latin American economies is at the heart of the 


problem.  This is the question we plan to answer in this paper.  Previous research on this topic 


has focused on the behavior of net capital flows.  We argue in this paper that this is not a good 


indicator of access to international capital markets.  While zero net capital inflows may reflect no 


international financial integration, they may also reflect complete integration with international 


diversification in which inflows are just offset by outflows.    Instead, we focus our analysis in 


international primary gross issuance.   


 


We cast our net wide and collect issuance data for 20 Latin American countries.  The data 


collected paints a picture of three typical economies. The first type of country is one with active 


participation in international capital markets.  This group includes Argentina, Brazil, Chile, 


Colombia, Mexico, and Venezuela.   The second typical economy is one with more limited 
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access to international capital markets.  This group includes Bolivia, Costa Rica, Dominican 


Republic, El Salvador, Guatemala, Honduras, Jamaica, Panama, Peru and Uruguay. Finally, the 


third type of country is one with no participation in international markets.  This last group 


includes Haiti, Nicaragua, and Paraguay with no international issuance in bond, equity or 


syndicated loan markets. Since only the first group has participated almost intermittently in 


international capital markets, we focus our attention in these six countries and examine whether 


is good country behavior or global liquidity at the heart of the ins and outs of international 


markets.   


 


The paper proceeds as follows.  Section II describes the behavior of the trade account and 


the patterns of financing in high, medium, and low income countries. We pay particular attention 


to the evolution of transfers as well as official and private capital flows.  Section III, we present 


our new dataset of gross issuance in three international capital markets: bonds, equities, and 


syndicated loans.  Our focus is on measuring the extent of participation across countries and over 


time.  This section includes a panel estimation to untangle whether it is volatile capital markets 


or volatile Latin American economies at the heart of the boom-bust pattern in access to markets.  


Section IV concludes.   
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II. The Stylized Facts 


 


First, we examine the current account behavior as well as the financing pattern via 


official and private capital flows since 1970.  Second, we look at gross primary issuance in 


international capital markets to gauge a measure integration of the region to these markets.   


 


A. The Current Account and Net Capital Inflows 


 


Figure 1 shows the average behavior of the current account (as a percent of GDP) for the 


twenty countries in our sample.  There are several features worth noticing: First, on average, 


Latin America has run current account deficits during the past forty years, indicating that part of 


the spending has on average been financed by foreign savings.  Second, on average, the current 


account shows clearly pronounced cycles, with the late 1970s, the beginning of the 1980s, and 


the 1990s being high-deficit episodes.  The earlier 1980s show the highest deficits, peaking at 


about 8 percent of GDP in 1981.  Third, while there is a clear boom-bust pattern in current 


account deficits during this period, these cycles seem to become less pronounced in the later 


periods, with the deficits peaking at about 5 percent of GDP in 1993 and 1998.   


Figure 2 looks at the type of capital flows financing those deficits.  It shows total capital 


flows as well as official capital flows to Latin America, with the difference between the two 


capturing private capital flows.  As shown in this figure, on average most of the capital flows to 


Latin America have been of a private nature, peaking at 45 billion dollars in 1981 and at 105 


billion dollars in 1997. Unlike the current account behavior, cycles in international capital flows 


have become more pronounced in the later periods.  During the first capital-inflow episode, total 


capital flows increased about 15 times, from about 4 billion dollars in 1970 to 51 billion dollars 


in 1981.  In the 1990s, total capital inflows increased 22 times from about 5 billion dollars in 


1983 to 100 billion dollars in 1997.   Reversals also became more dramatic in the later part of the 


period.  While in the 1980s the reversal (from peak to through) reached 92 percent, in the 1990s 


the reversal was somewhat more pronounced as capital inflows turned into outflows –in this case 


the reversal peaked at 102 percent.  Importantly, both private and official capital flows cycles 


have been quite pronounced.  Official capital inflows increased to 14 billion dollars in 1983 from 
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about 1.4 billion dollars in 1972 to dry out in the 1880s, with capital inflows turning into 4 


billion dollars outflow in 1990.    During the 1990s, the behavior of total official flows to Latin 


America was more irregular, in part due to the bailout packages to the larger economies in the 


region.1   


 


Table 1 provides a higher resolution picture of the current account behavior of Latin 


American countries.  This table presents descriptive statistics for the current account for the 


twenty countries in our sample.  The table reports the mean, standard deviation, maximum and 


minimum values for the current from 1965 to 2005.  This table provides a good picture of the 


heterogeneity of the countries in the sample and over time.  First, on average the current account 


has oscillated in these countries from a deficit of 14 percent of GDP for Nicaragua to a surplus of 


3 percent of GDP for Venezuela.  Nicaragua, records the highest volatility in current account 


balances over the sample, with a maximum of 12 to a minimum of -37 percent of GDP. The 


current account of Venezuela is also quite volatile oscillating between a maximum of 7 to a 


minimum -12 percent of GDP.  While still volatile, the richer countries in our sample show 


smaller fluctuations over time. 


 


Tables 2-4 show the evolution of the current account and capital account behavior over 


the boom-bust cycles in international capital flows.  To capture the heterogeneity in our sample 


of twenty countries, we divide our sample in three groups according to income per capita.2  The 


high-income group consists of Argentina, Brazil, Chile, Costa Rica, Mexico, and Uruguay.  This 


is also the group that has had more frequent access to international capital markets.  The 


medium-income group consists of Colombia, Dominican Republic, El Salvador, Panama, 


Paraguay, Peru, and Venezuela.  Lastly, the low-income group consists of Bolivia, Guatemala, 


Ecuador, Haiti, Honduras, Jamaica, and Nicaragua, with far less ability to tap international 


capital markets.  We also identify the episodes of booms and busts in capital flows.  According 


                                                
1 For example, Argentina received 11 billion dollars of official capital flows in 2001 (about 40 percent of all official 
capital flows to Latin America) and Brazil received 11 billion in 1998 (about 90 percent of all official flows to Latin 
America) and 12 billion in 2002 (about 60 percent of all official flows to Latin America). 
2 The sample is divided according to the 2005 Gross National Income per capita (at PPP values) in dollars.  High 
income countries include all countries with income per capita higher than 8000 dollars.  Medium income countries 
are those countries with income per capita between 8000 and 5000 dollars. The Low-income group includes 
countries with income per capital lower than 5000 dollars.  
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to the data shown in Figure 2, we identify two episodes of booms in capital inflows3: 1976-1981 


and 1990-1998.  The episodes of 1971-75, 1982-1989, and 1999-2005 are identified as episodes 


with less access to international capital markets. 


 


Table 2 shows the total current account and its components: the balance of goods and 


services, net income, and transfers (private and public).  It is important to point out some of the 


regularities shown in this table.  First, low income countries have larger current account deficits, 


on average 4 percent of GDP compared to deficits of just 3 percent of GDP in high income and 


medium income countries. Second, current account deficit in all groups are the highest during the 


episode of high capital inflows during 1976-1981.  While current account deficits also increase 


during the high capital inflow episode of the 1990s, the current account deficits only increase for 


high income countries.  Third, overall the smaller current account deficits in medium and low 


income countries starting in the late 1990s are due to a sharp increase in private transfers 


(workers remittances). Official transfers to low income countries also sharply increase starting in 


the late 1980s.  The higher transfers to low income countries since 1990 have financed 


substantially higher spending as shown in the higher deficits in the trade account. 


 


Table 3 shows the patterns of domestic savings, investment, private and public 


consumption.   This table suggests a time-varying pattern in consumption and investment 


behavior.  Until the end of the 1980s, investment in all countries in our sample is quite volatile, 


surging during the 1976-81 capital-inflow episode and collapsing in the aftermath of the 1982 


debt crisis.  Investment (as a share of GDP) declines 4 percentage points in high income 


countries, 5 percentage points in medium income countries, and 1.5 percentage points in low 


income countries.  In contrast, after the debt crisis, consumption (as a share of GDP) declines 


only 1 percentage point in high income countries and even increases about 3 percentage points in 


medium and low income countries.  The 1990s show a different picture.  First, with the capital-


flow boom-bust behavior in high and medium income countries since 1990 being far less 


pronounced compared to the 1980s, fluctuations in trade imbalances have also become less 


volatile.  As a result, the need for adjustment in consumption and investment following the crisis 


in the late 1990s is smaller.  Interestingly, during this period the adjustment in consumption and 


                                                
3 We define boom and bust periods according to a 5-year moving average of total capital flows to the region. 
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investment are quite similar (about 1 percentage point) whereas in the 1980s investment takes the 


largest toll.    Second, the saving-investment picture in low income countries also becomes quite 


different following the substantial increase in workers remittances.  Trade deficits increase to 


about 14 percent of GDP in the 1999-2005 period, fueling a surge in investment (the investment 


share in GDP increases 3 percentage points).  Naturally, workers remittances also allow a 


reduction in domestic savings (as a share of GDP) of about 2 percentage points.   


 


Table 4 shows the financing of the current account.  For reference purposes, the second 


column of this table shows total transfers.  This table brings to the attention the heterogeneity 


across Latin America countries with respect to the financing of the current account.  First, net 


capital flows are the largest for low income countries, about 5 percent of GDP since 1970, while 


they average about 3 percent of GDP for high and medium income countries.  Second, the 


composition of capital flows is quite different across the three groups.  Private capital flows to 


high income countries is about 75 percent of total flows.  In contrast, the share of private capital 


flows to medium and low income countries oscillates around 50 percent, suggesting that it is 


important to examine the behavior of official capital flows to these last two groups of countries.  


In particular, it is important to examine whether official capital flows to each country tend to 


counterbalance the gyrations of international capital markets, providing more official funding in 


times of illiquid markets or whether they amplify the boom-bust pattern of private capital flows. 


 


B. Gross Issuance in International Capital Markets 


 


The evidence provided by net capital inflows presents an incomplete picture of access to 


international capital markets.  While zero net capital inflows may reflect no access to 


international capital markets, they may also reflect complete integration with international 


diversification in which inflows are just offset by outflows.  To have a better grasp of financial 


integration, we look at gross issuance in three international markets: bonds, equities, and 


syndicated loans markets from 1980 to 2004.  The data we use is obtained by Dealogic, who 


compiles information on issuance (at the security level) in international bond, equity, and 


syndicated loan markets.  The database starts in 1980 (1983 for equity issuance).  


 







 7 


Figure 3 shows Latin America gross international issuance in the three markets.  The blue 


bars show issuance in the international bond market, which includes Euro market offerings,4 


global bonds,5 and foreign offerings.6  The yellow bars show international equity issuance, which 


includes issuance of common or preferred equity in the international market, issuance targeted at 


a particular foreign market, and registered stocks traded on foreign markets as domestic 


instruments (for example ADRs).  Finally, the red bars show gross issuance in the syndicated 


loan market.  International syndicated loans are all the loans granted by two or more financial 


institutions with the nationality of at least one of the syndicate banks being different from that of 


the borrower.7  As shown in this figure, during the first episode of international capital inflows, 


access to the international capital market takes the form of syndicated bank loans.  Gross 


issuance in this market peaks at 37 billion dollars in 1981 but basically disappears in the mid-


1980s following the 1982 Debt Crisis. By 1986 Latin American total gross issuance in 


international capital markets is just 5 percent of the issuance in 1981. 


 


By the end of the 1980s, a new development ends with the isolation of developing 


countries from international capital markets: The Brady plan,8 which reduced the debt burden of 


emerging markets, and its initiative to restructure defaulted loans into bonds collateralized by 


U.S. Treasury Bonds in 19899 create, almost overnight, a market for sovereign emerging market 


bonds.  As investor confidence in emerging markets countries starts to recover gradually, both 


the government and the private sector start issuing bonds in international capital markets, with 


                                                
4 Eurobonds are bonds issued and sold outside the country of the currency in which they are denominated (for 
example dollar-denominated bonds issued in Europe or Asia). 
5 Global bonds are single offerings structured to allow simultaneous placement in major markets: Euro, US, and 
Asia. 
6 Foreign bonds are bonds issued by firms and governments outside of the issuer’s country, usually denominated in 
the currency of the country in which they are issued.  Samurai bonds are yen-denominated bonds issued in Tokyo by 
a non-Japanese company.  Similarly, Yankee bonds are bonds denominated in U.S. dollars and issued in the United 
States by foreign banks and corporations. 
7 The facilities included in our data consist of term loans, revolving credits, co-financing facilities, export credit  
bridge facilities, construction loans, mezzanine loans, or multiple options facilities 
8 The key innovation of the Brady Plan is to allow the commercial banks to exchange their claims on developing 
countries into tradable instruments, allowing them to eliminate the debt from their balance sheets.   
9 Brady bonds are Dollar denominated bonds, named after U.S. Treasury Secretary Nicholas Brady, traded on the 
international bond market, allowing emerging countries to transform nonperforming debt into mostly collateralized 
bonds.  Most of the bonds had the principal collateralized by especially issued U.S. Treasury 30-year zero-coupon 
bonds purchased by the debtor country using funding from IMF, the World Bank, and the country’s own foreign 
exchange reserves.  Interest payments on Brady bonds are in some cases also guaranteed by securities of at least 
double-A rated credit quality held with the New York Federal Reserve Bank.  
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Latin American countries bond issuance increasing from 1 billion dollars in 1990 to 53 billion 


dollars in 1997.  The Brady plan, with its initiative of restructuring distressed commercial bank 


loans, also provides a new impetus to the syndicated loan market, with issuance rapidly climbing 


to 54 billion in 1997.  A new feature of financial integration in the 1990s is the forceful 


development of an international equity market.  In this decade, Latin American corporations not 


only start to raise capital in the highly unregulated international bond and syndicated loan 


markets, but also start to participate in regulated equity markets in various financial centers.  


Many firms start to raise capital in the United States through the creation of American 


Depositary Receipt Programs, with ADRs being traded on US stock markets in lieu of the 


foreign shares.  Since 1990, Latin America international equity issuance averages 3 billion 


dollars.10    


 


As we discussed when examining capital flows to Latin America, following the Asian 


and Russian crises, net capital flows to Latin America dwindle to a trickle (with capital inflows 


turning into outflows in 2004) suggesting that the era of international financial integration may 


have come to an end at least for Latin America.  Interestingly, the evidence from gross issuance 


in bond, equity, and syndicated loan markets paints a somewhat different picture.  While in the 


late 1980s Latin America’s gross issuance in international markets crashed to about 4 percent of 


the levels attained in the early 1980s, in the late 1990s total issuance declined only to about 40 


percent of its peak in 1997, suggesting a more continuous access to international capital markets. 


 


Tables 5 and 6 focus on access to international capital markets by the public and the 


private sector.  Table 5 reports the number of issues and Table 6 reports the value of total 


issuance.  There are some interesting features worth.  First, as shown in Table 5, during the 


1980s most of the issues were public issues, with most loans being issued by either the central 


government or public firms.  In this episode about 65 percent of the issues were public issues.  In 


contrast since 1990, private corporations start issuing in international capital markets, with 


private issues reaching on average 70 percent of total issues.  In value terms, public issuance 


amounted to 75 percent during the 1980s and only 50 percent since 1990.  Second, while private 
                                                
10 The magnitude of equity issues is not directly comparable to the magnitude of debt issues because unlike equity, 
bonds have finite maturities.  Firms typically roll over bonds at maturity, and hence a part of the debt issues go 
towards refinancing old debt and only the remaining part is new capital.   
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corporations have entered more massively in international capital markets, private access to 


international capital markets has experienced a more pronounced boom-bust behavior than the 


public sector.  For example, following the booms in the 1990s total issuance collapsed from 113 


billion dollars in 1997 to 40 billion dollars in 2002 (35 percent of the peak), but private issuance 


fell from 65 billion dollars to 18 billion dollars (28 percent of the peak). 


 


Figure 4 and 5 look at these data at the country level. Figure 4 reports total volume of 


gross issuance and Figure 5 reports number of issues. Three of the countries in the sample, Haiti, 


Nicaragua, and Paraguay have not participated in these markets, so they are not included.  We 


can divide all the issuing countries into two groups.  The first group includes Argentina, Brazil, 


Chile, Colombia, Mexico, and Venezuela with 1043, 1903, 535, 358, 1522, 486 issues 


respectively.  The second group comprises Bolivia, Costa Rica, Dominican Republic, El 


Salvador, Guatemala, Honduras, Jamaica, Panama, Peru and Uruguay with less than 200 issues.  


While the first group participates frequently (although with several interruptions) in international 


capital markets, the second group has only started to participate somewhat more frequently in the 


last ten years.  Interestingly, even low income countries such as Guatemala and Honduras have 


issued international bonds in the last 10 years.   


 


III. Access to International Capital Markets: Domestic and External Factors 


 


In this section, we examine in more detail the evolution of Argentina, Brazil, Chile, 


Colombia, Mexico, and Venezuela primary issuance in international capital markets.  We focus 


on the pattern of total gross international issuance as a percent of GDP in dollars at PPP levels.   


The patterns are shown in Figure 6. As examined in the previous section, these six countries have 


been the ones with most access to international capital markets in Latin America.  It is worth 


noticing that during the earlier part of the sample, these countries fared quite similarly, with 


pronounced and protracted reversals in the aftermath of the debt crisis in 1982.11  On the other 


hand, their performance in international capital markets in the aftermath of the Russian crisis 


seems to be different.  To provide a yardstick of continuity of access to international capital 


                                                
11 The data for Colombia obscures somewhat the extent of the reversal following the debt crisis.  There were few 
large loans in 1985:4, 1998:1, 1989:2. 
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markets, we estimated the average gross issuance (as a percent of GDP) since 2000 as a 


proportion of gross issuance (as a percent of GDP) during the peak in the 1990s.  This index of 


access to international capital markets ranks the six countries as follows: Chile = 0.63, Mexico = 


0.57, Brazil = 0.45, Colombia = 0.43, Venezuela = 0.29 and Argentina = 0.20, indicating that 


Chile and Mexico have been the best performers while Argentina and Venezuela had suffered the 


worst reversals.  In the rest of this section, we examine the determinants of the changing 


performance of these six Latin American countries in the international capital markets.   


 


 


A. The supply and demand of funds. 


 


 In order to examine patterns of access to international markets consider the following 


model of supply and demand of financial funds with special attention to the role of external and 


domestic factors.  


 


   (i)       S= f (r, r*, θ, gl, y, mp, pr, op) 


 


   (ii)      D= g (r, op, σrex, y) 


 


 


where r is the instrument’s return,  r* is the world nominal interest rate, θ is some measure of 


investor risk aversion,  gl is  global liquidity, y is output growth,  mp is a measure of 


macroeconomic policy, pr is political risk, op is the degree of openness and, σrex is the real 


exchange rate volatility. 


  


 One would expect that the supply of funds depends on the arguments in the following 


fashion: ∂f/∂r*
 < 0, ∂f/∂θ < 0, ∂f/∂gl, ∂f/∂y > 0, ∂f/∂mc > 0, ∂f/∂pr > 0, ∂f/∂op > 0.  The lower the 


world interest rate the higher the supply, assuming the emerging markets assets and US assets are 


substitutes. Also it will be negatively related to investor risk aversion. The positive relationship 


with global liquidity is clear. Output growth will signal better future repayment ability. 


Macroeconomic policy stability also reduces the probability of default. The lower the political 
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risk the lower the probability of default. Finally, the more open the economy is, the more 


integrated the country to international markets and hence the higher the cost of default. 


 


 On the demand side we would have that ∂g/∂op > 0, ∂g/∂σrex < 0, ∂g/∂y >(<) 0. The more 


open the economy, the higher the foreign denominated asset that could be match by foreign 


denominated liabilities. On the other side, the higher the real exchange rate volatility, the higher 


the risk of mismatches. And finally, the influence of output growth is ambiguous. From one side, 


more output growth could lead to more domestic savings crowding out the need of outside 


funding. However, a higher output growth could lead to a Fisherian motive for borrowing today. 


 


 


B.  External Factors 


 


Previous research on external factors has focused on the role of liquidity in international 


capital markets and world economic conditions.  We now discuss the various indicators to 


capture these external conditions. 


 


World Real Interest Rate: Most previous literature has used U.S. real interest rates to capture 


the degree of liquidity of international capital markets.  See, for example, Calvo, Leiderman, and 


Reinhart (1993). They find that external factors account for about 50 percent of the forecast error 


variance of official reserves and the real exchange rate of ten Latin American countries. 


However, the real interest rate cannot capture completely the extent of liquidity in international 


capital markets, specially with international capital markets evolving from quite fragmented in 


the 1970s to a market with a variety of instruments in the 1990s   To capture the evolution of 


international capital markets we construct a direct measure of liquidity. 


 


Global Liquidity:  Following the crises in the 1930s, international capital markets all but 


disappear.  They start to recover in the 1970s.  At the core of this recovery is the collapse of the 


Bretton Woods System in 1973.12  With no need to defend the peg, countries can choose their 


                                                
12 The origins of the financial developments of the 1980s and 1990s can be traced to two market developments in the 
late 1950s and 1960s.   In 1957, the British government introduces new financial restrictions to stop the speculation 
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own monetary policy without the need to restrict capital mobility and thus a new era of financial 


liberalization begins.  As early as July 1973, United States eliminates capital account restrictions.  


The liberalization process also involved other industrial countries, with Germany and Great 


Britain partially eliminating capital controls in 1973 and Japan joining the group in 1979.  Latin 


American countries benefit from these developments in the 1970s, when the excess savings of 


OPEC countries are channeled through the euro dollar market to Latin America, with borrowing 


taking the form the form of syndicated loans.  By the mid 1980s, the wave of international 


financial liberalization also embraces European countries as they move towards the European 


Monetary System.13   Primary issuance in international capital markets increase more than 6-fold 


from 82 billion dollars in 1980 to 500 billion dollars in 1989.  By the end of the 1980s, the Brady 


plan and its initiative to restructure defaulted loans into bonds collateralized by US treasuries in 


1989 create, almost overnight, a market for sovereign emerging market bonds.  As investor 


confidence in emerging markets countries starts to recover gradually, both the government and 


the private sector start issuing bonds in international capital markets. Emerging markets issuance 


in international capital markets increase 8-fold from 42 billion dollars in 1989 to about 350 


billion in 1996.   A new feature of financial integration in the 1990s is the forceful development 


of an international equity market.  In this decade, corporations not only start to raise capital in 


the highly unregulated international bond and syndicated loan markets, but also start to 


participate in regulated equity markets in various financial centers.  With financial integration of 


the world’s capital markets escalating, firms are now able to issue equity underwritten and 


distributed in multiple foreign equity markets, sometimes simultaneously with distribution in the 


domestic market, in what is known as the Euroequity market.  Finally, there is a theoretical 


literature that studies the role of international liquidity (and liquidity constraints) in determining 


emerging countries’ access to international markets. See Caballero-Krishnamurthy(2001), Fostel 


                                                                                                                                                       
against the pound.  The restrictions make London-based banks create a new market to avoid losing their share of 
financial transactions, with the banks’ dollar deposits starting to be used to provide dollar loans in an unregulated 
market.  This is the beginning of the Eurodollar market.  Other events increase the liquidity of this market. The first 
is the Cuban crisis, with Russian banks moving their dollar reserves from the United States to London.  The second 
event is also the product of another defense of the domestic currency against speculative attacks.  This time the 
currency under attack is the U.S. dollar, with the U.S. government, as the British government did in 1957, 
introducing capital account controls in 1964.  U.S. based-banks, like their British counterpart in the 1950s, turn to 
the Eurodollar market to avoid the restrictions that could imperil their operations.     
13 See Kaminsky and Schmukler (2003) for a chronology of financial liberalization in industrial and emerging 
countries. 
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(2005). In our estimation we use as a proxi for  “world liquidity” the total issuance in 


international capital markets as a share of world output.   


 


Term Premium:  Liquidity in international capital markets may also be affected by investors’ 


liquidity premium.  Our first measure is an estimate of the international term premium calculated 


as the difference between the U.S. 10-year-note yield minus the U.S. 1-year Treasury Bill rate.   


 


High Yield Spread:  Investor’s risk aversion can also explain emerging markets issuance. We 


will approximate this variable by the fluctuations in yields of risky firms (relative to the yield on 


a safe asset).  This is, the yield spread between high-yield bonds in industrial and emerging 


economies and the one–year U.S. Treasury Bill rate. This index is constructed by Merryl  Lynch.  


Fostel (2005) studies the relationship between emerging market bond spreads and High Yield 


spreads in a theoretical model explaining why in equilibrium the prices of these two assets under 


the presence of liquidity constraint may exhibit correlation despite different fundamentals. 


 


World Economic Activity: External economic conditions may change the availability of funds 


in international capital markets.  For example, with the United States drifting into recession in 


the early 1980s, investors search for opportunities elsewhere, for example Latin America.    We 


construct an index of world economic activity using data from the G-7 countries.   


 


Terms of Trade: World economic conditions can affect the terms of trade of small open 


economies, such as that of Latin American countries, with higher terms of trade improving 


export and overall economic performance.  In the mid-1970s the value of Latin American 


exports rose by 40 percent and the purchasing power of exports increased by about 15 percent.  


Interestingly, it is precisely at times of improved export performance that Latin-American 


countries have better access to international capital markets.  Our data for terms of trade is 


obtained from World Economic Outlook database, IMF. 
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C. Domestic Factors  


 


Traditionally, when examining international capital flows, most research has focused on 


whether capital flows are attracted by a growing economy, stable macroeconomic policies, and 


good institutions.    


 


Macroeconomic policies: Macroeconomic stability may be at the heart of the countries’ ability 


to tap international capital markets. The fiscal accounts certainly would provide an excellent 


indicator of macroeconomic policy.  Unfortunately, most countries in our sample do not have 


information on the fiscal accounts on a quarterly basis.  To capture fiscal austerity and 


conservative monetary policies we use the CPI rate of inflation. 


 


Economic Activity: As we discussed before, economic activity, may signal stronger ability of 


future repayment. Since we do not have GDP data at quarterly frequency, we use as a proxy 


quarter industrial production from International Financial Statistics (IFS) data base. 


 


Real Exchange Rate volatility:  Real exchange volatility is also taken from the IFS data base, 


and we calculate the volatility as a 8-quarter rolling standard deviation of the log of the variables.  


 


Index of Political Risk: The quality of institutions, the extent of corruption, government’s 


ability to carry out its declared programs, and its ability to stay in office may influence 


international issuance.  To capture this possibility we use the Index of Political Risk published in 


the International Country Risk Guide (ICRG). This is a composite index that assesses political 


stability and the quality of governance of the country.  The political stability indicators provide 


rankings on socioeconomic pressures at work in society that could constrain government action 


or fuel social dissatisfaction, as well as rankings of domestic political violence or ethnic tensions.  


The indicators on governance provide rankings on corruption within the political system as well 


as assessments of the strength and impartiality of the legal system and of popular observance of 


the law. There is also information on the institutional strength and quality of the bureaucracy.  A 


country rank in the 80-100 percent range is considered very low risk while a country ranked 


below 50 percent is considered very high risk.   
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Openness: We calculate openness as the sum of exports and imports over GDP. The source is 


quarterly data from IFS. 


 


 


D. Panel data estimation 


 


 In order to estimate the relative contribution of external and domestic factors we solve for 


the equilibrium in the system of equations (i) and (ii) above getting a reduced form equation that 


relates issuance with the rest of the variables. This is the equation to be estimated. 


   
 


(iii) Is = h (r*, θ, gl, y, mp, pr, op, σrex). 


 


 We consider six countries, Argentina, Brazil, Chile, Colombia, Mexico and Venezuela 


from 1980 to 2005 and run a fixed effects panel estimation adjusting standard errors for country-


specific correlation using Huber/White/sandwich procedure. To mitigate potential endogeneity 


biases, variables enter the regressions lagged one period. Table 7 reports the results for a variety 


of alternative specifications.  


 


 Regression (I) includes political risk, real exchange volatility and global liquidity as 


variables. All of them are significant and have the sign predicted by theory. The higher the 


political risk index, the less the political risk associated with the country, the more the issuance. 


The higher the real exchange rate volatility is the less the issuance. Last, the higher the global 


liquidity is the higher the country’s issuance. These variables prove significant in all the different 


specifications shown in the table.  Regressions (II) and (III) add inflation, industrial production 


growth and the liquidity premium to the previous ones. The new variables are also significant 


and with the correct sign. The higher the inflation, the lower the issuance, the higher the 


production growth the higher the issuance and the higher the liquidity premium the lower the 


issuance.  Regressions (IV) –(VII) replace global liquidity with the US interest rate, and prove 


new different combinations of variables. First, in all except regression (VII) the US interest rate 
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is significant and has the expected negative sign. Regressions (IV) and (VII) show that openness 


is significant as well and has the right positive sign. Inflation remains negative and significant in 


(IV) and (VII).  However, industrial production looses precision in regression (VI). Finally, 


regression (VIII) presents the results when all variables are considered simultaneously. All 


variables except openness and US interest rates remain significant and with the correct sign. 


Although these two remain with the predicted sign they loose significance.  All regressions show 


overall R2 ranging between 0.4 (in regressions (V) and (VI)) and 0.47((II) and (VIII)), a pretty 


good fit given the high volatility of quarterly issuance. Moreover, both R2 within and R2 


between14 range from .42 and .5 and .29 and 69 respectively. 


 


 Figure 715 shows the actual dependent variable and the linear prediction of regression 


(VIII) including the fixed effects.  All countries except Argentina have a sensible fit. In this case, 


by the end of the sample period the fit value predicts a high recovery in issuance. However, 


actual issuance didn’t increase. This result is driven by the spectacular output growth after the 


2002 crises included in the regressors. 


 


 In checking the robustness of the results we performed augmented Dickey-Fuller unit root 


tests on the residuals, all of which reject the null at the 10% level. We also included quarter 


dummies to control for seasonality in issuance, all these variables proved not significant. Finally, 


we included other variables that we thought could have an effect proving not significant either, 


like terms of trade and US high yield spreads. The reason for the latter clearly is that the 


presence of crossover investors treating US junk bonds and Emerging Market bonds is a very 


recent phenomenon (after 1997). 


 


 Finally, we want to resume our discussion about the relative importance of domestic and 


external factors. In the context of this estimation, as discussed before domestic factors are 


openness, political risk, inflation, industrial production growth and real exchange rate volatility. 


External factors are US interest rate, liquidity premium and global issuance. Using the 


coefficients of regression (VIII) we calculate each factor’s contribution to the total explanatory 


                                                
14 R2 within capturing the time variation and R2 between the cross sectional dimension. 
15 In the remaining figures country codes are the following: 1-Argentina, 3-Brazil, 4-Chile, 5-Colombia, 14-Mexico, 
20-Venezuela. 
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power of the regression. In order to this we need to decide how to treat the fixed effects. We will 


assume that are equally divided between both, assigning half of the fixed effects to domestic and 


external respectively. 16 


 


 Figure 8 shows for each country domestic and external factors as well as the linear 


prediction.  Figure 9 provides a higher resolution picture at the domestic factors by country. 


There are several things that stand up. First, the influence of the external factors has increased 


after the mid-nineties.  Second, countries differ greatly regarding domestic characteristics. Chile 


and Mexico show strong improvement in fundamentals after the mid-nineties. Brazil and 


Colombia a more modest increasing trend and finally, Argentina and Venezuela a strong 


deterioration by the end of the period.   


  


 We next want to study more carefully the relative contribution of each factor after the 


1990s, the period in which the external factors have become steadily more important. In order to 


do so we divide the period in three: 1990-1998, 1999-2001 and 2002-2005. The first and the 


third are periods of increasing trend in the external factors, whereas the second is the one of 


decreasing behavior. Table 8 shows the growth rate of each factor (in terms of the total fit) and 


of the fit itself for each country in these three periods.  


 


 It turns out that during the 1990’s domestic factors are important for the South Cone: 


Argentina, Brazil and Chile. On the contrary, external ones were important for Colombia, 


Mexico and Venezuela.  During the second period, domestic factors are relatively more 


important for Argentina, Brazil, Chile and Venezuela. External ones were for Colombia and 


Mexico. Finally, in the last period of boom, in all countries the external factors are the most 


important ones.17  


 


 All this suggests that sound fundamentals are important, however during the last 4 years 


global liquidity conditions seem to have been explaining a bigger part of these countries’ access 


to international markets than before. 


                                                
16 In fact, assuming that fixed effect are only a pull factor does not change greatly the following results. 
17 We do not consider Argentina for this last period given the poor fit of the estimation for this case. 
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IV. Conclusions 


 


We have studied the Latin American countries participation in international capital 


markets using data for twenty countries for the period 1970-2005.  Much more analysis needs to 


be undertaken to refine our understanding of the links between domestic economic conditions, 


global market liquidity, and access to international capital markets.  We have not even attempted 


to address in estimations the issue of access to international markets of the less integrated group 


mostly because of the endemic data limitations. With these considerations in mind, our main 


findings can be summarized as follows: 


1. Overall, the small economies of Latin America have basically not have access to 


international capital markets, suggesting the presence of a size effect.  There seems to be 


a minimum required liquidity to attract international investors. 


2. For the larger economies of Latin America, the evidence in the 1990s suggests that the 


boom-bust pattern in international issuance has been mainly driven by fluctuations in 


global liquidity and investor’s changing risk behavior.  This is specially the case in the 


resurgence of international issuance since 2002.   


3. Still, good behavior matters.  Argentina, Brazil, and Chile superb performance in capital 


markets from 1990 to 1998 has been in large part driven by better fundamentals, from 


better governance, to higher growth, to macroeconomic stabilization.  Again, Argentina’s 


dramatic fall in 1999-2001 can be explained by a pronounced deterioration in institutions 


as well as the collapse in economic activity. 


4. Finally, in contrast with the net capital inflow data, gross issuance data suggests 


globalization during the last part of the sample has increased, with countries continuing to 


issue even in times of lower global liquidity.    
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Notes: The current account is measured as a percent of GDP.
The CA/GDP ratio is the average for twenty Latin American countries: Argentina, Bolivia,
Brazil, Chile, Colombia, Costa Rica, Dominican Republic, Ecuador, El Salvador, Guatemala,
Haiti, Honduras, Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, Uruguay, and Venezuela.
Source: World Economic Outlook, International Monetary Fund


Figure 1
The Current Account: Latin America, 1960-2005
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Notes: Total capital flows is the sum of official and private capital flows to  twenty Latin American countries:
Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Dominican Republic, Ecuador, El Salvador, Guatemala,
Haiti, Honduras, Jamaica, Mexico, Nicaragua, Panama, Paraguay, Peru, Uruguay, and Venezuela.
Source: World Economic Outlook, International Monetary Fund.


Figure 2
Net Capital Flows: Latin America, 1960-2005
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Figure 3
Latin America Gross Issuance in International Capital Markets
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Total Issuance includes bond, equity and syndicated loan issuance
Haiti, Nicaragua, and Paraguay have not issued in these markets.


Figure 4
Total Gross Issuance in International Capital Markets


(Billion Dollars)
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Total Issuance includes bond, equity and syndicated loan issuance
Haiti, Nicaragua, and Paraguay have not issued in these markets.


Figure 5
Number of Issues International Capital Markets
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Notes: For each quarter, total issuance is the sum of issuance in the quarter plus the issuance in the three previous quarters divided by annual GDP in dollars evaluated at PPP exchange rates


Figure 6
Total Gross Issuance in International Capital Markets


(in Percent of GDP)
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Standard
Country Mean Deviation Minimum Maximum


Argentina -0.53 2.96 -4.84 8.87
Bolivia -3.50 4.22 -10.83 9.55
Brazil -2.97 3.24 -10.40 1.94
Chile -3.38 3.47 -14.50 1.78


Colombia -1.52 2.72 -6.36 4.74
Costa Rica -7.09 3.41 -16.01 -1.68


Dominican Republic -4.92 4.38 -14.22 6.03
Ecuador -3.87 3.70 -12.35 5.28


El Salvador -0.09 3.57 -5.51 7.16
Guatemala -3.66 1.98 -7.53 0.31


Haiti -1.44 1.94 -6.28 1.13
Honduras -5.53 2.69 -12.34 -1.51
Jamaica -5.82 4.03 -15.20 0.25
Mexico -2.58 2.33 -7.05 3.75


Nicaragua -14.43 12.38 -36.50 25.73
Panama -7.66 7.98 -31.12 6.31


Paraguay -3.34 4.07 -11.62 7.31
Peru -5.09 3.45 -14.27 1.36


Uruguay -1.60 2.27 -7.00 3.16
Venezuela 3.27 7.45 -11.96 22.66


Table 1
Current Account: Latin America, 1960-2005


(Percent of GDP)







Periods
Balance of Balance of Balance of


Current Account Goods & Services Net Income Official Transfers Private Transfers Current Account Goods & Services Net Income Official Transfers Private Transfers Current Account Goods & Services Net Income Official Transfers Private Transfers
1971-1975 -4.14 -2.69 -1.67 0.04 0.15 -3.91 -2.41 -1.98 0.68 -0.18 -2.58 -1.50 -2.73 0.70 1.26
1976-1981 -5.27 -2.55 -2.95 0.00 0.20 -5.24 -4.07 -1.90 0.22 0.56 -5.47 -3.69 -3.90 0.79 1.53
1982-1989 -2.77 2.64 -6.22 0.51 0.40 -2.31 -2.80 -3.38 1.70 2.18 -4.83 -1.69 -6.49 1.01 1.81
1990-1998 -2.82 -0.93 -2.62 0.25 0.48 -1.90 -3.57 -2.75 0.75 3.67 -3.78 -5.64 -3.81 2.11 3.31
1999-2005 -1.51 1.45 -3.75 0.10 0.69 -0.42 -2.57 -2.81 0.29 4.67 -3.20 -12.35 -3.08 2.35 9.88
1970-2005 -3.02 -0.20 -3.40 0.21 0.39 -2.78 -2.74 -2.94 0.85 2.11 -3.97 -4.83 -4.02 1.61 3.37


High Income Countries Middle Income Countries Low Income Countries


Table 2
Components of the Current Account, Latin America, 1970-2005


(in Percent of GDP)







Periods


Trade Balance Government Private Savings Investment Trade Balance Government Private Savings Investment Trade Balance Government Private Savings Investment
1971-1975 -2.65 12.35 68.51 19.14 21.80 -1.23 9.91 69.76 20.33 21.57 -4.33 10.67 74.30 15.03 19.36
1976-1981 -2.57 12.51 66.59 21.01 23.58 -2.13 10.07 67.15 22.78 24.91 -4.56 13.49 72.13 14.37 18.94
1982-1989 2.74 11.85 66.05 22.17 19.42 -0.41 11.40 69.27 19.33 19.74 -6.13 15.09 73.41 11.49 17.63
1990-1998 -0.96 12.41 68.17 19.43 20.38 -4.27 9.75 73.29 16.97 21.24 -9.06 11.17 76.33 12.50 21.57
1999-2005 1.42 13.51 66.00 20.54 19.10 -2.87 12.08 70.88 17.04 19.91 -13.47 11.54 77.74 10.82 24.52
1970-2005


Table 3
Financing the Trade Deficit: Savings and Investment


(in Percent of GDP)


Consumption Consumption Consumption
High Income Countries Middle Income Countries Low Income Countries







Current Total Errors and Capital Changes in Current Total Errors and Capital Changes in Current Total Errors and Capital Changes in 
 Account Transfers Omissions Account Official Private Reserves  Account Transfers Omissions Account Official Private Reserves  Account Transfers Omissions Account Official Private Reserves


1970-2005 -3.02 0.57 -0.24 0.03 0.71 2.21 0.30 -2.78 2.85 0.37 0.14 1.38 1.32 -0.65 -3.97 4.88 -0.33 0.31 2.41 2.35 -0.54
1971-1975 -4.14 0.22 -0.86 0.00 1.03 2.35 1.63 -3.91 0.47 -0.52 0.00 1.38 4.49 -1.48 -2.58 1.65 -1.66 0.00 2.25 2.92 -0.94
1976-1981 -5.27 0.23 -0.35 0.00 0.67 5.33 -0.37 -5.24 0.73 1.71 0.00 1.80 3.55 -1.82 -5.47 2.12 -0.38 0.00 4.16 2.01 -0.32
1982-1989 -2.77 0.82 1.53 0.00 1.39 0.04 -0.19 -2.31 3.87 -0.36 0.00 1.97 -0.01 0.77 -4.83 3.36 0.67 0.10 3.28 0.13 0.66
1990-1998 -2.82 0.73 0.52 0.00 0.11 3.21 -1.08 -1.90 4.42 1.23 0.25 0.65 1.19 -1.51 -3.78 5.67 -0.13 1.01 1.46 2.69 -1.25
1999-2005 -1.51 0.79 0.22 0.01 0.73 0.67 -0.11 -0.42 4.96 -0.36 0.56 1.55 -1.03 -0.49 -3.20 12.22 -0.78 0.50 1.51 3.93 -1.62


Capital Flows Capital Flows Capital Flows
Low Income Countries


The Balance of Payments: Latin America, 1970-2005
Table 4


(in Percent of GDP)


High Income Countries Middle Income Countries







Year
Public Private Public Private Public Private


1980 12 7 0 0 147 97
1981 13 14 0 0 234 174
1982 12 5 0 0 214 95
1983 0 0 0 0 40 21
1984 0 0 0 0 117 16
1985 0 1 0 0 65 9
1986 1 2 0 1 14 8
1987 2 0 0 0 25 9
1988 8 0 0 0 16 19
1989 0 2 0 0 15 18
1990 7 6 0 2 29 41
1991 22 17 0 29 42 53
1992 18 71 0 39 61 78
1993 46 149 0 52 64 78
1994 28 95 4 79 27 106
1995 37 77 0 13 34 147
1996 71 108 1 43 56 162
1997 72 135 3 35 62 291
1998 63 69 1 4 50 244
1999 77 57 0 6 31 236
2000 51 50 2 13 36 313
2001 61 38 1 2 33 254
2002 29 14 0 4 45 153
2003 40 40 0 7 56 134
2004 40 35 0 16 80 243


Table 5
Latin America Access to International Capital Markets


Number of Issues
Syndicated LoansEquitiesBonds







Year
Public Private Public Private Public Private


1980 0.6 0.3 0.0 0.0 17.7 5.3
1981 1.1 0.7 0.0 0.0 28.3 8.3
1982 1.0 0.3 0.0 0.0 24.2 6.3
1983 0.0 0.0 0.0 0.0 6.4 1.2
1984 0.0 0.0 0.0 0.0 11.4 0.6
1985 0.0 0.1 0.0 0.0 4.3 0.9
1986 0.2 0.1 0.0 0.0 0.8 0.8
1987 0.2 0.0 0.0 0.0 1.7 0.9
1988 2.3 0.0 0.0 0.0 2.2 2.2
1989 0.0 0.3 0.0 0.0 5.7 1.8
1990 0.6 0.3 0.0 0.1 3.4 2.4
1991 3.3 1.6 0.0 3.9 8.4 4.0
1992 2.7 5.9 0.0 4.0 5.2 6.0
1993 7.0 12.6 0.0 6.1 6.4 5.0
1994 6.1 8.3 0.4 4.3 3.8 6.9
1995 13.3 6.6 0.0 0.6 6.1 13.1
1996 28.2 10.4 0.1 3.7 15.3 16.3
1997 34.0 18.9 0.9 5.0 13.7 40.7
1998 25.4 8.7 0.1 0.4 9.6 37.3
1999 26.9 5.3 0.0 0.6 5.6 30.2
2000 24.6 6.2 2.6 4.2 5.1 39.0
2001 26.9 6.0 0.7 0.6 4.9 29.9
2002 16.1 1.5 0.0 2.0 5.7 14.3
2003 25.2 8.5 0.0 1.2 8.7 12.3
2004 28.6 7.9 0.0 2.7 7.7 23.3


Table 6
Latin America Access to International Capital Markets


Total Issuance


Bonds Equities Syndicated Loans
(Billion Dollars)







I II III IV V VI VII VIII


Opennes 0.031 0.031 -0.001


(2.11)* (2.18)* -0.04


Political Risk 0.074 0.072 0.071 0.062 0.064 0.064 0.061 0.07


(3.71)* (3.91)* (3.97)* (2.66)* (2.77)* (2.75)* (2.69)* (3.86)*


Inflation -0.002 -0.002 -0.002 -0.0008


(3.15)* (5.91)** (5.59)** (2.39)*


Industrial Production 0.015 0.012 0.013


(2.04)* -1.87 (2.14)*


Real Exchange Rate Volatility -9.316 -8.773 -9.365 -9.185 -9.144 -9.924 -8.595 -9.512


(2.35)* (2.99)* (2.73)* (2.96)* (3.24)* (3.17)* (2.76)* (3.13)*


U.S. Interest Rate -0.168 -0.188 -0.196 -0.162 -0.009


(2.03)* (2.48)* (2.70)* -1.9 -0.1


Liquidity Premium -0.237 -0.233 -0.453 -0.517 -0.519 -0.459 -0.241


(2.28)* (2.25)* (5.45)** (6.82)** (7.70)** (5.17)** (2.34)*


Global Liquidity 0.29 0.258 0.268 0.255


(6.26)** (4.66)** (5.10)** (3.64)*


# Obs 504 504 504 517 522 522 517 499


Panel 6 6 6 6 6 6 6 6


R-sq with 0.46 0.49 0.49 0.42 0.41 0.41 0.42 0.5


R-sq bet 0.29 0.32 0.29 0.61 0.36 0.3 0.63 0.3


R-sq all 0.44 0.47 0.47 0.43 0.4 0.4 0.44 0.47


Robust t statistics in parentheses


* significant at 10%; significant at 5%


Table 7
Panel Estimation







Total
Episodes Domestic External Change


Argentina
1990-1998 27.4 57.5 84.9
1999-2001 -9.7 -40.4 -50.1
2002-2005


Brazil
1990-1998 31.7 32.9 64.5
1999-2001 -12.6 -18.2 -30.7
2002-2005 26.3 15.3 41.7


Chile
1990-1998 22.4 30.5 52.9
1999-2001 -9.6 -7.1 -16.7
2002-2005 16.3 4.8 21.1


Colombia
1990-1998 26.8 -10.6 16.1
1999-2001 -16.1 5.4 -10.6
2002-2005 24.0 12.0 36.0


Mexico
1990-1998 22.6 9.0 31.6
1999-2001 -11.6 -0.4 -12.0
2002-2005 18.6 7.6 26.3


Venezuela
1990-1998 21.1 0.3 21.4
1999-2001 -12.7 -14.8 -27.5
2002-2005 24.7 20.9 45.7


The last column shows the toal change in gross issuance
(as a percent of GDP) for each episode.  The first two
columns show the part explained by domestic and 
external factors.


Factors


Table 8
Fluctuations in International Gross Issuance:
The Role of Domestic and External Factors
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Abstract 
 


Large holdings of foreign assets and liabilities along with increasing relevance of valuation 
effects—capital gains or losses—have characterized global financial integration. In this paper, we 
assess empirically the implications of stocks, flows and valuation adjustments in external crises 
(current account reversals and currency crises), sovereign credit ratings and the long-run real 
exchange rates (RER), in both industrial and developing economies. We find support for the view 
that foreign assets and liabilities are rather distinctive external holdings with different implications 
in the occurrence of external crisis. Valuation adjustments have an impact on crises, although 
quantitatively not very large. Portfolio liabilities (particularly equity) increase the probability of 
crises. In the case of sovereign credit ratings, we find a noteworthy effect of the stock and flows of 
FDI liabilities on improving sovereign ratings. Finally, as for the RER, gross assets and liabilities 
appear equally important, but components of external holdings have considerably different effects. 
Whereas the cumulative current account is associated with real depreciation, the valuation effect is 
strongly linked with real currency appreciations in developing economies. As a case study, Chile 
also shows substantial heterogeneity on the effect of different components of NFA on the real 
exchange rate.  
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I. Introduction 
 
Globalization has changed the way countries interplay in several dimensions. Financial 
integration and its underpinnings are probably among the most important ones. Although 
cross-border capital flows and external debt have been closely monitored, until recently 
little was known about the stocks of foreign assets and liabilities accumulated by various 
countries, especially in the developing world. In this respect, Lane and Milesi-Ferretti 
(2001, 2006) made an important contribution by assembling a comprehensive dataset for 
145 countries over the period 1970-2004.2 
 
According to these authors, despite several external crises, financial integration has 
intensified in recent decades among both industrial and developing countries. This has been 
accompanied by significant changes in the composition of countries’ international 
investment position. For instance, protracted current account deficits have led a number of 
countries to decrease their net foreign assets (NFA) considerably. In other cases, including 
Chile, financial integration has resulted in substantial and simultaneous expansions of gross 
international liabilities and assets.  
 
Another interesting stylized fact that emerges from this dataset is the existence of some 
persistent differences between the change in the net foreign assets position and the current 
account balance, which highlights the importance of valuation effects—capital gains and 
losses—as a source of external wealth. This has drawn increasing interest in studying the 
consequences and relevance of the two basic components of changes in the net foreign 
position, namely cumulative flows and valuation effects of both assets and liabilities. In 
some cases, valuation effects can be substantial. For instance, despite having a rather large 
and persistent current account deficit between 2003 and 2005 (roughly 6% of GDP each 
year), which cumulatively should have deteriorated its external position by around 12 
percentage points of GDP, the US’s net foreign asset to GDP ratio improved 3 percentage 
points of GDP during the same period. The difference is due to valuation effects under the 
traditional accounting rules. Hausmann and Sturzenegger (2005) propose a different set of 
accounting rules based on the income generated by the financial position for which the 
external position of the US appears fairly stable over the last twenty years.3 
 
Finally, another aspect that seems important to consider when studying the implications of 
changes in the stock of net foreign assets is that both international assets and liabilities can 
take very different forms. Changes in debt contracts, portfolio flows (including bonds and 
equity), foreign direct investment (FDI) and international reserves (foreign liquid assets), 
all explain changes in NFA, but are quite different in nature.  
 
                                                 
2 Previous contributions include Sinn (1990) and Rider (1994). Rider (1994) builds a dataset for the period 
1970-87, missing the effect of the significant increase of cross-border capital flows during last decade. 
Official data is also scarce. Data on international investment positions have been published by the 
International Monetary Fund (IMF) in recent years for most industrial countries but only for a few developing 
countries. For the latter group of countries, IMF stock data is generally available only for gross external debt 
and foreign exchange reserves. 
3 There is ongoing debate on Hausmann- Sturzenegger’s approach, which is beyond the scope of this work. 
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The objective of this paper is to empirically evaluate the role of NFA and their different 
components in particular key outcomes, namely the probability of an external crisis, the 
perceived country creditworthiness and the real exchange rate (RER). For that purpose we 
systematically assess the effects of NFA and their alternative break ups on external crises, 
both current account reversals and currency crises, on countries’ sovereign credit ratings 
(by both Moody’s and Standard and Poor’s), and on the long-term equilibrium real 
exchange rate.  
 
We extend previous contributions and consider detailed information on countries’ 
international investment positions from Lane and Milesi-Ferretti’s new dataset. The 
empirical literature on external crises has limited the analysis of foreign assets and 
liabilities to international reserves, stock and composition of external debt and the size and 
composition of capital flows.4 To our knowledge, maybe due to dearth of available data, the 
same is true for empirical research on the determinants of credit ratings and RER literature. 
Although research in real exchange rates consistently assesses the role of net foreign assets, 
no distinction is made between different components.  
 
The methodology we follow is straightforward: we augment empirical models used and 
validated by other authors to study determinants of particular outcomes and assess the role 
of the different stocks compounding NFA, as well as the implicit flows that explain its 
variation. In all but one case (a time series for Chile) we analyze large panels of countries. 
For this purpose, we merge the dataset compiled by Lane and Milesi-Ferretti with a few 
others commonly used to study the outcomes we focus on.  
 
Supplementing this analysis, we also examine the role of the relationship between exchange 
rates and valuation effects on determining the probability of external crises. If valuation 
effects are important for the external adjustment process (see, e.g., Gourinchas and Rey, 
2005 and Lane and Milesi-Ferretti, 2005) or, more generally, if there is cross sectional 
variation in the denomination of international liabilities—with some countries having only 
foreign–currency denominated liabilities, a phenomenon known as “original sin” (see., e.g., 
Eichengreen et al., 2003)— valuation effects arising from RER fluctuation may change the 
likelihood of external crises. We empirically assess this question by evaluating the impact 
of the country-specific average RER influence on valuation effects on the key economic 
outcomes we analyze.  
 
Our paper tackles a number of important questions from a policy perspective. First, it 
assesses whether the size of NFA (a stock beyond current flows) is an important 
determinant of crises and creditworthiness. Second, it evaluates whether gross external 
assets and liabilities have differentiated roles in determining the likelihood of crises, the 
real exchange rate and creditworthiness. As global financial integration entails higher 
external assets and liabilities, a differentiated role sheds light on the effects of integration 
and the mechanism behind. Third, it estimates the effects of different components of net 
external assets on different outcomes. For instance, whether FDI is safer or at least 


                                                 
4 Among the variables that have been considered is foreign direct investment vs. portfolio flows, long-term vs. 
short-term external debt, fixed-rate vs. floating-rate borrowing, the ratio of short-term external debt to 
international reserves, the ratio of short-term external debt to GDP, and the ratio of debt services to exports. 
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perceived as safer than, say, portfolio investment, or whether it has a different effect on the 
exchange rate. If alternative components of NFA have dissimilar effects on the outcomes 
we analyze, there could be an argument in favor of some type of flows or of hoarding 
international reserves as a counterpart. Finally, it evaluates whether valuation effects are 
different from the impact of accumulated flows in different dimensions. In particular, it 
assesses the relevance of the RER-to-valuation effects ratio, which sheds light on the 
importance of an “international pesification” of emerging economies.  
 
The paper is organized as follows. Section II presents probit models for currency crises and 
current account reversals, both based on large panels of countries. It also explores whether 
the effect of exchange rate movements on valuation effects is an empirically relevant 
mechanism in external crises. Section III analyzes the determinants of country credit ratings 
using ordered probit models. Section IV presents cointegrating models of RER 
determination for both a large sample of countries and a quarterly time series for Chile. We 
conclude in section V. 
 
 
II. Foreign Assets and Liabilities and External Crises  
 
Empirical researchers on external crises, namely current account reversals and currency 
crises have limited their analysis of foreign assets and liabilities to the stock of international 
reserves, the stock and composition of external debt, and the size and composition of 
capital flows.  
 
Several papers have analyzed the effect of these variables on the probability of occurrence 
of these crises. Frankel and Rose (1996) find that low ratios of FDI flows to external debt 
increase the probability of currency crashes. Both Radelet and Sachs (1998) and Rodrik and 
Velasco (1999) find that the ratio of external debt to international reserves is a robust 
predictor of capital flow reversals, highlighting the importance of liquidity problems as 
precursors of financial crises. Milesi-Ferretti and Razin (1998) examine current account 
reversal episodes and find that the ratio of external debt to GDP helps predict these events, 
while the ratio of FDI flows to GDP and the share of short-term debt to total external debt 
have an effect that is not statistically significant. Edwards (2005a, 2005b) finds that 
countries with high current account deficits are more likely to suffer a reversal, while the 
ratio of international reserves to GDP and the ratio external debt to GDP have no 
statistically significant effect.  
 
In this section we consider standard empirical models used in the external crisis literature, 
augmenting it with partitions of net foreign asset stocks and flows. We analyze two types of 
crisis indicators: current account reversals and exchange rate market pressure indexes. 
Estimations consider maximum-likelihood panel probit models and yearly observations for 
the period 1975-2004. While the whole sample includes more than 100 countries, we also 
perform estimations using the samples of developing countries and industrial countries 
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according to World Bank classification.5 Not every country has data for every year, so our 
panel estimations are unbalanced. For details on data construction, sources and sample of 
economies included, see appendix. 
 
II.1. Current Account Reversals  
 
Our basic specification for the probability of current account reversal follows closely 
Milesi-Ferretti and Razin (1998) and Edwards (2005a, 2005b). We consider current account 
reversal episodes as years where the current account deficit suffers a reduction of at least 
4% of GDP over a one year period, and an accumulated reduction of at least 5% of GDP in 
three years. Therefore, our dependent variable (CARi,t) takes a value of one if country i 
experiences a current account reversal in year t, and zero otherwise.  
 
The initial set of explanatory variables includes: a sudden stop dummy that is equal to one 
if the country suffered a sudden stop (SS), a measure of regional contagion represented by 
the relative occurrence of sudden stops in the country’s region (SSR), the ratio of imports to 
GDP as a measure of openness (OPEN), and the percentage change in terms of trade 
(TOT).6  
 
We consider this set of variables as controls and evaluate the effect of the components of 
alternative partitions of net foreign assets. Because one key flow variable to explain a 
CAR—identified in Milesi-Ferretti and Razin (1998) and Edwards (2005a)—is the first lag 
of the current account deficit, and to be able to identify the effects of flows vs. stocks more 
easily, estimates include two-year lags of stock variables (STOCK) and one-year lags of 
change in stocks (∆STOCK). We consider maximum-likelihood probit estimations and 
estimate relationships of the following type: 
 


][ )1Pr( 1,22,11,41,31,21,1, −−−−−− ∆+++++Φ== tititititititi STOCKSTOCKTOTOPENSSRSSCAR ααββββ
 
In order to evaluate alternative partitions of the net foreign asset position, we estimate nine 
different specifications, each one for three country samples: all, developing, and industrial 
countries. The alternative partitions considered are: (i) the overall net foreign asset position; 
(ii) total gross assets and total gross liabilities; (iii) net FDI assets, net portfolio equity 
assets, net portfolio debt assets and international reserves; (iv) gross FDI assets, gross 
portfolio equity assets, gross portfolio debt assets, gross FDI liabilities, gross portfolio 
equity liabilities, gross portfolio debt liabilities and international reserves; and (v) 


                                                 
5 Estimation results when the sample is restricted to industrial economies should be taken with special 
consideration since we identify only six episodes of current account reversal and five currency crisis episodes. 
List of economies included in each group in the appendix. 
6 Following Edwards (2005b) we define sudden stop as a reduction in net capital inflows of at least 5% of 
GDP in one year. The country in question must have received an inflow of capital larger to its region’s third 
quartile during the previous two years prior to the sudden stop. We considered a number of other covariates 
which did not result to be statistically relevant. Among others, these include GDP per capita, fiscal deficit, 
domestic credit growth, US interest rate, and OECD output growth. 
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cumulative current account balance and cumulative valuation effects. We also include 
alternative measures of the change in stocks7.  
 
Tables II.1, II.2 and II.3 present the results for all, developing and industrial economies, 
respectively. Because probit coefficients are not easily interpretable, we report the marginal 
effects of one-unit changes in regressors on the probability of CA (expressed in percentage 
points), evaluated at the mean of the data.  
 
Estimated coefficients for our initial set of explanatory variables are in line with findings by 
Milesi-Ferretti and Razin (1998) and Edwards (2005a, 2005b). As expected, the lagged 
current account deficit is a very important determinant of the likelihood of a CAR. Also, 
lagged sudden stops increase the probability of a reversal. Among developing economies, 
evidence confirms the importance of regional contagion. In this respect, higher incidence of 
sudden stops in a country’s region increases the probability of reversal. Also, an increment 
in the terms of trade reduces the probability of a reversal. However, this last variable is not 
always significant at conventional levels. The effect of openness (import to GDP) on 
probability of reversal seems positive but not robust to different specifications. 
 
More importantly for this paper, column [3] shows that a higher stock of NFA (first lag) 
decreases the probability of a CAR. However, if we consider NFA (second lag) and the 
current account deficit (column [6]) simultaneously, the result changes completely: Having 
larger NFA seems not to affect the likelihood of a CAR once we control for the current 
account deficit. Apparently, the result [3] is driven by the lagged current account deficit 
implicit in NFA. Recall that, by definition, tttt VACANFANFA ++= −1 , where NFA are 
stocks at the end of the year and CA and VA are the current account balance and valuation 
adjustments, respectively. The basic conclusion is that transaction flows, represented by the 
current account deficit, is the most significant determinant of CAR. Its marginal effect on 
the probability of reversals is much higher than the other explanatory variables 
 
Despite the significant role of the current account deficit, there are other components of 
NFA that show up as quite relevant. As for stocks, the results show that a higher stock of 
net portfolio equity assets is statistically significant in reducing the probability of a reversal 
(column [8]). The results across samples show that this finding seems to be driven by 
developing countries. According to column [9], what drives the portfolio equity effect is the 
gross stock of portfolio equity liabilities, while the gross stock of portfolio equity assets has 
no statistically significant effect. Ceteris paribus, countries that accumulate more portfolio 
equity investment from abroad face a higher probability of current account reversal. 
Quantitatively, the effect of a 1% GDP increment of the current account deficit on the 
probability of current account reversal is more than three times the effect of a 1% GDP 
increase in the stock of portfolio equity liabilities.  
 
The analysis by NFA components also shows that net FDI assets increase the CAR 
probability, a result that originates within industrial countries. Having accumulated FDI 


                                                 
7 Due to the significance of current account deficit as determinant of current account reversals, main tables 
consider this variable and valuations adjustments as measures of change in stocks.  The appendix presents 
results for alternative partitions of the change of the stock of net foreign asset. 
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flows decreases the likelihood of CAR. Interestingly, in the industrial countries sample, a 
larger stock of international reserves (to GDP) increases the probability of reversal. 
However, its marginal effect is close to zero. 
 
We also find a statistically important role of valuation effects, apparently driven by what 
happens in the developing countries sample. When we partition the stock of NFA into 
cumulative financial transactions (cumulative current account balance) and cumulative 
valuation adjustments, the results confirm that this last component reduces the probability 
of reversal. The cumulative VA appears to matter independently of whether we control for 
the lagged current account deficit (column [4] or [5]). Unexpectedly, the lagged valuation 
adjustment (a flow) appears to be very significant, independently of the sample considered, 
with a positive sign. However, the (puzzling) marginal effect of this flow component is 
around 1/6 the effect of the current account.  
 
II.2. Exchange Rate Market Pressure 
 
Our second external crisis indicator is an index of currency crashes. We also consider here 
a large sample of country experiences, and try to empirically evaluate the role of foreign 
assets and liabilities in the likelihood of episodes of significant pressure on the exchange 
rate market. As in the previous section, we do not attempt to test specific theories on this 
matter, but to examine the role played by foreign assets and liabilities, and the valuation 
effects that emerge from these holdings usually denominated in different currencies and 
experiencing large capital gains. The basic question is whether foreign assets and/or 
liabilities are relevant in explaining a country’s vulnerability to an exchange rate crash.  
 
The exchange rate market pressure (ERMP) measure considered here is the standard index 
defined by Eichengreen et al. (1995), which includes both large exchange rate depreciations 
and speculative attacks that are successfully warded off by the authorities. The latter 
include episodes characterized by large and sudden falls in international reserves (and/or 
increases in interest rates). Concretely, a speculative attack exists when the ERMP index is 
above a certain threshold. The index is a weighted average of real exchange rate (RER) 
changes and international reserves (res) changes for country i in month t:  
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The weights RERω  and resω are the relative precision of each variable, defined as the inverse 
of the variance for each variable for all countries and over the full sample period. Due to 
lack of comparable data, we do not consider interest rates in constructing the index.  
 
The rationale for using this measure to characterize a currency crisis is that it captures the 
options faced by a government. At one moment in time, authorities may let the currency 
depreciation or avoid it through intervention (or by raising the interest rate). We consider 
that a currency crisis episode occurs when this index exceeds its mean by more than three 
standard deviations. The mean and the standard deviation are country specific: 
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We assume that there is a well defined function that relates macroeconomic variables to the 
probability of a crisis in country i in period t. The estimation procedure follows closely 
previous contributions, including Eichengreen et al. (1995), Milessi-Ferretti and Razin 
(1998), Bussiere and Fratzscher (2002) and, more recently, García and Soto (2004). We 
estimate a probit model using maximum likelihood and considering several explanatory 
variables other than foreign assets and liabilities. All these variables are lagged one year 
and their inclusion follows the large literature on currency crises. As before, we report 
marginal effects, that is effects of one-unit changes in regressors on the probability of a 
crash (expressed in percentage points), evaluated at the mean of the data. Although 
estimates cannot be interpreted in a structural way, they allow us to characterize currency 
crises. 
 
Numerous theoretical models have been used to explain the causes and origins of currency 
crises8. First-generation models (Krugman 1979; Blanco and Garber 1986) emphasize the 
role of inconsistencies between fiscal, monetary and exchange-rate policies. Key variables 
that emerge from this approach are the exchange-rate regime, domestic credit growth, the 
level of international reserves, and the fiscal balance.  Second-generation models, such as 
Obstfeld (1996) consider that governments face tradeoffs (output-inflation) so its decisions 
are not state-invariant. From the point of view of the government, it may be optimal to 
abandon a fixed exchange rate regime even if it might have been possible (at some cost) to 
maintain it.  A key variable that emerges is the overvaluation of the real exchange rate. 
Ceteris paribus, the more overvalued the real exchange rate is, the bigger the incentives for 
the government to abandon a fixed exchange rate regime and, therefore, the higher is the 
probability of having a currency crisis in the coming months.   
 
Third-generation models focus on moral hazard and imperfect information, highlighting the 
importance of banking problems and over-borrowing as determinants of a currency crisis. 
Diaz Alejandro (1985) and Velasco (1987) model banking problems as determinants of 
currency crises, whereby Central Banks financing of the rescue of the financial system 
could be inconsistent with a managed exchange rate regime.  These models suggest that the 
growth of banking credit may play an important role in currency crises.   
 
More recent models highlight the relevance of capital flows as possible source of instability 
(Calvo, 1998, and Calvo, Izquierdo, and Talvi, 2003). A sudden stop of capital inflows can 
generate a liquidity crisis and trigger a significant depreciation of the domestic currency.  
Variables such as foreign interest rates, the amount of external debt and the composition of 
foreign assets and liabilities might play an important role. 
 
Our set of control variables is rather standard and follows previous empirical contributions 
on the determinants of speculative attacks and currency crises. We closely follow Frankel 


                                                 
8 For a review of the economic literature on currency crises see Eichengreen et al. (1995), Flood and Marion 
(1998), and Kaminsky (2003). 
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and Rose (1996) and Milesi-Ferretti (1998) to examine seven variables related to domestic 
macroeconomic conditions and currency crises literature: the rate of growth of bank credit; 
the fiscal balance to GDP ratio; the current account deficit as a percentage of GDP; the real 
growth rate of GDP; the real growth rate of exports; the degree of overvaluation of the real 
exchange rate; and the stock of international reserves. Additionally, we include foreign 
variables such as the US interest rate and the growth rate of OECD countries’ real GDP; a 
dummy variable for fixed exchange rate regime, and a measure of trade openness 
represented by the ratio of imports to GDP. It is important to mention that our measure of 
real exchange rate overvaluation is the deviation of the actual value of the real exchange 
rate from the trend component of a rolling Hodrick-Prescott filter.  
 
The growth of bank credit is intended to capture the monetary policy stance and over-
borrowing. Crashes are more likely to occur in countries where the real exchange rate is 
appreciated relative to its historical average. We take a step forward on this variable and 
introduce the real exchange rate misalignment estimated from a rolling –real time– 
Hodrick-Prescott filter.  As suggested by second-generation models, sluggish GDP growth 
may trigger difficulties to repay the debt burden and the government may be more reluctant 
to implement stabilization programs if output is already slowing down (Bussiere and 
Fratzscher, 2002). Trade openness, on the one hand, exposes the country to external shocks 
but, on the other hand, may benefit the economy through gained opportunities to share risk 
with the rest of the world. Export growth can have a role as a driving force for economic 
growth or as a proxy for misalignment. Finally, the US interest rate is a measure of how 
“easy” are foreign borrowing conditions. Other variables have been included in the 
literature to explain currency crashes. Nevertheless, there is no clear consensus on their 
importance and significance, so we avoid over-parameterizing our benchmark model and 
take the most parsimonious specification which we extend with stocks, cumulative flows 
and valuation effects of foreign assets and liabilities, distinguishing between net and gross 
components.  
 
After removing non-significant variables, our basic model is reduced to five variables: the 
degree of over-valuation or misalignment of the real exchange rate, the rate of growth of 
bank credit, the growth rate of real GDP, the growth rate of exports, and the US interest 
rate. This model is extended with alternative partitions of net foreign asset position. 
 
Table II.4 reports the results for the full sample, and tables II.5 and II.6 for the samples 
developing and industrial countries. Real exchange rate misalignment measured by the 
rolling HP of the effective real exchange rate has the expected sign but is not always 
statistically significant9. Banking credit is significant in most of the models estimated, 
suggesting a significant role for financial variables in line with third-generation models of 
currency crises. GDP growth turns out to be significant for developing countries. Thus, 
currency crises seem to be systematically correlated with GDP growth before the event. 
This last result is in line with Milesi-Ferretti and Razin (1998)’s finding for currency 
                                                 
9 We also performed estimations including the cyclical component of the HP filter using the whole sample. 
Although the coefficient turned out to be highly significant under this procedure, we prefer a real time 
variable to avoid over-fitting of currency attacks. An ex-post filter is equivalent to using information that will 
only be available in the future to determine whether domestic currency is presently undervalued.  Even though 
fitting improves, main results are the same. 
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crises.10 We report a negative and significant association between crashes and export 
growth. Finally, an increase in the US interest rate increases the probability of a crisis. 
 
The previous period’s current account deficit—the main component of the change of 
NFA—appears to have no link to a currency crisis (column [2]), in sharp contrast with the 
results of CAR. Milesi-Ferretti and Razin (1998) also report a statistically non-significant 
link between these variables when they include a large sample of middle- and low-income 
economies. 
 
The NFA position (as a ratio to GDP) is negatively related to currency crises (columns [3] 
and [6]). The average external position is close to -40% for the sample period. The 
marginal contribution of 1% of indebtedness in foreign assets over GDP triggers a decrease 
of 0.02 in the probability of a currency crash. Result for developing economies is similar in 
size, but not statistically significant at conventional levels.  
 
Interestingly, if we split NFA between cumulative current account and cumulative 
valuation adjustments (columns [4] and [5]), it turns out that both are significantly reducing 
the probability of a currency crash, although cumulative valuation effects are generally 
more significant and have a larger effect (marginal contributions of -0.02 and -0.04, 
respectively). Cumulative current accounts are not significant for the group of developing 
countries. The overall results do not change if we consider the lagged current account and 
valuation adjustment separately (column [5]).  
 
Disaggregating net foreign assets into total gross assets and gross liabilities (column [7]) 
shows that both assets and liabilities have a significant role. However, the marginal effect 
of total gross assets on the probability of crisis almost doubles the contribution of total 
gross liabilities.  
 
Taking a closer look at developing economies, we find a significant role of international 
reserves in reducing the probability of currency crises. Also, a higher of the stock of net 
portfolio assets, both net portfolio debt assets and net portfolio equity assets, contributes 
positively to reduce the likelihood of a crisis. A large hoarding of reserves is still an 
effective—not necessarily efficient—way to avoid crashes in emerging market economies 
(García and Soto, 2004, report similar results). At the same time, a larger stock of portfolio 
debt assets and a smaller stock of portfolio debt liabilities help by developing countries 
contribute positively to reduce the speculative pressure in the exchange rate market.  
 
Finally, portfolio equity liabilities (associated to foreign holdings of stocks and shares in 
domestic firms) appear to play a relevant role. Large stocks of these liabilities in 
developing countries increase the probability of currency attacks with a marginal 
contribution close to 0.8, which is the component that has the largest effect among net 
foreign asset gross components. Remarkably, this type of liabilities also appeared quite 
important in determining current account reversals.  
In sum, there are a number of interesting results about the role played by assets and 
liabilities on the probability of both current account reversals and currency crises. Our 
                                                 
10 Remarkably, the authors report no statistical association between reversals and GDP growth.  
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results support the view that assets and liabilities are rather different external holdings. 
Furthermore, cumulative valuation adjustments seem to have a significant impact on both 
types of crises, although their quantitative effect is not large. In general, financial flows do 
not matter for currency crises and are first order for current account reversals. Gross 
portfolio liabilities seem to be the most relevant stock in determining the likelihood of 
external crises, at least for developing countries.  
 
II.3. Valuation Effects as an External Adjustment Mechanism 
 
In this section we focus on the valuation channel of exchange rate adjustments. Currency 
variations affect the external adjustment process not only through the trade balance, but 
also through the rates of return on stocks of foreign assets and liabilities, which is called the 
valuation channel. If the valuation channel is important on the external adjustment process, 
as suggested by Gourinchas and Rey (2005) and Lane and Milesi-Ferretti (2005), we would 
expect that valuation effects arising from RER variations may affect the likelihood of 
external crises. We empirically assess this question by evaluating the impact of the country 
specific average RER influence on valuation effects on the probability of having an 
external crisis, namely current account reversals and significant pressure on the exchange 
rate market. 
 
The changes in a country’s net foreign asset position in dollars, NFA, may be defined as: 
 


tt1tt KGCANFANFA +=− −  
  
We are abstracting from errors and omissions and the capital account balance. Here, CA 
corresponds to the current account balance and KG to net capital gains (or valuation 
adjustments) in dollars. Taking ratios of GDP (denoted by lower cases), we can express the 
previous identity as: 
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zt is GDP growth expressed in US dollars. Rearranging this expression we get:  
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where tπ  corresponds to the rate of inflation, tε  corresponds to the depreciation of the 
local currency with respect to the US dollar, tg  is the economy’s real growth rate, nfat 
corresponds to the ratio of net foreign assets to GDP, and tχ  is the ratio of net capital gains 
to net foreign assets in period t.  
 
From the previous equation, we know that changes in the net external position come from 
different sources associated to exchange rate changes, real GDP growth, current account 
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balance, and net capital gains in dollars. To analyze the sensitivity of net capital gains to 
movements in real exchange rates (reer), we perform the following linear regression for 
each country: 
 


ttt e)reerlog( +−= ∆βαχ    .       
 
The left-hand side of the previous expression captures the net return on assets and 
liabilities. Alternatively, we can estimate the correlation of the real domestic-currency 
return on foreign assets and liabilities (Lane and Milesi-Ferretti, 2005). We take the 
previous approximations as a broadly available variable for the sample of countries 
included in this work.11 
 
A positive β implies that the valuation channel may be a significant adjustment mechanism 
in improving net external liability positions as the real exchange rate depreciates. We 
introduce the estimated β coefficients in benchmark specifications for current account 
reversals and exchange rate market pressure models. Our results are presented in tables II.7 
and II.8, respectively.  
 
For current account reversal, we do not observe a significant role of the response of 
valuation effects to real exchange rate (β*NFA/GDP). On the other hand, when we 
introduce the interaction variable in the speculative model, we observe a strong negative 
association with the probability of currency crises in developing economies. Countries that 
have a positive response of valuation effects to exchange rate depreciations face a smaller 
probability of a currency crisis. The intuition follows directly from the deterrence faced by 
investors to attack a currency when the economy has a positive return (instantaneous 
transfer of wealth to residents) as the currency depreciates.   
 
These results do not imply a significant and distinctive role of valuation effects on crises, 
but certainly suggest a promising avenue for further research on this matter. 
 
 
III. Foreign Assets and Liabilities and Sovereign Credit Ratings 
 
In this section our approach consists of modeling sovereign ratings within a maximum 
likelihood, ordered probit framework. The credit standing of an obligor, at the end of the 
period, is assumed to be governed by a latent variable consisting of a random error plus an 
index of macroeconomic variables12.  
 
As a main objective, we want to identify whether the size and composition of foreign assets 
and liabilities help explain the sovereign risk ratings awarded by the rating agencies to 
developing economies. This, together with other macroeconomic variables that influence 
credit ratings, could be indicators which emerging economies may want to improve upon, 
                                                 
11 Valuation effects may be correlated with real exchange rate, based on the way they are constructed in the 
balance of payments. We abstract from this issue since this bias is probably present for all economies. 
12 In this section we follow closely Godoy (2006) defining the benchmark dependent variables and the sample 
of economies which is listed in the appendix. 
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given that agency-generated risk ratings of a given country carry a series of knock-on 
effects regarding that country’s macroeconomic management. 
 
Indices such as the EMBI, assembled on the basis of price movements in emerging 
economy secondary bond markets, are related to the borrowing costs of sovereign or private 
bond issuers. The correlation and possible causality between qualitative ratings of 
sovereign risk on the one hand, and indices of the premia charged in the secondary 
sovereign bond markets on the other, are important factors since they have a bearing on the 
interest rates in emerging economies. This is a direct channel of influence exercised by risk 
ratings on the macroeconomic management of emerging economies. 
 
The principal international official and private credit risk rating agencies (Moody’s, 
Standard & Poor’s) regularly carry out sovereign risk rating exercises. The rating agencies 
dealing with sovereign risk seek to assess the capacity and willingness of a sovereign 
government to service its debt within the maturity dates and in accordance with the 
conditions agreed upon with the creditors at the time the loans were contracted. The 
outcome of this assessment is synthesized in ratings, which essentially are estimations of 
the probability of a given government defaulting—default meaning not only the suspension 
of interest payments or non payment of the principal at maturity date but also its swap or 
“involuntary” restructuring.  
 
Risk ratings are straightforward indicators available in the public domain, and their fairly 
widespread use to manage risk exposure is a sign that investors consider them to be 
appropriate indicators of the probability of default. Ratings are indicators of relative risk 
across countries. A given country rated as “Aa” does not mean that the country will remain 
creditworthy, but only that this situation tends to occur more frequently over time than in 
the case of economies with lower risk ratings. Default rates are sensitive to economic 
factors at the time that they are calculated, and vary considerably in line with world and 
local economic cycles. In this sense, our exercise tries to disentangle the role of holdings of 
assets and liabilities controlling for variables usually reported as explanatory of credit 
ratings (see e.g., Cantor and Parker, 1996, for cross-section estimation, and Hu et al., 2002, 
for panel estimation).  
 
Variables commonly used in past studies of credit ratings may be classified in liquidity 
variables: debt-service-to-export ratio, interest-service ratio and liquidity-gap ratios 
capturing short-run financing problems. Most empirical results point to the debt-service-to-
export indicator as the most significant (Hu et al. 2002). Solvency variables: reserves-to-
imports and debt-to-GDP measuring the medium- to long-term ability to service its debt. 
Macroeconomic fundamentals: inflation rate, investment/GDP and GDP growth; and 
external variables such as US Treasury interest rates and commodity prices.  
  
We estimate an ordered probit model for the period 1990-2004 and a sample of 52 
developing economies. Block and Vaaler (2004) and Hu et al. (2002) use the same 
estimation procedure based on its better forecasting ability with respect to linear 
procedures. We consider sovereign credit ratings of Moody’s and Standard & Poor’s 
separately. 
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The assumption of ordered probit estimation, relatively standard for credit ratings, 
considers that for j+1 rating categories and the initial rating of a particular obligor i, the 
terminal rating at the end of one period j is determined by the realization of a latent 
variable, R: 
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Zs are scalar cut-off points. It is assumed that R = βX+ξ, where X is a vector of 
predetermined variables and ε  is assumed to have a standard normal distribution.  
 
Therefore, the probabilities of being in each category are: Prob(j=0) = )X( βΦ − , Prob(j=1) 
= )XZ( 1 βΦ − , …, Prob(j=J+1)=1- )XZ( j βΦ − . 
 
Our dataset of credit rating is collected directly from Bloomberg and is ordered such that 
AAA (Aaa) corresponds to 20 and D corresponds to 0 under S&P (Moody’s) classification.  
Table III.1 presents the results of the baseline estimation. The benchmark variables in the 
baseline model are the ones we might expect would influence credit ratings standing, but 
also the ones that past empirical studies have incorporated as determinants of sovereign 
ratings. Overall, there is a robust selection of liquidity, solvency and macro variables, 
abstracting from external variables which are partially captured in the domestic macro 
variables.13 
 
As expected and widely reported in previous contributions, we observe a significant role for 
GDP growth in S&P ratings. Remarkably, per-capita income, inflation rate and fiscal 
deficit are significant in all specifications. Debt-service-to-export is not significant in 
Moody’s ratings, and has the wrong sign in S&P’s. A larger current account deficit is 
associated to a better rating. Most likely, this reflects a reverse causality problem.  
 
Including different measures of stocks of foreign assets and liabilities yield several 
interesting results. Our estimates suggest a significant role for net foreign assets for one of 
the rating agencies only (S&P’s, column [7]). Furthermore, the split between gross assets 
and gross liabilities shows that while Moody’s ratings appear not to depend on any of them, 
S&P’s reacts to both with effects that are broadly similar (columns [4] and [9]).  
 
As regards to net and gross components of NFA (columns [3], [5], [8] and [10]), the results 
show the role played in the aggregate for S&P’s is not only explained by the role of debt, 
but also by a significant role for FDI liabilities and equity liabilities. Allowing non-
residents to hold larger shares on domestic stocks and firms seems to be positively 
associated with credit ratings. Interestingly, debt assets, associated to lending to the rest of 
                                                 
13 We also perform estimations including the real oil price and results were unaltered. The model is estimated 
including country and time dummies. 
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world, are positively associated with Moody’s ratings. Similarly, equity assets, related to 
the acquisitions of stocks in external financial markets, seem to be quite significant for 
S&P’s ratings. 
 
To check the robustness of the result indicating that current account deficits are associated 
with improvements in ratings, we also construct an indicator function for each period to 
control for deficits below the “sustainable” current account deficit:  
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SCAD is obtained directly from Edwards (2001) for 25 economies. For the rest of the 
countries, SCAD is calculated as the average of NFA/GDP times (Inflation rate + Real 
GDP Growth), taking the sample mean of inflation rate and real GDP growth for the period 
under analysis. Results for this estimation are presented in the appendix, table A.7. 
 
Again, the indicator function reveals a role of current account deficits when they are below 
the sustainable deficit which is against the conventional wisdom. This result may be 
explained by the endogeneity of the series but also because developing countries have been 
experiencing a strong process of financial integration –mainly through larger indebtness 
with the rest of the world— during the 90s which does not bring enough cross-section 
variability as explanatory variable. Block and Vaaler (2004) report a similar result for a 
sample of 17 emerging market economies. 
 
Finally, we evaluate the role of changes in gross assets and liabilities distinguishing 
aggregate components (table III.2). We do not include the current account to avoid 
colinearity with the other explanatory variables. As expected, increases in debt liabilities 
are negatively associated with credit ratings. Again, we observe a significant role for FDI 
liabilities improving credit ratings. 
 
The previous exercises confirms a significant role of assets and liabilities in credit ratings 
of emerging market economies, but also raises the importance of distinguishing the 
different components of countries’ international investment position. We find support for 
the view of a noteworthy role of FDI liabilities in sovereign ratings, in a context, where FDI 
has been usually associated to large potential of generating employment, raising 
productivity, transferring skills and technology, enhancing exports and contributing to the 
long-term economic development of the recipient country. 
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IV. Foreign Assets and Liabilities and the Real Exchange Rate  
 
There are several papers linking NFA to the RER level. In this section we evaluate whether 
the alternative components of net foreign assets affect the RER in the same way, both 
considering a large panel of countries and using quarterly data for the Chilean economy.  
 
IV.1. NFA and RER in a Panel of Countries  
 
As the starting point, we consider the same basic specification that has been used elsewhere 
to evaluate the effect of fundamentals on the RER. In particular, we consider the same 
specification and country sample of Aguirre and Calderón (2006). They construct a series 
of “equilibrium” real exchange rate measures for a large group of countries to obtain 
misalignment estimates that, in a second stage, are used to evaluate how they affect growth 
using standard empirical growth equations.  
 
The specification follows the so-called single equation approach, which relates the RER to 
a particular set of fundamentals on a reduced form and has a long tradition in empirical 
international finance. Among others, Edwards (1989), Obstfeld and Rogoff (1995) and 
Faruqee (1994) provide theoretical underpinnings that motivate the type of fundamentals to 
be considered. Almost all of them have an effect on the real exchange rate from a flow 
perspective: Higher productivity will appreciate the domestic currency in real terms 
(appreciate the RER herein) through the well known Balassa-Samuelson effect. More 
favorable terms of trade allow the country to spend more, thereby pressuring non-tradable 
goods prices and appreciating the RER. A larger participation of government spending will 
appreciate the RER through a composition effect (it is usually assumed that it is relatively 
more non-tradable intensive) o just as an aggregate demand effect if there is not perfect 
capital mobility.  
 
More importantly for the purpose of this paper, the stock of NFA (as a ratio to GDP) should 
influence the RER because owning more assets has larger revenues earned (a surplus in 
factor payments) as a counterpart, which in turn can finance a larger sustainable 
commercial deficit in steady state. This larger commercial deficit is coherent only with a 
more appreciated real exchange rate. Of all fundamentals considered, NFA is the only one 
that is a stock. Its effect, however, stems from its flow effect on the current account.  
 
In principle, if all components of NFA have the same rate of return, they should have the 
same effect on the equilibrium RER, for they would produce the exact income flow. 
However, expected returns may differ across particular assets and liabilities and, more 
importantly, the different components of NFA can have very different valuation effects, 
which in turn may depend on the exchange rate. Moreover, the dynamics of the RER could 
also be influenced by the flows associated with the changing stocks. In such case, it could 
happen that an increase on a particular asset would end up depreciating the exchange rate, 
at least temporarily.  
 
Several studies use a specification similar to the one we use here to study the effects of 
different fundamentals on the RER. Goldfajn and Valdés (1999) use a very similar 
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approach to calculate misalignments and study the way they are resolved. Valdés and 
Délano (1999) use the same type of model to explore the quantitative relevance of the 
Balassa-Samuelson effect. Razin and Collins (1997) consider panel fundamental RER 
equations to study the effects of misalignments on growth. Edwards and Savastano (2000) 
survey other papers which make use of this approach.  
 
The basic specification we consider includes an RER constructed with the domestic CPI 
and the WPI of trading partners, while productivity is measured as the relative tradable to 
non-tradable labor productivity. NFA corresponds to the series constructed by Lane and 
Milessi Ferreti (2001), updated with capital account information.  
 
The results of the basic specification (column [1] in table IV.2) are the same as in Aguirre 
and Calderón (2006), as they should. The four fundamentals have the expected sign and are 
highly significant: higher productivity, improved terms of trade, a larger share of 
government consumption in GDP, and higher NFA (as a percentage of GDP) all are 
correlated with a more appreciated domestic currency in real terms. Furthermore, the tests 
on the stationarity of residuals show that the variables cointegrate (table IV.1). 14 
 
Once we split the whole sample into industrial and developing countries, the results of the 
former continue meet expectations.15 However, in the developing countries’ sub-sample 
productivity is no longer statistically significant, whereas terms of trade shocks appear to 
depreciate the RER. Cointegration continues to hold.  
 
More interestingly for the purposes of this paper, once we consider alternative partitions of 
NFA, the results show in all three cases that gross assets and gross liabilities have quite 
similar effects (with the opposite sign) on the RER (column [2]). More external assets or 
less gross liabilities in the equivalent of one percentage point of GDP appreciate the RER 
by approximately 0.1% if one considers the large sample and the industrial countries’ only 
sample. For developing countries, assets appear to appreciate the RER by almost 0.15%, 
while liabilities depreciate it by 0.1%.  
 
Although gross assets and liabilities appear roughly equally important for RER 
determination, different components of NFA have considerably different effects (column 
[3]). Considering all countries together, we find that while the cumulative current account 
has a positive effect on the RER (as expected in theory), the valuation effect has a negative 
one, albeit smaller in magnitude. Within samples, the current account result still holds (with 
a larger effect in developing countries) but the valuation effect has a positive impact in 
industrial countries and a negative and rather large effect in developing countries. Part of 
this could be the result of a reverse causality problem: in developing countries RER 
depreciation may have a larger adverse consequence for valuation effects (a larger share of 
their liabilities is denominated in foreign currency).  
 
As for different components by type of flows (column [4]), the results show that, if one 
considers the entire sample, FDI does not have any significant impact on the RER, whereas 


                                                 
14 Rank cointegration test upon request. 
15 The list of countries included in each group is in the appendix. 
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net portfolio and net debt assets have a strong positive effect. International reserve assets 
appear to depreciate the RER. Some of these results do not hold for both samples 
simultaneously. In fact, both net debt and reserve accumulation appear to be quite relevant 
for developing countries’ RER determination, which is not the case in industrial 
economies.16 Actually, net portfolio significantly appreciates the RER only in the industrial 
countries sample.  
 
IV.2. Fundamental Equilibrium Exchange Rate in Chile 
 
The final exercise we consider analyzes how the alternative components of NFA affect the 
RER using time series data for Chile. We use quarterly data especially prepared by the 
Balance of Payments Department of the Central Bank of Chile encompassing net and gross 
foreign assets, as well as cumulative flows and valuation effects, plus the following 
subcomponents: FDI flows, Portfolio flows, International reserves and Other investment.  
 
The methodology we consider follows what we have done in previous sections. Namely, 
we augment an otherwise standard empirical equation that has been validated in other 
studies in order to assess the potentially different role of the various components of foreign 
assets. In this case we use an RER equation similar to the one considered in the previous 
section. In particular we estimate cointegrating relationships of the following type:  
 


( ) ( ) tttttt TARIFFYNFAYGTOTTNTq 54321 // ββββββ +++++=  
 
where TNT is the relative productivity of the tradable and non tradable sectors (again trying 
to capture a Balassa-Samuleson effect), G/Y is government expenditures over GDP, TOT 
denotes the terms of trade, NFA/Y refers to the share of NFA to GDP, and TARIFF is the 
average tariff level. See Faruqee (1995) and Calderón (2004) for further details. It is 
expected that all βi are positive, in a context in which tradable goods prices are determined 
internationally. 
 
There are several papers that have estimated relationships like this one for the Chilean 
economy. For example, Calderón (2004), Soto and Valdés (1998), Céspedes and De 
Gregorio (1999) and Caputo and Dominichetti (2005) all estimate equations of this type 
using Chilean quarterly data. They usually find positive and statistically significant βi 
coefficients. Here, we follow closely Caputo and Dominichetti (2005). 
 
We estimate the relationship between the RER and its fundamentals using DOLS. Thus, we 
assume that the exchange rate adjusts in order to correct deviations between its current level 
and the one dictated by fundamentals. In the sample we consider (1983Q1-2005Q4) the 
basic specification cointegrates. All RER determinants have the expected sign, but not all 
of them are statistically significant. Most importantly for our purposes, however, NFA is 
highly significant, in the order of magnitude found in the literature for the Chilean 
economy.  
 
                                                 
16 The results should be compared with some care considering that the actual samples change due to data 
availability. 
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Table IV.3 describes basic statistics and the relative importance of the different components 
of NFA in Chile that may help to interpret the results of different splits. As a percentage of 
quarterly GDP, the component “Other investment” appears as the most important one 
considering its mean, volatility and average first difference, particularly its gross liability 
component, but also net. Portfolio assets and liabilities (as well as net portfolio assets) seem 
to be the least important component. All ratios between different gross assets and GDP 
have similar volatilities except for international reserves, which have less. The same 
statistics separating valuation effects from cumulative flows show a similar picture. 
Cumulative NFA flows (the cumulative current account) is about five times more volatile 
and almost ten times larger than the valuation effect.17  
 
The estimations of the alternative specifications considering different partitions of NFA 
show a number of interesting results (tables IV.5 and IV.6). First, once valuation effects are 
separated from the accumulation of flows, it turns out that while both coefficients have the 
expected sign (and are significantly different from zero), valuation effects are much 
stronger (table IV.6, column [1]). This, is in spite of their relative smaller size and volatility 
and probably reflects that there is some reverse causality: the RER is one of the main 
determinants of the valuation effects.18 
 
Second, despite the fact that the coefficient associated to NFA has the expected sign and is 
highly significant, once we differentiate between gross assets and gross liabilities, it is the 
latter that explains the NFA result (column [3]). Indeed, higher gross assets have a positive 
effect on the exchange rate (they depreciate it). If gross measures include valuation effects, 
the coefficient for assets is even larger than for liabilities, although because of the relative 
variation of each component, the overall effect of liabilities ends up dominating the results. 
If valuation effects are considered separately, gross assets cease to have a significant 
coefficient.  
 
And third, turning to specific components of NFA (columns [2] and [4] in tables IV.5 and 
IV.6), the results show that Other investment is the only component that has consistently 
the expected effect and seems to drive the aggregate result. Given their relative size and 
volatility the overall result is no surprise. Portfolio assets and liabilities have significant 
effects with a sign contrary to what one would have thought a priori. This result is 
independent of considering net or gross measures or treating valuation effects separately. 
Finally, greater international reserves are related to a weaker currency.  
 
In sum, the Chilean data shows that there is substantial heterogeneity in the effect of 
different components of NFA on the real exchange rate. The categories valuation effects 
and other investment component seem to be the only ones having the expected effect on 
real exchange rate. Portfolio flows and international reserves appear to have an effect 
                                                 
17 Table IV.4 presents the results of the Johansen test of cointegration. Although the vector has a large number 
of variables, the test remarkably suggests a reduced number of cointegrating relations with the exception of 
model [4].  
18 Pistelli et al. (2006) evaluates á la Gourinchas and Rey (2004) the role of valuation effects forecasting real 
exchange rate changes in Chile using quarterly series of assets and liabilities. Their results show that the 
lagging error correction term of a cointegrating equation of assets, liabilities, exports and imports beats 
significantly the random walk and an AR(1) over a horizon of 1 and 2 quarters.  
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contrary to what the standard stock approach predicts. This heterogeneity is also present in 
the cross-country evidence of the previous section.  
 
 
V. Conclusions  
 
Despite several external crises, financial integration has intensified in recent decades in 
industrial and developing countries. This has been accompanied by significant changes in 
the composition of countries’ international investment position. Large holdings of foreign 
assets and liabilities, along with increasing relevance of the valuation effects, have 
characterized the international financial integration of economies.  
 
In this paper, we have assessed empirically the implications of stocks, flows and valuation 
adjustments in current account reversal, speculative attacks and sovereign ratings, as well 
as in the long-run dynamics of real exchange rates in industrial and developing economies. 
 
Our paper has tackled a number of policy oriented questions. First, it assessed whether the 
size of NFA (a stock beyond current flows) is an important determinant of crises and 
creditworthiness. Second, it evaluated whether gross external assets and liabilities have 
differentiated roles in determining the likelihood of crises, the real exchange rate and 
creditworthiness. As global financial integration entails an increase in both external assets 
and liabilities, a differentiated role sheds light on the effects of integration and the 
mechanism behind. Third, it estimated the effects of different components of net external 
assets on different outcomes. Finally, it explored the differences and similarities between 
valuation effects and the impact of accumulated flows in different dimensions.  
 
We found support for the view that assets and liabilities are rather distinctive external 
holdings with different implications regarding the occurrence of an external crisis. 
Furthermore, valuation adjustments seem to have a significant impact on both types of 
crises, although their quantitative effect is not large. In general, flows do not matter for 
currency attacks and are first order for current account reversals. Portfolio liabilities, in 
particular equity liabilities, seem to be the most relevant stock in determining the likelihood 
of external problems, at least for developing countries.  
 
In the long-run dynamics of the real exchange rate, gross assets and liabilities appeared 
equally important, but components of external holdings have considerably different effects. 
While the cumulative current account is associated with real depreciation of the currency 
on the long-run, valuation effect is strongly linked with real currency appreciations in 
developing economies.  
 
As an emerging economy case of study, we analyzed Chile’s assets and liabilities in the 
long-run dynamics of the real exchange rate. We observed that the categories valuation 
effects and other investment are the only ones that have the expected relationship with the 
real exchange rate. Portfolio flows and International reserves appear to contradict the 
standard stock approach’s predictions.  
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From an economic policy perspective, our work shed light on the importance of the manner 
a developing economy integrates to the rest of world. The amount of assets and liabilities 
the economy accumulates is not innocuous. Some assets and liabilities, and the flows 
associated with them, may trigger important valuation effects that, along with the external 
holdings, certainly play a significant role in the adjustment mechanism to external shocks, 
and in the constraints the economy faces in the international financial markets. Further 
research in this issue is unquestionably a must for the academia and policy makers.  
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 Table II.1
PROBIT ESTIMATION: CURRENT ACCOUNT REVERSAL - ALL COUNTRIES
Coefficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9]
Sudden stop (1st lag) 0.053 0.026 0.042 0.043 0.024 0.020 0.023 0.017 0.014


[0.029]** [0.022]** [0.039]** [0.039]** [0.029]** [0.052]* [0.035]** [0.041]** [0.045]**
Openness: Imports to GDP (1st lag) 0.132 0.020 0.115 0.117 0.017 0.022 0.017 0.002 0.004


[0.000]*** [0.099]* [0.000]*** [0.000]*** [0.110] [0.070]* [0.174] [0.845] [0.714]
Perc of sudden stops in region (1st lag) 0.187 0.046 0.157 0.155 0.040 0.041 0.039 0.028 0.023


[0.000]*** [0.005]*** [0.000]*** [0.000]*** [0.002]*** [0.005]*** [0.007]*** [0.013]** [0.018]**
Terms of trade, change % (1st lag) -0.001 0.000 -0.001 -0.001 0.000 0.000 0.000 0.000 0.000


[0.021]** [0.225] [0.013]** [0.012]** [0.211] [0.083]* [0.111] [0.081]* [0.072]*
NFA a GDP (1st lag) -0.033


[0.001]***
Cumm. Current Account to GDP  (1st lag) -0.031


[0.004]***
Cumm. Valuation Adjust. to GDP (1st lag) -0.040


[0.014]**
Cumm. Current Account to GDP 0.006


[0.302]
Cumm. Valuation Adjust. to GDP -0.021


[0.007]***
NFA to GDP -0.001


[0.908]
Total Assets to GDP 0.009


[0.200]
Total Liabilities to GDP -0.002


[0.783]
Net FDI Assets to GDP 0.022


[0.095]*
Net Port Equity Assets  to GDP -0.087


[0.004]***
Net Port Debt Assets to GDP -0.003


[0.614]
Int Reserves to GDP 0.025 0.022


[0.339] [0.296]
FDI Assets to GDP 0.014


[0.686]
Portfolio equity Assets to GDP -0.118


[0.140]
Port Debt Assets to GDP -0.007


[0.456]
FDI Liabilities to GDP -0.021


[0.113]
Portfolio equity Liabilities to GDP 0.079


[0.007]***
Debt Liabilities to GDP 0.002


[0.762]
Current Account Deficit to GDP (1st lag) 0.426 0.354 0.369 0.393 0.294 0.242


[0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]***
Valuation Adjust. to GDP (1st lag) 0.065 0.056 0.055 0.047 0.044


[0.005]*** [0.024]** [0.024]** [0.012]** [0.020]**
Observations 1248 1243 1242 1236 1232 1232 1232 1178 1178
pseudo R^2 0.13 0.35 0.17 0.17 0.40 0.37 0.39 0.40 0.41
N crisis 55 55 55 55 55 55 55 47 47
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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 Table II.2
PROBIT ESTIMATION: CURRENT ACCOUNT REVERSAL - DEVELOPING COUNTRIES
Coefficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9]
Sudden stop (1st lag) 0.084 0.064 0.081 0.085 0.058 0.052 0.054 0.048 0.047


[0.022]** [0.011]** [0.018]** [0.016]** [0.017]** [0.029]** [0.020]** [0.026]** [0.029]**
Openness: Imports to GDP (1st lag) 0.171 0.047 0.171 0.169 0.040 0.053 0.042 0.006 0.007


[0.000]*** [0.074]* [0.000]*** [0.000]*** [0.072]* [0.044]** [0.096]* [0.854] [0.824]
Perc of sudden stops in region (1st lag) 0.212 0.090 0.211 0.208 0.079 0.086 0.073 0.059 0.059


[0.001]*** [0.012]** [0.001]*** [0.001]*** [0.005]*** [0.009]*** [0.016]** [0.027]** [0.024]**
Terms of trade, change % (1st lag) -0.001 0.000 -0.001 -0.001 0.000 -0.001 0.000 -0.001 -0.001


[0.040]** [0.263] [0.026]** [0.027]** [0.255] [0.105] [0.139] [0.083]* [0.084]*
NFA a GDP (1st lag) -0.031


[0.129]
Cumm. Current Account to GDP  (1st lag) -0.025


[0.258]
Cumm. Valuation Adjust. to GDP (1st lag) -0.050


[0.053]*
Cumm. Current Account to GDP 0.013


[0.315]
Cumm. Valuation Adjust. to GDP -0.043


[0.009]***
NFA to GDP -0.001


[0.962]
Total Assets to GDP 0.024


[0.147]
Total Liabilities to GDP -0.008


[0.573]
Net FDI Assets to GDP 0.056


[0.150]
Net Port Equity Assets  to GDP -0.218


[0.010]**
Net Port Debt Assets to GDP -0.004


[0.788]
Int Reserves to GDP 0.056 0.054


[0.351] [0.351]
FDI Assets to GDP 0.072


[0.527]
Portfolio equity Assets to GDP 0.270


[0.500]
Port Debt Assets to GDP -0.006


[0.791]
FDI Liabilities to GDP -0.059


[0.152]
Portfolio equity Liabilities to GDP 0.202


[0.019]**
Debt Liabilities to GDP 0.005


[0.734]
Current Account Deficit to GDP (1st lag) 0.818 0.664 0.711 0.714 0.591 0.591


[0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]***
Valuation Adjust. to GDP (1st lag) 0.138 0.118 0.115 0.116 0.112


[0.006]*** [0.030]** [0.034]** [0.025]** [0.028]**
Observations 812 812 806 805 801 801 801 757 757
pseudo R^2 0.12 0.30 0.14 0.14 0.36 0.32 0.35 0.36 0.36
N crisis 49 49 49 49 49 49 49 42 42
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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 Table II.3
PROBIT ESTIMATION: CURRENT ACCOUNT REVERSAL - INDUSTRIAL COUNTRIES
Coefficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9]
Sudden stop (1st lag)


Openness: Imports to GDP (1st lag) 0.047 -0.001 0.013 0.007 0.000 0.000 0.000 0.000 0.000
[0.004]*** [0.114] [0.015]** [0.025]** [0.029]** [0.042]** [0.078]* [0.004]*** [.]


Perc of sudden stops in region (1st lag) 0.074 0.000 0.021 0.008 0.000 0.000 0.000 0.000 0.000
[0.268] [0.583] [0.197] [0.371] [0.663] [0.676] [0.801] [0.313] [.]


Terms of trade, change % (1st lag) -0.001 0.000 -0.001 0.000 0.000 0.000 0.000 0.000 0.000
[0.024]** [0.035]** [0.000]*** [0.000]*** [0.474] [0.424] [0.702] [0.187] [.]


NFA a GDP (1st lag) -0.011
[0.000]***


Cumm. Current Account to GDP  (1st lag) -0.008
[0.003]***


Cumm. Valuation Adjust. to GDP (1st lag) 0.003
[0.452]


Cumm. Current Account to GDP 0.000
[0.093]*


Cumm. Valuation Adjust. to GDP 0.000
[0.450]


NFA to GDP 0.000
[0.006]***


Total Assets to GDP 0.000
[0.007]***


Total Liabilities to GDP 0.000
[0.007]***


Net FDI Assets to GDP 0.000
[0.006]***


Net Port Equity Assets  to GDP 0.000
[0.044]**


Net Port Debt Assets to GDP 0.000
[0.863]


Int Reserves to GDP 0.000 0.000
[0.001]*** [.]


FDI Assets to GDP 0.000
[.]


Portfolio equity Assets to GDP 0.000
[.]


Port Debt Assets to GDP 0.000
[.]


FDI Liabilities to GDP 0.000
[.]


Portfolio equity Liabilities to GDP 0.000
[.]


Debt Liabilities to GDP 0.000
[.]


Current Account Deficit to GDP (1st lag) 0.006 0.002 0.002 0.002 0.000 0.000
[0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.001]*** [.]


Valuation Adjust. to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000
[0.018]** [0.024]** [0.042]** [0.004]*** [.]


Observations 419 414 419 414 414 414 414 404 404
pseudo R^2 0.11 0.58 0.28 0.31 0.62 0.62 0.63 0.73 1.00
N crisis 6 6 6 6 6 6 6 5 5
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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 Table II.4
PROBIT ESTIMATIONS: EXCHANGE RATE MARKET PRESSURE INDEX - ALL COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9]
REER dev HP rolling trend (1st lag) -0.024 -0.025 -0.022 -0.022 -0.021 -0.023 -0.018 -0.021 -0.021


[0.066]* [0.068]* [0.085]* [0.095]* [0.139] [0.106] [0.142] [0.137] [0.075]*
Real Bank Credit Growth (1st lag) 0.030 0.031 0.029 0.030 0.031 0.030 0.030 0.033 0.032


[0.002]*** [0.001]*** [0.001]*** [0.001]*** [0.001]*** [0.001]*** [0.001]*** [0.000]*** [0.000]***
Real GDP Growth (1st lag) -0.084 -0.094 -0.071 -0.076 -0.074 -0.077 -0.068 -0.092 -0.094


[0.190] [0.158] [0.252] [0.240] [0.249] [0.230] [0.257] [0.162] [0.115]
Real Export Growth (1st lag) -0.077 -0.065 -0.079 -0.070 -0.075 -0.078 -0.082 -0.080 -0.083


[0.073]* [0.132] [0.060]* [0.093]* [0.079]* [0.068]* [0.044]** [0.067]* [0.042]**
US interest rate (1st lag) 0.004 0.004 0.004 0.005 0.005 0.005 0.004 0.006 0.005


[0.022]** [0.014]** [0.017]** [0.009]*** [0.006]*** [0.006]*** [0.010]*** [0.002]*** [0.003]***
NFA to GDP (1st lag) -0.022


[0.060]*
Cumm. Current Account to GDP  (1st lag) -0.019


[0.074]*
Cumm. Valuation Adjust. to GDP (1st lag) -0.042


[0.034]**
Cumm. Current Account to GDP -0.026


[0.017]**
Cumm. Valuation Adjust. to GDP -0.046


[0.013]**
NFA to GDP -0.030


[0.005]***
Total Assets to GDP -0.046


[0.014]**
Total Liabilities to GDP 0.026


[0.036]**
Net FDI Assets to GDP -0.036


[0.285]
Net Port Equity Assets  to GDP -0.105


[0.485]
Net Port Debt Assets to GDP -0.034


[0.016]**
Int Reserves to GDP -0.014 0.002


[0.856] [0.972]
FDI Assets to GDP -0.080


[0.357]
Portfolio equity Assets to GDP 0.021


[0.838]
Port Debt Assets to GDP -0.082


[0.037]**
FDI Liabilities to GDP 0.030


[0.398]
Portfolio equity Liabilities to GDP 0.159


[0.168]
Debt Liabilities to GDP 0.021


[0.232]
Current Account Deficit to GDP (1st lag) 0.057 -0.041 -0.056 -0.102 -0.074 -0.134


[0.590] [0.752] [0.649] [0.409] [0.547] [0.339]
Valuation Adjust. to GDP (1st lag) -0.001 -0.009 -0.007 0.008 0.007


[0.984] [0.904] [0.932] [0.903] [0.921]
Observations 1304 1280 1304 1275 1257 1257 1257 1206 1206
pseudo R^2 0.05 0.05 0.06 0.06 0.06 0.06 0.07 0.07 0.09
N crisis 55 54 55 54 54 54 54 53 53
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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 Table II.5
PROBIT ESTIMATIONS: EXCHANGE RATE MARKET PRESSURE INDEX - DEVELOPING COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9]
REER dev HP rolling trend (1st lag) -0.021 -0.023 -0.021 -0.021 -0.019 -0.022 -0.018 -0.016 -0.022


[0.195] [0.165] [0.196] [0.207] [0.303] [0.222] [0.259] [0.345] [0.181]
Real Bank Credit Growth (1st lag) 0.040 0.040 0.040 0.040 0.041 0.040 0.039 0.044 0.043


[0.003]*** [0.003]*** [0.003]*** [0.002]*** [0.002]*** [0.003]*** [0.001]*** [0.000]*** [0.000]***
Real GDP Growth (1st lag) -0.196 -0.211 -0.179 -0.183 -0.190 -0.198 -0.183 -0.219 -0.204


[0.033]** [0.024]** [0.052]* [0.050]* [0.045]** [0.037]** [0.041]** [0.011]** [0.016]**
Real Export Growth (1st lag) -0.072 -0.054 -0.074 -0.059 -0.053 -0.059 -0.065 -0.076 -0.077


[0.173] [0.294] [0.169] [0.251] [0.312] [0.276] [0.218] [0.182] [0.184]
US interest rate (1st lag) 0.007 0.008 0.008 0.008 0.008 0.008 0.007 0.008 0.008


[0.009]*** [0.005]*** [0.006]*** [0.003]*** [0.004]*** [0.004]*** [0.007]*** [0.002]*** [0.002]***
NFA to GDP (1st lag) -0.021


[0.117]
Cumm. Current Account to GDP  (1st lag) -0.015


[0.323]
Cumm. Valuation Adjust. to GDP (1st lag) -0.060


[0.013]**
Cumm. Current Account to GDP -0.021


[0.195]
Cumm. Valuation Adjust. to GDP -0.061


[0.016]**
NFA to GDP -0.029


[0.041]**
Total Assets to GDP -0.080


[0.006]***
Total Liabilities to GDP 0.032


[0.073]*
Net FDI Assets to GDP 0.040


[0.526]
Net Port Equity Assets  to GDP -0.877


[0.000]***
Net Port Debt Assets to GDP -0.038


[0.065]*
Int Reserves to GDP -0.349 -0.322


[0.012]** [0.017]**
FDI Assets to GDP 0.029


[0.866]
Portfolio equity Assets to GDP -0.052


[0.908]
Port Debt Assets to GDP -0.073


[0.053]*
FDI Liabilities to GDP -0.033


[0.595]
Portfolio equity Liabilities to GDP 0.830


[0.000]***
Debt Liabilities to GDP 0.044


[0.058]*
Current Account Deficit to GDP (1st lag) 0.054 0.082 0.061 0.051 0.083 0.100


[0.752] [0.631] [0.728] [0.792] [0.678] [0.636]
Valuation Adjust. to GDP (1st lag) -0.054 -0.073 -0.080 -0.021 -0.040


[0.626] [0.526] [0.496] [0.861] [0.721]
Observations 814 802 814 802 788 788 788 747 747
pseudo R^2 0.06 0.06 0.06 0.07 0.07 0.07 0.08 0.12 0.13
N crisis 50 49 50 49 49 49 49 48 48
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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 Table II.6
PROBIT ESTIMATIONS: EXCHANGE RATE MARKET PRESSURE INDEX - INDUSTRIAL COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9]
REER dev HP rolling trend (1st lag) 0.001 0.000 0.001 -0.001 -0.001 0.002 0.002 0.001 -0.001


[0.869] [0.921] [0.687] [0.841] [0.855] [0.812] [0.809] [0.940] [0.729]
Real Bank Credit Growth (1st lag) 0.007 0.007 0.007 0.006 0.005 0.007 0.007 0.004 0.003


[0.041]** [0.039]** [0.036]** [0.025]** [0.024]** [0.028]** [0.038]** [0.103] [0.064]*
Real GDP Growth (1st lag) 0.059 0.056 0.059 0.040 0.036 0.053 0.053 0.044 0.023


[0.003]*** [0.008]*** [0.002]*** [0.008]*** [0.077]* [0.031]** [0.030]** [0.039]** [0.030]**
Real Export Growth (1st lag) -0.066 -0.057 -0.059 -0.048 -0.048 -0.055 -0.055 -0.047 -0.029


[0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.001]*** [0.000]*** [0.000]***
US interest rate (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000


[0.830] [0.814] [0.875] [0.854] [0.852] [0.914] [0.916] [0.848] [0.609]
NFA to GDP (1st lag) 0.002


[0.380]
Cumm. Current Account to GDP  (1st lag) 0.003


[0.265]
Cumm. Valuation Adjust. to GDP (1st lag) 0.016


[0.011]**
Cumm. Current Account to GDP -0.001


[0.616]
Cumm. Valuation Adjust. to GDP 0.013


[0.008]***
NFA to GDP -0.001


[0.599]
Total Assets to GDP -0.001


[0.601]
Total Liabilities to GDP 0.001


[0.875]
Net FDI Assets to GDP 0.016


[0.106]
Net Port Equity Assets  to GDP 0.014


[0.151]
Net Port Debt Assets to GDP -0.004


[0.176]
Int Reserves to GDP 0.016 0.014


[0.338] [0.318]
FDI Assets to GDP 0.023


[0.029]**
Portfolio equity Assets to GDP 0.011


[0.176]
Port Debt Assets to GDP -0.003


[0.056]*
FDI Liabilities to GDP -0.014


[0.300]
Portfolio equity Liabilities to GDP -0.018


[0.088]*
Debt Liabilities to GDP -0.005


[0.556]
Current Account Deficit to GDP (1st lag) -0.027 -0.027 -0.035 -0.035 -0.028 -0.010


[0.360] [0.219] [0.308] [0.306] [0.261] [0.407]
Valuation Adjust. to GDP (1st lag) 0.020 0.034 0.035 0.031 0.023


[0.089]* [0.023]** [0.098]* [0.023]** [0.112]
Observations 490 478 490 473 469 469 469 459 459
pseudo R^2 0.11 0.13 0.12 0.18 0.19 0.15 0.15 0.20 0.25
N crisis 5 5 5 5 5 5 5 5 5
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table II.7
Probit Estimation, CAR, Sensitivity of Valuation Adjustments to Depreciations
MARGINAL EFFECTS All countries Developing  countries


[1] [2]


Sudden stop (1st lag) 0.016 0.046
[0.125] [0.095]*


Openness: Imports to GDP (1st lag) 0.021 0.06
[0.072]* [0.034]**


perc of sudden stops in region (1st lag) 0.036 0.075
[0.011]** [0.033]**


Term of trade, change % (1st lag) 0.000 -0.001
[0.169] [0.183]


Current Account Deficit to GDP (1st lag) 0.345 0.770
[0.000]*** [0.000]***


Response Valuations to REER (β)* (NFA/GDP t-1) 0.002 -0.006
[0.650] [0.800]


Observations 915 564
pseudo R^2 0.37 0.32
N crisis 40 35
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%


Table II.8
Probit Estimation, ERMP Index, Sensitivity of Valuation Adjustments to Depreciations
MARGINAL EFFECTS All countries Developing  countries


[1] [2]
REE dev HP rolling trend (1st lag) -0.016 -0.014


[0.314] [0.493]
Openness: Imports to GDP (1st lag) -0.014 -0.02


[0.565] [0.793]
Real Bank Credit Growth (1 st lag) 0.033 0.044


[0.000]*** [0.000]***
Real GDP Growth (1st lag) -0.041 -0.153


[0.553] [0.128]
Real Export Growth (1st lag) -0.088 -0.083


[0.079]* [0.162]
US Treasury Bill 0.005 0.008


[0.015]** [0.009]***
Response Valuations to REER (β)* (NFA/GDP t-1) -0.012 -0.101


[0.168] [0.010]**
Observations 962 572
pseudo R^2 0.07 0.09
N crisis 39 35
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
 
 







Table III.1: Credit Ratings, Ordered Probit Estimation, stocks: 1990-2004.
(all stocks in first lag)


Explanatory Variable [1] [2] [3] [4] [5] [6] [7] [8] [9] [10]


Real GDP Growth 0.016 0.016 0.018 0.016 0.018 0.039 0.036 0.041 0.036 0.045
[0.279] [0.286] [0.249] [0.277] [0.243] [0.015]** [0.019]** [0.017]** [0.022]** [0.015]**


Per-capita Real GDP (PPP) 0.96 0.936 0.703 0.918 0.691 7.407 7.588 7.362 7.575 8.299
[0.007]*** [0.007]*** [0.026]** [0.008]*** [0.035]** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]***


Inflation rate -0.294 -0.309 -0.219 -0.311 -0.226 -0.227 -0.195 -0.07 -0.195 -0.069
[0.000]*** [0.000]*** [0.022]** [0.000]*** [0.020]** [0.039]** [0.068]* [0.561] [0.070]* [0.574]


Fiscal Deficit / GDP -6.831 -6.696 -6.234 -6.768 -5.869 -12.922 -12.638 -13.23 -12.525 -8.356
[0.007]*** [0.008]*** [0.021]** [0.008]*** [0.030]** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.018]**


Debt-services / Exports 1.352 0.789 1.499 0.805 1.593 2.188 2.491 3.608 2.419 4.092
[0.169] [0.442] [0.129] [0.433] [0.109] [0.061]* [0.045]** [0.002]*** [0.055]* [0.001]***


Current Account Deficit / GDP 13.318 13.866 11.373 13.829 11.092 16.819 16.087 14.236 16.209 11.141
[0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]***


NFA / GDP -0.191 1.936
[0.770] [0.008]***


Net FDI /GDP -5.127 -5.204
[0.002]*** [0.001]***


Net portfolio equity / GDP -2.178 1.556
[0.342] [0.544]


Net debt /GDP 2.462 4.391
[0.001]*** [0.000]***


Assets / GDP -0.43 2.347
[0.673] [0.022]**


Liabilities / GDP 0.205 -1.944
[0.752] [0.009]***


Reserves / GDP 1.398 1.566 1.457 2.02
[0.601] [0.557] [0.599] [0.467]


FDI assets / GDP -3.175 -2.885
[0.479] [0.445]


FDI liabilities / GDP 4.981 4.512
[0.003]*** [0.004]***


Debt assets / GDP 1.623 1.641
[0.199] [0.313]


Debt liabilities / GDP -2.42 -4.683
[0.001]*** [0.000]***


Equity assets / GDP -0.898 10.62
[0.719] [0.000]***


Equity liabilities / GDP 3.234 9.734
[0.239] [0.007]***


Observations 336 328 317 328 317 323 318 313 318 313
Pseudo R2 0.42 0.42 0.43 0.42 0.43 0.49 0.49 0.51 0.49 0.53
Robust p values in brackets. Estimated with time and country dummies not presented
* significant at 10%; ** significant at 5%; *** significant at 1%


1/  AAA (Aaa) for Moody´s (S&P) correspond to 20. D corresponds to 0.


Source: Authors´ calculations


Moody´s Ratings 1/ Standard & Poors´ Ratings 1/
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Table III.2 : Credit Ratings, Ordered Probit Estimation, change in stocks: 1990-2004.


Explanatory Variable [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12]


Real GDP Growth 0.026 0.021 0.028 0.031 0.029 0.025 0.048 0.045 0.051 0.045 0.048 0.044
[0.076]* [0.141] [0.065]* [0.041]** [0.058]* [0.091]* [0.001]*** [0.003]*** [0.001]*** [0.004]*** [0.001]*** [0.006]***


Per-capita Real GDP (PPP) 0.955 0.951 0.935 0.765 0.928 0.721 7.506 7.822 7.763 8.409 8.05 8.47
[0.009]*** [0.006]*** [0.011]** [0.048]** [0.011]** [0.045]** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]***


Inflation rate -0.403 -0.435 -0.437 -0.388 -0.441 -0.374 -0.353 -0.337 -0.355 -0.196 -0.343 -0.2
[0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.002]*** [0.003]*** [0.002]*** [0.087]* [0.002]*** [0.101]


Fiscal Deficit / GDP -7.886 -7.428 -7.932 -8.496 -6.842 -7.696 -13.517 -12.984 -13.837 -12.502 -16.137 -15.125
[0.002]*** [0.003]*** [0.002]*** [0.001]*** [0.018]** [0.007]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]***


Debt-services / Exports 1.888 0.998 1.466 2.271 1.618 2.035 2.42 2.017 2.057 4.359 2.249 3.856
[0.055]* [0.310] [0.144] [0.024]** [0.100]* [0.036]** [0.039]** [0.100] [0.096]* [0.000]*** [0.061]* [0.003]***


(∆FDI assets) / GDP -3.597 -3.77 3.263 -3.71
[0.490] [0.510] [0.663] [0.610]


(∆FDI liabilities) / GDP 3.472 3.634 1.767 4.037
[0.033]** [0.078]* [0.256] [0.099]*


(∆Equity assets) / GDP 0.361 1.683 2.747 2.684
[0.800] [0.200] [0.093]* [0.101]


(∆Equity liabilities) / GDP -1.69 -3.284 -5.16 -5.214
[0.057]* [0.000]*** [0.000]*** [0.000]***


(∆Debt assets) / GDP 4.655 2.788 12.848 9.201
[0.344] [0.619] [0.028]** [0.154]


(∆Debt liabilities) / GDP 1.923 0.22 -1.606 0.353
[0.376] [0.929] [0.619] [0.915]


(∆Reserves) / GDP 2.51 2.053 -6.613 -7.616
[0.273] [0.447] [0.001]*** [0.005]***


Observations 336 321 324 328 329 317 323 318 313 318 319 313
Pseudo R2 0.39 0.39 0.39 0.40 0.39 0.41 0.45 0.45 0.45 0.48 0.46 0.49
Robust p values in brackets. Estimated with time and country dummies not presented
* significant at 10%; ** significant at 5%; *** significant at 1%


1/  AAA (Aaa) for Moody´s (S&P) correspond to 20. D corresponds to 0.


Source: Authors´ calculations


Moody´s Ratings 1/ Standard & Poors´ Ratings 1/
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Table IV.1
Long-Run Real Exchange Rate Equations: Cointegration tests


[Productivity; Terms of Trade; Government Consumption / GDP], extended with: NFA / GDP CCA / GDP Assets / GDP NFDI/ GDP NFA / GDP CCA / GDP Assets / GDP NFDI/ GDP NFA / GDP CCA / GDP Assets/ GDP NFDI/ GDP
Net Val. / GDP Liabilities /GDP  NPort /GDP Net Val. / GDP Liabilities /GDP  NPort /GDP Net Val. / GDP Liabilities /GDP NPort /GDP


NDebt / GDP NDebt / GDP NDebt / GDP
IR / GDP IR / GDP IR / GDP


I. Residual-based Cointegration tests
I.1. Homogeneous Residual-based Cointegration Tests (p-values)


Kao (1999)
DF(rho) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.002) (0.000)
DF(t_rho) (0.001) (0.000) (0.000) (0.002) (0.003) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ADF (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.002) (0.000) (0.000) (0.000) (0.000) (0.000)
McCoskey and Kao (1998) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.002)
Panel LM (0.002) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Pedroni (1995) (0.000) (0.000) (0.000) (0.000) (0.000) (0.002) (0.000) (0.002) (0.000) (0.000) (0.000) (0.000)
TN1(rho) (0.000) (0.000) (0.000) (0.002) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
TN2(rho) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.002) (0.000) (0.000) (0.000) (0.000) (0.000)


I.2. Heterogeneous Residual-based Cointegration Tests (p-values)


Pedroni (1999)
Panel-v (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Panel-rho (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Panel-t (non-parametric) (0.002) (0.000) (0.002) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Panel-t (parametric) (0.000) (0.000) (0.000) (0.000) (0.002) (0.000) (0.000) (0.002) (0.000) (0.000) (0.000) (0.000)
Group rho (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.002) (0.000)
Group-t (non-parametric) (0.002) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Group-t (parametric) (0.000) (0.000) (0.000) (0.002) (0.000) (0.001) (0.002) (0.000) (0.000) (0.000) (0.000) (0.000)


(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)


All countries Industrial Countries Developing Countries


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 







 36 


Table IV.2
Long-Run Real Exchange Rate Equations: Panel Cointegration 1/


Variable [1] [2] [3] [4] [1] [2] [3] [4] [1] [2] [3] [4]


Productivity 0.1595 0.1476 0.0947 0.0861 0.4085 0.4314 0.3927 0.5716 -0.1565 -0.1684 -0.2841 -0.4924
(0.03) (0.02) (0.10) (0.18) (0.00) (0.00) (0.00) (0.00) (0.11) (0.08) (0.02) (0.31)


Terms of Trade 0.2438 0.2441 0.2267 0.3800 0.4283 0.4317 0.4263 0.4307 -0.1091 -0.1110 -0.1392 -0.089
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.07) (0.06) (0.03) (0.24)


Government Consumption / GDP 0.2668 0.267 0.2632 0.3337 0.4419 0.4345 0.4366 0.2598 0.1140 0.1092 0.1412 0.2434
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.04) (0.00) (0.00)


NFA / GDP 0.0926 0.0876 0.0998
(0.02) (0.02) (0.07)


Assets / GDP 0.1028 0.0927 0.1484
(0.02) (0.02) (0.02)


Liabilities / GDP -0.0864 -0.0888 -0.1029
(0.01) (0.02) (0.06)


Net FDI / GDP -0.0668 -0.1626 -0.2123
(0.26) (0.02) (0.24)


Net Portfolio / GDP 0.2372 0.1936 -0.4394
(0.00) (0.00) (0.14)


Net Debt / GDP 0.1472 0.0063 0.3251
(0.00) (0.44) (0.00)


Reserves / GDP -0.7521 -0.7432 -1.5731
(0.00) (0.22) (0.00)


CCA / GDP 0.1771 0.1193 0.3325
(0.00) (0.03) (0.02)


Net Valuation (A-L) / GDP -0.0694 0.0650 -0.2199
(0.07) (0.09) (0.01)


Observations 1815 1815 1815 888 660 660 660 480 924 924 924 312
 R2 0.14 0.15 0.18 0.28 0.37 0.38 0.38 0.40 0.04 0.04 0.13 0.25


1/ Panel DOLS estimates for each group of countries, accounting for country and time effects. Significant variables at 10% significance level are bolded (p-values in parenthesis)
Source: Author´s calculations


Industrial Countries Developing CountriesAll Countries 
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Table IV.3
Descriptive Statistics period 1983.I - 2005.IV.  


Stocks at the end of the period  Mean  Median  Maximum  Minimum  Std. Dev.  Average First Difference


Net Assets NFA / GDP -2.01 -1.50 -0.72 -4.82 1.07 0.032


Net FDI Assets / GDP -1.11 -1.11 -0.74 -1.53 0.20 -0.004


Net Portfolio Assets / GDP -0.05 -0.05 0.43 -0.32 0.18 0.005


Net Other Investment / GDP -1.48 -0.93 -0.35 -4.44 1.21 0.032


Reserves / GDP 0.63 0.64 0.83 0.38 0.09 -0.001


Gross Assets Total Assets / GDP 1.60 1.51 2.36 1.13 0.34 0.008


FDI Assets / GDP 0.18 0.08 0.54 0.01 0.19 0.005


Portfolio Assets / GDP 0.18 0.01 0.86 0.00 0.28 0.009


Other Investment Assets / GDP 0.60 0.46 1.07 0.27 0.23 -0.005


Gross Total Liabilities / GDP 3.61 3.32 6.53 2.30 1.07 -0.024


Liabilities FDI Liabilities / GDP 1.30 1.16 2.02 0.75 0.37 0.009


Portfolio Liabilities / GDP 0.23 0.28 0.54 0.01 0.17 0.004


Other Investment Liabilities / GDP 2.08 1.37 5.51 0.69 1.41 -0.037


Cummulative Flows  Mean  Median  Maximum  Minimum  Std. Dev.  Average First Difference


Net Assets CCA / GDP -2.39 -1.84 -0.99 -5.25 1.16 0.030


Net FDI Assets / GDP -1.02 -0.93 -0.68 -1.70 0.28 -0.003


Net Portfolio Assets / GDP -0.04 -0.05 0.24 -0.22 0.10 0.003


Net Other Investment / GDP -1.96 -1.52 -0.46 -4.87 1.25 0.031


Reserves / GDP 0.63 0.64 0.87 0.37 0.09 -0.001


Gross Assets Total Assets / GDP 1.30 1.12 2.45 0.68 0.54 0.006


FDI Assets / GDP 0.21 0.10 0.69 0.01 0.23 0.005


Portfolio Assets / GDP 0.18 0.02 0.73 0.00 0.26 0.007


Other Investment Assets / GDP 0.28 0.28 0.80 -0.02 0.23 -0.005


Gross Total Liabilities / GDP 3.69 3.48 6.75 2.04 1.20 -0.024


Liabilities FDI Liabilities / GDP 1.23 0.98 2.37 0.73 0.50 0.008


Portfolio Liabilities / GDP 0.22 0.15 0.59 0.02 0.19 0.004


Other Investment Liabilities / GDP 2.24 1.52 5.61 0.81 1.38 -0.036


Cummulative valuation stock (A-L) / GDP 0.38 0.30 -0.06 1.12 0.26 0.003


Source: Authors´ calculations


Table IV.4
TCR Chile: Johansen test of Cointegration 1/


Stocks


Model in Table IV. 5 [1] [2] [3] [4]


Trace test 1 3 2 4
Max-Eigenvalue test 1 2 2 4


Cummulative flows


Model in Table IV.6 [1] [2] [3] [4]


Trace test 2 2 3 4
Max-Eigenvalue test 1 3 4 4


 1 / Trace test indicates the number of cointegrating eqn(s) at the 0.05 level


MacKinnon-Haug-Michelis (1999) p-values  
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Table IV.5: Table IV.6
Long-Run Real Exchange Rate Equations for Chile: stocks at the end of the period 1/ Long-Run Real Exchange Rate Equations for Chile: Cummulative Flows 1/


Variable [1] [2] [3] [4] Variable 2/ [1] [2] [3] [4]


Productivity 0.13 0.56*** 1.23*** 0.81*** Productivity 0.27* 0.71*** 0.87*** 0.01
(0.47) (3.51) (6.13) (4.95) (1.85) (7.03) (3.66) (0.02)


Terms of Trade 0.01 -0.02 -0.06 -0.02 Terms of Trade -0.13 -0.11 -0.22* 0.01
(0.07) (0.19) (0.52) (0.17) (1.23) (1.29) (1.68) (0.07)


Government Consumption  / GDP 0.51** 0.23** 0.25*** 0.17* Government Consumption  / GDP 0.09 0.08 0.11 0.04
(2.07) (2.16) (2.98) (1.68) (0.60) (0.79) (0.81) (0.53)


Tariffs 0.03*** 0.00 0.00 0.00 Tariffs 0.01** 0.01 0.00 0.00
(3.24) (0.30) (0.20) (0.10) (2.25) (0.83) (0.38) (0.35)


Net Assets NFA / GDP 0.15*** Net Assets CCA / GDP 0.06***
(4.78) (3.10)


Net Portfolio Assets / GDP -0.68*** Net Portfolio Assets / GDP -0.71***
(5.25) (4.04)


Net FDI Assets / GDP 0.17 Net FDI Assets / GDP 0.14*
(1.35) (1.98)


Net Other Investment / GDP 0.08*** Net Other Investment / GDP 0.07***
(3.17) (4.08)


Reserves / GDP -0.70*** Reserves / GDP -0.33***
(4.78) (2.67)


Gross Assets Total Assets / GDP -0.20*** Cummulative valuation / GDP 0.26*** 0.11***
(5.05) (4.55) (3.73)


Portfolio Assets / GDP -0.56*** Gross Assets Total Assets / GDP -0.10
(4.88) (1.48)


FDI Assets / GDP -0.05 Portfolio Assets / GDP -0.57***
(0.17) (5.04)


Other Investment Assets / GDP -0.23*** FDI Assets / GDP -0.88***
(2.99) (3.14)


Reserves / GDP -0.55*** Other Investment Assets / GDP 0.80***
(4.03) (5.01)


Gross Total Liabilities / GDP -0.13*** Reserves / GDP -0.27**
Liabilities (8.19) (2.53)


Portfolio Liabilities / GDP 0.23 Gross Total Liabilities / GDP -0.05***
(1.08) Liabilities (2.64)


FDI Liabilities / GDP -0.11 Portfolio Liabilities / GDP 1.54***
(0.92) (7.10)


Other Investment Liabilities / GDP -0.06*** FDI Liabilities / GDP -0.14
(2.98) (1.32)


Other Investment Liabilities / GDP -0.13***
Adj. R-squared 0.69 0.86 0.88 0.89 (5.35)
Observations 88 89 88 89 Cummulative valuation / GDP 0.23*** 0.11**


(4.11) (2.49)
1/ Estimation perfomed by DOLS for the period 1983.I - 2005.IV. Adj. R-squared 0.85 0.90 0.89 0.95
Constant included but not presented. Test t in parenthesis. *(**)[***] indicate significant at 10(5)[1]% Observations 88 89 88 89


Source: Authors´ calculations
1/ Estimation perfomed by DOLS for the period 1983.I - 2005.IV. 


Constant included but not presented. Test t in parenthesis. *(**)[***] indicate significant at 10(5)[1]%


2/ Net and gross variables correspond to cummulative quarterly transacciones reported in the financial account.


Source: Authors´ calculations  
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Table A.1
PROBIT ESTIMATION: CURRENT ACCOUNT REVERSALS - ALL COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18]
Sudden stop (1st lag) 0.051 0.052 0.052 0.043 0.030 0.062 0.024 0.025 0.021 0.016 0.008 0.032 0.017 0.016 0.016 0.011 0.008 0.021


[0.017]** [0.018]** [0.017]** [0.032]** [0.034]** [0.007]*** [0.126] [0.126] [0.114] [0.279] [0.275] [0.068]* [0.101] [0.099]* [0.092]* [0.206] [0.190] [0.056]*
Openess: Imports to GDP (1st lag) 0.114 0.111 0.111 0.068 0.062 0.128 0.080 0.078 0.080 0.062 0.040 0.089 0.044 0.038 0.046 0.030 0.026 0.046


[0.000]*** [0.000]*** [0.000]*** [0.038]** [0.014]** [0.000]*** [0.001]*** [0.001]*** [0.000]*** [0.015]** [0.007]*** [0.000]*** [0.001]*** [0.002]*** [0.001]*** [0.038]** [0.017]** [0.000]***
Perc of sudden stops in region (1st lag) 0.152 0.154 0.152 0.130 0.077 0.167 0.103 0.100 0.076 0.099 0.043 0.110 0.050 0.044 0.045 0.046 0.029 0.050


[0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.002]*** [0.000]*** [0.000]*** [0.000]*** [0.001]*** [0.001]*** [0.005]*** [0.000]*** [0.002]*** [0.003]*** [0.003]*** [0.003]*** [0.007]*** [0.001]***
Terms of trade, change % (1st lag) -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 0.000 0.000 0.000 -0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000


[0.014]** [0.020]** [0.015]** [0.018]** [0.016]** [0.014]** [0.102] [0.135] [0.108] [0.079]* [0.084]* [0.094]* [0.122] [0.177] [0.121] [0.092]* [0.086]* [0.118]
NFA to GDP -0.022 -0.014 -0.007


[0.035]** [0.044]** [0.078]*
Cumm. Current Account to GDP -0.014 -0.010 -0.004


[0.115] [0.035]** [0.076]*
Cumm. Valuation Adjust. to GDP -0.050 -0.037 -0.020


[0.003]*** [0.002]*** [0.002]***
Total Assets to GDP -0.016 -0.030 -0.013


[0.116] [0.028]** [0.066]*
Total Liabilities to GDP 0.021 0.006 0.004


[0.027]** [0.414] [0.364]
Net FDI Assets to GDP 0.027 0.023 0.013


[0.345] [0.318] [0.380]
Net Port Equity Assets  to GDP -0.136 -0.065 -0.039


[0.143] [0.354] [0.482]
Net Port Debt Assets to GDP -0.030 -0.025 -0.012


[0.011]** [0.005]*** [0.011]**
Int Reserves to GDP 0.094 0.065 0.061 0.037 0.042 0.031


[0.210] [0.199] [0.337] [0.251] [0.216] [0.175]
FDI Assets to GDP -0.037 -0.027 -0.030


[0.585] [0.504] [0.324]
Portfolio equity Assets to GDP -0.299 -0.174 -0.013


[0.204] [0.176] [0.883]
Port Debt Assets to GDP -0.052 -0.030 -0.021


[0.062]* [0.063]* [0.055]*
FDI Liabilities to GDP -0.039 -0.018 -0.010


[0.149] [0.232] [0.356]
Portfolio equity Liabilities to GDP 0.120 0.029 0.010


[0.167] [0.604] [0.834]
Debt Liabilities to GDP 0.018 0.011 0.008


[0.051]* [0.046]** [0.041]**
∆ NFA to GDP (1st lag) -0.122 -0.123 -0.126 -0.090 -0.053 -0.149


[0.046]** [0.046]** [0.040]** [0.117] [0.205] [0.014]**
∆ Net FDI to GDP (1st lag) 0.018 0.027 0.023 0.019 0.038 0.004


[0.841] [0.760] [0.761] [0.851] [0.507] [0.964]
∆ Net Port Equity to GDP (1st lag) 0.499 0.515 0.435 0.474 0.285 0.501


[0.028]** [0.027]** [0.045]** [0.023]** [0.056]* [0.029]**
∆ Net Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.002]*** [0.006]*** [0.005]*** [0.007]*** [0.063]* [0.002]***
∆ Reservas to GDP (1st lag) -0.328 -0.310 -0.267 -0.317 -0.158 -0.310 -0.192 -0.168 -0.178 -0.174 -0.118 -0.175


[0.036]** [0.030]** [0.039]** [0.031]** [0.026]** [0.041]** [0.031]** [0.023]** [0.035]** [0.025]** [0.024]** [0.032]**
∆ FDI Assets to GDP (1st lag) 0.000 0.001 0.075 -0.058 0.160 -0.072


[1.000] [0.998] [0.720] [0.795] [0.302] [0.747]
∆ Port. equity Assets to GDP (1st lag) -0.996 -0.989 -0.914 -1.027 -0.714 -1.008


[0.007]*** [0.003]*** [0.018]** [0.008]*** [0.056]* [0.006]***
∆ Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.003]*** [0.002]*** [0.008]*** [0.004]*** [0.056]* [0.001]***
∆ FDI Liabilities to GDP (1st lag) -0.014 -0.025 -0.011 -0.021 -0.023 -0.006


[0.805] [0.635] [0.836] [0.725] [0.590] [0.924]
∆ Port. equity Liab. to GDP (1st lag) -0.403 -0.361 -0.363 -0.344 -0.245 -0.396


[0.039]** [0.035]** [0.048]** [0.058]* [0.059]* [0.041]**
∆ Debt Liabilities to GDP (1st lag) 0.022 0.025 0.019 0.025 0.016 0.022


[0.296] [0.211] [0.450] [0.299] [0.407] [0.343]
Observations 1241 1232 1241 1185 1185 1241 1185 1178 1185 1185 1185 1185 1185 1178 1185 1185 1185 1185
pseudo R^2 0.17 0.18 0.17 0.18 0.21 0.16 0.21 0.22 0.22 0.22 0.24 0.20 0.23 0.25 0.23 0.24 0.25 0.22
N crisis 55 55 55 47 47 55 47 47 47 47 47 47 47 47 47 47 47 47
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table A.2
PROBIT ESTIMATION: CURRENT ACCOUNT REVERSALS - DEVELOPING COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18]
Sudden stop (1st lag) 0.090 0.094 0.089 0.082 0.080 0.096 0.061 0.067 0.060 0.044 0.043 0.065 0.069 0.075 0.068 0.052 0.053 0.073


[0.011]** [0.012]** [0.014]** [0.023]** [0.022]** [0.009]*** [0.078]* [0.061]* [0.078]* [0.162] [0.159] [0.067]* [0.055]* [0.043]** [0.056]* [0.114] [0.097]* [0.048]**
Openess: Imports to GDP (1st lag) 0.173 0.164 0.168 0.092 0.098 0.182 0.143 0.134 0.147 0.102 0.106 0.149 0.133 0.120 0.136 0.090 0.101 0.138


[0.000]*** [0.000]*** [0.000]*** [0.086]* [0.074]* [0.000]*** [0.002]*** [0.002]*** [0.002]*** [0.041]** [0.036]** [0.001]*** [0.004]*** [0.005]*** [0.004]*** [0.075]* [0.052]* [0.002]***
Perc of sudden stops in region (1st lag) 0.205 0.201 0.198 0.168 0.163 0.208 0.159 0.150 0.157 0.152 0.145 0.160 0.150 0.137 0.150 0.143 0.134 0.151


[0.001]*** [0.001]*** [0.001]*** [0.004]*** [0.004]*** [0.001]*** [0.003]*** [0.003]*** [0.004]*** [0.005]*** [0.006]*** [0.003]*** [0.005]*** [0.006]*** [0.005]*** [0.006]*** [0.007]*** [0.005]***
Terms of trade, change % (1st lag) -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001 -0.001


[0.027]** [0.038]** [0.029]** [0.026]** [0.025]** [0.025]** [0.165] [0.244] [0.162] [0.127] [0.121] [0.159] [0.156] [0.234] [0.155] [0.123] [0.117] [0.151]
NFA to GDP -0.017 -0.010 -0.008


[0.384] [0.614] [0.656]
Cumm. Current Account to GDP 0.000 0.011 0.014


[0.990] [0.599] [0.486]
Cumm. Valuation Adjust. to GDP -0.065 -0.056 -0.055


[0.010]** [0.014]** [0.013]**
Total Assets to GDP 0.008 -0.021 -0.015


[0.753] [0.485] [0.613]
Total Liabilities to GDP 0.008 0.010 0.009


[0.688] [0.602] [0.654]
Net FDI Assets to GDP 0.097 0.070 0.059


[0.146] [0.230] [0.323]
Net Port Equity Assets  to GDP -0.307 -0.121 -0.103


[0.127] [0.552] [0.660]
Net Port Debt Assets to GDP -0.034 -0.035 -0.032


[0.123] [0.094]* [0.121]
Int Reserves to GDP 0.142 0.148 0.135 0.141 0.147 0.146


[0.216] [0.186] [0.229] [0.201] [0.184] [0.179]
FDI Assets to GDP 0.031 -0.031 -0.083


[0.856] [0.845] [0.617]
Portfolio equity Assets to GDP 0.213 0.049 1.474


[0.824] [0.955] [0.244]
Port Debt Assets to GDP -0.072 -0.069 -0.076


[0.169] [0.135] [0.113]
FDI Liabilities to GDP -0.091 -0.058 -0.056


[0.169] [0.316] [0.315]
Portfolio equity Liabilities to GDP 0.276 0.105 0.030


[0.178] [0.609] [0.900]
Debt Liabilities to GDP 0.037 0.038 0.038


[0.091]* [0.070]* [0.062]*
∆ NFA to GDP (1st lag) -0.106 -0.104 -0.105 -0.066 -0.065 -0.110


[0.252] [0.261] [0.259] [0.470] [0.478] [0.247]
∆ Net FDI to GDP (1st lag) 0.076 0.127 0.076 0.104 0.125 0.079


[0.670] [0.477] [0.670] [0.613] [0.536] [0.661]
∆ Net Port Equity to GDP (1st lag) 1.125 1.028 1.131 0.990 0.991 1.109


[0.051]* [0.050]* [0.051]* [0.065]* [0.064]* [0.054]*
∆ Net Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.947] [0.763] [0.889] [0.999] [0.967] [0.910]
∆ Reservas to GDP (1st lag) -0.539 -0.487 -0.539 -0.513 -0.497 -0.529 -0.549 -0.494 -0.549 -0.519 -0.505 -0.541


[0.059]* [0.054]* [0.060]* [0.047]** [0.047]** [0.061]* [0.055]* [0.048]** [0.056]* [0.043]** [0.043]** [0.057]*
∆ FDI Assets to GDP (1st lag) 0.591 0.713 0.627 0.337 0.794 0.625


[0.621] [0.539] [0.593] [0.805] [0.589] [0.603]
∆ Port. equity Assets to GDP (1st lag) -1.951 -2.687 -1.901 -2.079 -3.299 -2.101


[0.281] [0.243] [0.284] [0.348] [0.152] [0.264]
∆ Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.980] [0.766] [0.972] [0.951] [0.981] [0.962]
∆ FDI Liabilities to GDP (1st lag) -0.063 -0.120 -0.062 -0.087 -0.117 -0.065


[0.732] [0.521] [0.740] [0.679] [0.572] [0.731]
∆ Port. equity Liab. to GDP (1st lag) -1.255 -1.150 -1.252 -1.130 -1.111 -1.245


[0.058]* [0.054]* [0.058]* [0.074]* [0.077]* [0.061]*
∆ Debt Liabilities to GDP (1st lag) 0.031 0.047 0.026 0.038 0.042 0.028


[0.577] [0.414] [0.695] [0.597] [0.651] [0.618]
Observations 805 801 805 759 759 805 759 757 759 759 759 759 759 757 759 759 759 759
pseudo R^2 0.14 0.16 0.15 0.16 0.16 0.14 0.19 0.21 0.19 0.20 0.20 0.19 0.19 0.22 0.19 0.21 0.21 0.19
N crisis 49 49 49 42 42 49 42 42 42 42 42 42 42 42 42 42 42 42
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table A.3
PROBIT ESTIMATION: CURRENT ACCOUNT REVERSALS - INDUSTRIAL COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18]
Sudden stop (1st lag)


Openess: Imports to GDP (1st lag) 0.007 0.006 0.001 0.004 0.000 0.008 0.004 0.003 0.000 0.001 0.000 0.019 0.000 0.000 0.000 0.000 0.000 0.000
[0.112] [0.074]* [0.042]** [0.412] [0.058]* [0.142] [0.002]*** [0.000]*** [0.000]*** [0.154] [.] [0.001]*** [0.447] [0.455] [0.000]*** [0.113] [.] [0.403]


Perc of sudden stops in region (1st lag) 0.015 0.010 0.000 0.003 0.000 0.018 0.004 0.002 0.000 0.001 0.000 0.024 0.000 0.000 0.000 0.000 0.000 0.000
[0.304] [0.378] [0.613] [0.631] [0.659] [0.347] [0.178] [0.286] [0.918] [0.231] [.] [0.367] [0.596] [0.577] [0.022]** [0.640] [.] [0.800]


Terms of trade, change % (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
[0.000]*** [0.000]*** [0.002]*** [0.006]*** [0.895] [0.000]*** [0.003]*** [0.002]*** [0.001]*** [0.003]*** [.] [0.048]** [0.030]** [0.035]** [0.000]*** [0.001]*** [.] [0.927]


NFA to GDP -0.003 -0.002 0.000
[0.075]* [0.000]*** [0.000]***


Cumm. Current Account to GDP -0.004 -0.001 0.000
[0.087]* [0.000]*** [0.000]***


Cumm. Valuation Adjust. to GDP 0.005 0.000 0.000
[0.330] [0.712] [0.136]


Total Assets to GDP -0.001 0.000 0.000
[0.194] [0.001]*** [0.000]***


Total Liabilities to GDP 0.000 0.000 0.000
[0.046]** [0.758] [0.001]***


Net FDI Assets to GDP 0.004 0.000 0.000
[0.016]** [0.620] [0.737]


Net Port Equity Assets  to GDP 0.006 0.000 0.000
[0.023]** [0.450] [0.810]


Net Port Debt Assets to GDP -0.003 0.000 0.000
[0.091]* [0.058]* [0.003]***


Int Reserves to GDP -0.005 0.000 -0.001 0.000 0.000 0.000
[0.789] [0.322] [0.462] [.] [0.473] [.]


FDI Assets to GDP 0.000 0.000 0.000
[0.082]* [.] [.]


Portfolio equity Assets to GDP 0.000 0.000 0.000
[0.835] [.] [.]


Port Debt Assets to GDP 0.000 0.000 0.000
[0.060]* [.] [.]


FDI Liabilities to GDP 0.000 0.000 0.000
[0.000]*** [.] [.]


Portfolio equity Liabilities to GDP 0.000 0.000 0.000
[0.031]** [.] [.]


Debt Liabilities to GDP 0.000 0.000 0.000
[0.833] [.] [.]


∆ NFA to GDP (1st lag) -0.050 -0.038 -0.002 -0.018 0.000 -0.069
[0.000]*** [0.001]*** [0.002]*** [0.001]*** [0.000]*** [0.000]***


∆ Net FDI to GDP (1st lag) 0.003 0.004 0.000 0.000 0.000 -0.017
[0.450] [0.291] [0.001]*** [0.749] [.] [0.630]


∆ Net Port Equity to GDP (1st lag) -0.010 -0.008 0.000 -0.002 0.000 -0.020
[0.134] [0.105] [0.000]*** [0.097]* [.] [0.586]


∆ Net Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000
[0.017]** [0.009]*** [0.000]*** [0.002]*** [.] [0.016]**


∆ Reservas to GDP (1st lag) -0.026 -0.018 0.000 -0.004 0.000 -0.092 0.000 0.000 0.000 0.000 0.000 -0.001
[0.000]*** [0.000]*** [0.000]*** [0.000]*** [.] [0.039]** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [.] [0.007]***


∆ FDI Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 -0.001
[0.655] [0.647] [0.000]*** [0.843] [.] [0.430]


∆ Port. equity Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 -0.003
[0.000]*** [0.000]*** [0.000]*** [0.000]*** [.] [0.001]***


∆ Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000
[0.002]*** [0.001]*** [0.000]*** [0.000]*** [.] [0.004]***


∆ FDI Liabilities to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 -0.001
[0.006]*** [0.010]** [0.000]*** [0.006]*** [.] [0.031]**


∆ Port. equity Liab. to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.001
[0.306] [0.273] [0.000]*** [0.054]* [.] [0.135]


∆ Debt Liabilities to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.001
[0.084]* [0.086]* [0.059]* [0.065]* [.] [0.026]**


Observations 419 414 419 409 409 419 409 404 409 409 409 409 409 404 409 409 409 409
pseudo R^2 0.35 0.36 0.48 0.40 0.59 0.34 0.32 0.33 0.58 0.37 1.00 0.18 0.49 0.49 0.70 0.51 1.00 0.39
N crisis 6 6 6 5 5 6 5 5 5 5 5 5 5 5 5 5 5 5
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table A.4
PROBIT ESTIMATION: EXCHANGE RATE PRESSURE - ALL COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18]
REER dev HP rolling trend (1st lag) -0.021 -0.021 -0.017 -0.019 -0.019 -0.024 -0.018 -0.018 -0.015 -0.018 -0.018 -0.022 -0.018 -0.019 -0.015 -0.019 -0.018 -0.021


[0.099]* [0.136] [0.118] [0.136] [0.069]* [0.067]* [0.149] [0.202] [0.159] [0.140] [0.082]* [0.092]* [0.124] [0.164] [0.139] [0.111] [0.073]* [0.083]*
Real Bank Credit Growth (1st lag) 0.029 0.031 0.028 0.032 0.030 0.030 0.031 0.033 0.030 0.031 0.029 0.033 0.031 0.034 0.030 0.031 0.029 0.033


[0.001]*** [0.001]*** [0.001]*** [0.000]*** [0.000]*** [0.002]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]***
Real GDP Growth (1st lag) -0.070 -0.076 -0.065 -0.084 -0.090 -0.085 -0.085 -0.091 -0.088 -0.086 -0.094 -0.100 -0.085 -0.095 -0.088 -0.086 -0.095 -0.102


[0.247] [0.240] [0.247] [0.172] [0.096]* [0.186] [0.165] [0.164] [0.117] [0.155] [0.078]* [0.124] [0.151] [0.144] [0.097]* [0.144] [0.061]* [0.106]
Real Export Growth (1st lag) -0.082 -0.072 -0.080 -0.084 -0.077 -0.076 -0.082 -0.072 -0.078 -0.083 -0.077 -0.075 -0.079 -0.071 -0.075 -0.080 -0.072 -0.073


[0.051]* [0.091]* [0.039]** [0.050]** [0.040]** [0.079]* [0.058]* [0.100]* [0.047]** [0.056]* [0.042]** [0.094]* [0.057]* [0.101] [0.049]** [0.057]* [0.047]** [0.090]*
US interest rate (1st lag) 0.004 0.005 0.004 0.005 0.004 0.004 0.005 0.005 0.004 0.005 0.004 0.005 0.005 0.005 0.004 0.005 0.004 0.004


[0.012]** [0.006]*** [0.023]** [0.004]*** [0.010]*** [0.023]** [0.008]*** [0.003]*** [0.024]** [0.006]*** [0.015]** [0.015]** [0.012]** [0.006]*** [0.027]** [0.009]*** [0.022]** [0.028]**
NFA to GDP -0.026 -0.029 -0.028


[0.010]*** [0.015]** [0.020]**
Cumm. Current Account to GDP -0.024 -0.026 -0.026


[0.018]** [0.030]** [0.031]**
Cumm. Valuation Adjust. to GDP -0.045 -0.049 -0.049


[0.015]** [0.008]*** [0.009]***
Total Assets to GDP -0.039 -0.041 -0.046


[0.024]** [0.018]** [0.033]**
Total Liabilities to GDP 0.019 0.017 0.017


[0.097]* [0.200] [0.215]
Net FDI Assets to GDP -0.029 -0.027 -0.031


[0.296] [0.347] [0.273]
Net Port Equity Assets  to GDP -0.096 -0.133 -0.125


[0.510] [0.290] [0.301]
Net Port Debt Assets to GDP -0.031 -0.028 -0.028


[0.018]** [0.052]* [0.064]*
Int Reserves to GDP -0.015 0.004 -0.042 -0.013 -0.036 -0.007


[0.847] [0.945] [0.547] [0.823] [0.589] [0.898]
FDI Assets to GDP -0.077 -0.080 -0.051


[0.208] [0.190] [0.418]
Portfolio equity Assets to GDP 0.027 0.006 -0.025


[0.799] [0.957] [0.878]
Port Debt Assets to GDP -0.068 -0.065 -0.065


[0.081]* [0.127] [0.129]
FDI Liabilities to GDP 0.025 0.022 0.022


[0.445] [0.511] [0.498]
Portfolio equity Liabilities to GDP 0.137 0.157 0.143


[0.217] [0.151] [0.175]
Debt Liabilities to GDP 0.013 0.012 0.010


[0.440] [0.517] [0.558]
∆ NFA to GDP (1st lag) 0.011 0.012 0.034 0.023 0.045 -0.031


[0.856] [0.869] [0.638] [0.690] [0.522] [0.585]
∆ Net FDI to GDP (1st lag) -0.027 -0.010 -0.005 -0.046 0.006 -0.033


[0.689] [0.937] [0.966] [0.462] [0.951] [0.560]
∆ Net Port Equity to GDP (1st lag) 0.231 0.250 0.314 0.291 0.211 0.192


[0.499] [0.482] [0.441] [0.296] [0.337] [0.483]
∆ Net Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.846] [0.866] [0.942] [0.880] [0.899] [0.503]
∆ Reservas to GDP (1st lag) 0.091 0.130 0.159 0.118 0.152 0.061 0.097 0.123 0.139 0.112 0.133 0.082


[0.589] [0.466] [0.327] [0.503] [0.353] [0.707] [0.579] [0.502] [0.398] [0.530] [0.414] [0.625]
∆ FDI Assets to GDP (1st lag) -0.374 -0.361 -0.239 -0.381 -0.281 -0.405


[0.142] [0.254] [0.417] [0.105] [0.211] [0.096]*
∆ Port. equity Assets to GDP (1st lag) 0.380 0.409 0.588 0.443 0.366 0.229


[0.291] [0.280] [0.125] [0.204] [0.350] [0.529]
∆ Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.862] [0.866] [0.952] [0.901] [0.883] [0.598]
∆ FDI Liabilities to GDP (1st lag) -0.045 -0.055 -0.040 -0.033 -0.052 -0.012


[0.659] [0.679] [0.746] [0.753] [0.631] [0.913]
∆ Port. equity Liab. to GDP (1st lag) -0.154 -0.174 -0.153 -0.192 -0.138 -0.167


[0.612] [0.579] [0.632] [0.417] [0.486] [0.574]
∆ Debt Liabilities to GDP (1st lag) 0.036 0.046 0.045 0.031 0.045 0.047


[0.350] [0.308] [0.489] [0.404] [0.488] [0.362]
Observations 1304 1261 1304 1250 1250 1304 1250 1210 1250 1250 1250 1250 1250 1210 1250 1250 1250 1250
pseudo R^2 0.06 0.06 0.07 0.07 0.08 0.05 0.07 0.07 0.08 0.07 0.09 0.06 0.07 0.08 0.08 0.08 0.09 0.06
N crisis 55 54 55 54 54 55 54 53 54 54 54 54 54 53 54 54 54 54
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table A.5
PROBIT ESTIMATION: EXCHANGE RATE PRESSURE - DEVELOPING COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18]
REER dev HP rolling trend (1st lag) -0.020 -0.019 -0.016 -0.014 -0.018 -0.021 -0.018 -0.018 -0.016 -0.014 -0.018 -0.019 -0.018 -0.018 -0.015 -0.014 -0.017 -0.019


[0.216] [0.292] [0.254] [0.400] [0.253] [0.200] [0.276] [0.306] [0.300] [0.390] [0.254] [0.253] [0.264] [0.283] [0.312] [0.346] [0.278] [0.249]
Real Bank Credit Growth (1st lag) 0.039 0.041 0.039 0.043 0.043 0.039 0.045 0.047 0.046 0.044 0.043 0.046 0.043 0.045 0.044 0.040 0.041 0.044


[0.003]*** [0.002]*** [0.002]*** [0.000]*** [0.000]*** [0.004]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.001]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.001]***
Real GDP Growth (1st lag) -0.180 -0.188 -0.167 -0.193 -0.181 -0.196 -0.197 -0.208 -0.202 -0.186 -0.172 -0.224 -0.194 -0.205 -0.198 -0.178 -0.176 -0.221


[0.046]** [0.048]** [0.049]** [0.019]** [0.028]** [0.032]** [0.029]** [0.028]** [0.022]** [0.022]** [0.032]** [0.015]** [0.026]** [0.026]** [0.019]** [0.017]** [0.020]** [0.014]**
Real Export Growth (1st lag) -0.074 -0.055 -0.077 -0.097 -0.097 -0.068 -0.082 -0.064 -0.086 -0.098 -0.099 -0.078 -0.080 -0.061 -0.082 -0.092 -0.097 -0.076


[0.176] [0.300] [0.140] [0.094]* [0.091]* [0.203] [0.149] [0.255] [0.131] [0.095]* [0.088]* [0.169] [0.150] [0.260] [0.138] [0.096]* [0.090]* [0.172]
US interest rate (1st lag) 0.008 0.008 0.007 0.008 0.008 0.007 0.009 0.009 0.008 0.008 0.008 0.008 0.008 0.009 0.007 0.007 0.007 0.007


[0.007]*** [0.003]*** [0.014]** [0.004]*** [0.003]*** [0.011]** [0.003]*** [0.001]*** [0.008]*** [0.004]*** [0.003]*** [0.005]*** [0.005]*** [0.002]*** [0.015]** [0.008]*** [0.008]*** [0.010]***
NFA to GDP -0.026 -0.038 -0.036


[0.054]* [0.013]** [0.011]**
Cumm. Current Account to GDP -0.021 -0.033 -0.030


[0.187] [0.070]* [0.069]*
Cumm. Valuation Adjust. to GDP -0.060 -0.066 -0.065


[0.016]** [0.005]*** [0.007]***
Total Assets to GDP -0.079 -0.087 -0.087


[0.007]*** [0.011]** [0.016]**
Total Liabilities to GDP 0.028 0.036 0.031


[0.094]* [0.037]** [0.059]*
Net FDI Assets to GDP 0.036 0.027 0.023


[0.572] [0.673] [0.692]
Net Port Equity Assets  to GDP -0.871 -0.863 -0.902


[0.000]*** [0.000]*** [0.000]***
Net Port Debt Assets to GDP -0.033 -0.037 -0.033


[0.097]* [0.064]* [0.076]*
Int Reserves to GDP -0.348 -0.316 -0.355 -0.331 -0.349 -0.337


[0.012]** [0.018]** [0.010]** [0.011]** [0.009]*** [0.010]**
FDI Assets to GDP 0.033 0.001 0.130


[0.846] [0.994] [0.436]
Portfolio equity Assets to GDP -0.076 -0.028 -0.095


[0.870] [0.949] [0.821]
Port Debt Assets to GDP -0.073 -0.074 -0.067


[0.051]* [0.034]** [0.069]*
FDI Liabilities to GDP -0.027 -0.019 -0.035


[0.658] [0.751] [0.571]
Portfolio equity Liabilities to GDP 0.813 0.817 0.863


[0.001]*** [0.000]*** [0.000]***
Debt Liabilities to GDP 0.037 0.043 0.036


[0.081]* [0.043]** [0.085]*
∆ NFA to GDP (1st lag) -0.052 -0.063 -0.056 -0.022 -0.039 -0.063


[0.596] [0.513] [0.573] [0.835] [0.690] [0.534]
∆ Net FDI to GDP (1st lag) 0.331 0.326 0.340 0.141 0.127 0.326


[0.216] [0.218] [0.256] [0.634] [0.546] [0.240]
∆ Net Port Equity to GDP (1st lag) -0.557 -0.539 -0.578 -0.448 -0.499 -0.536


[0.245] [0.257] [0.231] [0.243] [0.141] [0.264]
∆ Net Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.028]** [0.038]** [0.040]** [0.009]*** [0.017]** [0.061]*
∆ Reservas to GDP (1st lag) -0.185 -0.152 -0.174 -0.252 -0.247 -0.102 -0.205 -0.177 -0.191 -0.268 -0.273 -0.129


[0.449] [0.528] [0.490] [0.351] [0.350] [0.682] [0.400] [0.461] [0.450] [0.294] [0.296] [0.603]
∆ FDI Assets to GDP (1st lag) 0.662 0.665 0.921 -0.423 -1.033 0.964


[0.661] [0.650] [0.530] [0.724] [0.385] [0.526]
∆ Port. equity Assets to GDP (1st lag) -3.589 -3.686 -3.911 -6.258 -3.528 -3.645


[0.209] [0.191] [0.179] [0.041]** [0.030]** [0.186]
∆ Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.026]** [0.036]** [0.030]** [0.008]*** [0.015]** [0.054]*
∆ FDI Liabilities to GDP (1st lag) -0.335 -0.343 -0.257 -0.109 0.045 -0.298


[0.232] [0.220] [0.376] [0.711] [0.862] [0.316]
∆ Port. equity Liab. to GDP (1st lag) 0.524 0.512 0.513 0.451 0.476 0.472


[0.269] [0.271] [0.275] [0.191] [0.158] [0.324]
∆ Debt Liabilities to GDP (1st lag) 0.074 0.088 0.071 0.056 0.078 0.086


[0.241] [0.205] [0.540] [0.415] [0.471] [0.306]
Observations 814 790 814 770 770 814 770 749 770 770 770 770 770 749 770 770 770 770
pseudo R^2 0.06 0.07 0.07 0.11 0.12 0.06 0.08 0.09 0.09 0.12 0.13 0.07 0.09 0.10 0.09 0.13 0.14 0.08
N crisis 50 49 50 49 49 50 49 48 49 49 49 49 49 48 49 49 49 49
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table A.6
PROBIT ESTIMATION: EXCHANGE RATE PRESSURE - INDUSTRIAL COUNTRIES
Coeficients are marginal effects at mean. Explanatory variables are two-year lags.


[1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18]
REER dev HP rolling trend (1st lag) 0.001 -0.001 0.000 0.001 -0.001 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 -0.001 0.000 0.000 0.000 0.000


[0.664] [0.897] [0.910] [0.849] [0.474] [0.689] [0.993] [0.949] [0.889] [0.760] [0.869] [0.995] [0.947] [0.800] [0.870] [0.837] [0.962] [0.935]
Real Bank Credit Growth (1st lag) 0.007 0.005 0.007 0.004 0.002 0.007 0.004 0.004 0.003 0.002 0.001 0.004 0.005 0.004 0.002 0.002 0.001 0.005


[0.035]** [0.024]** [0.031]** [0.105] [0.055]* [0.036]** [0.023]** [0.031]** [0.023]** [0.134] [0.015]** [0.031]** [0.092]* [0.106] [0.089]* [0.256] [0.192] [0.113]
Real GDP Growth (1st lag) 0.055 0.037 0.048 0.043 0.018 0.055 0.027 0.024 0.012 0.019 0.006 0.028 0.026 0.021 0.010 0.017 0.006 0.026


[0.004]*** [0.062]* [0.009]*** [0.006]*** [0.029]** [0.004]*** [0.043]** [0.097]* [0.079]* [0.019]** [0.023]** [0.044]** [0.043]** [0.098]* [0.060]* [0.017]** [0.037]** [0.044]**
Real Export Growth (1st lag) -0.057 -0.048 -0.052 -0.045 -0.023 -0.058 -0.038 -0.035 -0.018 -0.024 -0.009 -0.038 -0.034 -0.030 -0.015 -0.021 -0.009 -0.034


[0.000]*** [0.000]*** [0.001]*** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.001]*** [0.005]*** [0.002]*** [0.000]*** [0.000]*** [0.001]*** [0.002]*** [0.001]*** [0.002]*** [0.000]*** [0.000]***
US interest rate (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000


[0.944] [0.875] [0.856] [0.802] [0.839] [0.951] [0.818] [0.850] [0.940] [0.619] [0.633] [0.821] [0.747] [0.604] [0.871] [0.494] [0.776] [0.747]
NFA to GDP 0.001 0.000 0.000


[0.658] [0.949] [0.942]
Cumm. Current Account to GDP 0.000 0.000 0.000


[0.850] [0.990] [0.968]
Cumm. Valuation Adjust. to GDP 0.012 0.005 0.006


[0.008]*** [0.309] [0.248]
Total Assets to GDP 0.000 -0.001 -0.001


[0.911] [0.573] [0.421]
Total Liabilities to GDP -0.002 -0.002 -0.002


[0.560] [0.461] [0.318]
Net FDI Assets to GDP 0.014 0.008 0.008


[0.025]** [0.176] [0.081]*
Net Port Equity Assets  to GDP 0.014 0.011 0.012


[0.073]* [0.002]*** [0.000]***
Net Port Debt Assets to GDP -0.003 -0.001 -0.001


[0.157] [0.717] [0.671]
Int Reserves to GDP 0.015 0.011 -0.004 0.001 -0.002 0.001


[0.253] [0.405] [0.639] [0.854] [0.841] [0.899]
FDI Assets to GDP 0.011 0.004 0.004


[0.084]* [0.046]** [0.129]
Portfolio equity Assets to GDP 0.010 0.007 0.007


[0.069]* [0.035]** [0.003]***
Port Debt Assets to GDP -0.003 -0.001 -0.001


[0.009]*** [0.164] [0.174]
FDI Liabilities to GDP -0.010 -0.006 -0.005


[0.481] [0.392] [0.303]
Portfolio equity Liabilities to GDP -0.010 -0.005 -0.006


[0.191] [0.020]** [0.012]**
Debt Liabilities to GDP -0.003 -0.001 -0.001


[0.580] [0.610] [0.522]
∆ NFA to GDP (1st lag) 0.015 0.022 0.024 0.021 0.012 0.017


[0.114] [0.119] [0.351] [0.056]* [0.151] [0.154]
∆ Net FDI to GDP (1st lag) -0.009 0.016 0.002 -0.005 0.003 -0.009


[0.126] [0.510] [0.816] [0.570] [0.652] [0.086]*
∆ Net Port Equity to GDP (1st lag) 0.065 0.050 0.056 0.049 0.021 0.066


[0.017]** [0.043]** [0.006]*** [0.002]*** [0.001]*** [0.008]***
∆ Net Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.181] [0.219] [0.298] [0.299] [0.296] [0.165]
∆ Reservas to GDP (1st lag) 0.050 0.046 0.037 0.060 0.024 0.050 0.054 0.045 0.030 0.054 0.022 0.054


[0.025]** [0.019]** [0.005]*** [0.007]*** [0.001]*** [0.041]** [0.040]** [0.022]** [0.011]** [0.006]*** [0.002]*** [0.080]*
∆ FDI Assets to GDP (1st lag) -0.028 0.006 0.007 -0.005 0.002 -0.028


[0.432] [0.840] [0.546] [0.753] [0.612] [0.454]
∆ Port. equity Assets to GDP (1st lag) 0.072 0.057 0.053 0.044 0.018 0.072


[0.003]*** [0.009]*** [0.009]*** [0.003]*** [0.001]*** [0.003]***
∆ Debt Assets to GDP (1st lag) 0.000 0.000 0.000 0.000 0.000 0.000


[0.156] [0.186] [0.404] [0.193] [0.283] [0.160]
∆ FDI Liabilities to GDP (1st lag) 0.005 -0.022 -0.006 0.003 -0.001 0.005


[0.759] [0.373] [0.696] [0.878] [0.932] [0.751]
∆ Port. equity Liab. to GDP (1st lag) -0.061 -0.050 -0.032 -0.052 -0.020 -0.061


[0.026]** [0.042]** [0.045]** [0.011]** [0.002]*** [0.029]**
∆ Debt Liabilities to GDP (1st lag) -0.006 -0.011 0.003 -0.004 0.002 -0.006


[0.619] [0.546] [0.677] [0.627] [0.457] [0.630]
Observations 490 471 490 480 480 490 480 461 480 480 480 480 480 461 480 480 480 480
pseudo R^2 0.13 0.19 0.14 0.19 0.24 0.13 0.24 0.26 0.29 0.28 0.32 0.24 0.25 0.27 0.30 0.29 0.32 0.25
N crisis 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
Robust p values in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%  
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Table A.7: Credit Ratings, Ordered Probit Estimation, stocks: 1990-2004.
(all stocks in first lag)


Explanatory Variable [1] [2] [3] [4] [5] [6] [7] [8] [9] [10]
Real GDP Growth 0.02 0.022 0.024 0.023 0.024 0.044 0.04 0.044 0.04 0.047


[0.187] [0.161] [0.153] [0.150] [0.152] [0.004]*** [0.008]*** [0.014]** [0.008]*** [0.011]**
Per-capita Real GDP (PPP) 0.914 0.886 0.595 0.836 0.553 7.126 7.798 7.339 7.801 8.604


[0.011]** [0.015]** [0.066]* [0.024]** [0.102] [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.000]***
Inflation rate -0.365 -0.381 -0.259 -0.383 -0.27 -0.343 -0.284 -0.124 -0.284 -0.122


[0.000]*** [0.000]*** [0.007]*** [0.000]*** [0.005]*** [0.003]*** [0.009]*** [0.337] [0.009]*** [0.346]
Fiscal Deficit / GDP -6.384 -6.946 -6.138 -7.114 -5.655 -12.622 -12.392 -12.721 -12.42 -7.475


[0.013]** [0.006]*** [0.023]** [0.005]*** [0.035]** [0.000]*** [0.000]*** [0.000]*** [0.000]*** [0.026]**
Debt-services / Exports 1.357 1.269 1.943 1.298 2.05 2.042 2.663 4.036 2.682 4.694


[0.178] [0.234] [0.055]* [0.223] [0.045]** [0.071]* [0.031]** [0.001]*** [0.031]** [0.000]***
Indicator CAD larger than SCAD 0.625 0.567 0.54 0.575 0.489 0.464 0.422 0.398 0.421 0.126


[0.002]*** [0.007]*** [0.017]** [0.006]*** [0.039]** [0.013]** [0.027]** [0.044]** [0.028]** [0.538]
NFA / GDP 0.533 2.564


[0.429] [0.000]***
Net FDI /GDP -5.285 -5.57


[0.002]*** [0.000]***
Net portfolio equity / GDP -3.458 -0.293


[0.138] [0.907]
Net debt /GDP 3.521 5.393


[0.000]*** [0.000]***
Assets / GDP -0.135 2.45


[0.891] [0.017]**
Liabilities / GDP -0.485 -2.561


[0.466] [0.000]***
Reserves / GDP 1.882 1.999 2.043 2.544


[0.480] [0.453] [0.462] [0.361]
FDI assets / GDP -5.717 -6.533


[0.208] [0.097]*
FDI liabilities / GDP 5.075 4.832


[0.003]*** [0.003]***
Debt assets / GDP 2.182 1.319


[0.078]* [0.458]
Debt liabilities / GDP -3.309 -5.422


[0.000]*** [0.000]***
Equity assets / GDP -0.751 11.64


[0.773] [0.000]***
Equity liabilities / GDP 5.048 12.812


[0.079]* [0.000]***
Observations 335 327 316 327 316 322 317 312 317 312
Pseudo R2 0.40 0.40 0.42 0.40 0.42 0.45 0.46 0.49 0.46 0.52
Robust p values in brackets. Estimated with time and country dummies not presented
* significant at 10%; ** significant at 5%; *** significant at 1%


1/  AAA (Aaa) for Moody´s (S&P) correspond to 20. D corresponds to 0.


Source: Authors´ calculations


Moody´s Ratings 1/ Standard & Poors´ Ratings 1/


 







APPENDIX I 
Data sources 


 
The data for the estimations on current account reversal corresponds to Edwards (2005b). 
The data set for the estimations on exchange rate market pressure corresponds to Garcia 
and Soto (2004). These datasets were enlarged with the foreign assets and liabilities of the 
main components of the international investment position prepared by Lane and Milesi-
Ferretti (2006).19 Valuation adjustments were constructed subtracting from the net foreign 
asset position (assets-liabilities) the cumulative current account taken from the IMF’s 
International Financial Statistics. All stock and flow series are over current GDP in dollars.  
 
For the credit ratings estimations, we take end-of-year sovereign ratings released by 
Standard & Poor’s and Moody’s agencies for the period 1990-2005. Ratings were 
converted into a numeric scale using the following table: 
 


Standard & Poor’s Moody´s Numeric Scale


AAA Aaa 20


AA+ Aa1 19
AA Aa2 18
AA- Aa3 17


A+ A1 16
A A2 15
A- A3 14


BBB+ Baa1 13
BBB Baa2 12
BBB- Baa3 11


BB+ Ba1 10
BB Ba2 9
BB- Ba3 8


B+ B1 7
B B2 6
B- B3 5


CCC+ Caa1 4
CCC Caa2 3
CCC- Caa3 2


CC Ca 1
D D 0  


 
For the panel real exchange rate, we take real exchange rate, productivity, government 
consumption and terms of trade from Aguirre and Calderón (2006)’s dataset. The foreign 
assets and liabilities are taken again for Lane and Milesi-Ferretti (2006). Country and fixed 
effects were removed from the series on foreign assets and liabilities before performing the 
long-run estimations. 
 
For Chile’s real exchange rate estimations, we use a unique dataset prepared by the Balance 
of Payments Department of the Central Bank, which distinguishes transactions and stocks 
at the end of the period for each gross component of the IIP (FDI, Portfolio, Other 
Investment and reserves). These series are available from 1983.I. to 2005.IV. Productivity, 
real exchange rate, terms of trade and government consumption was taken directly from 
Caputo and Dominichetti (2005).  
 
                                                 
19 Available at: http://www.imf.org/external/pubs/ft/wp/2006/data/wp0669.zip. 
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APPENDIX II 
List of Countries 


 
 


1. Current Account Reversals and Currency Crises (136 countries) 
 


Industrial Developing
Australia Albania Gabon Nepal Vietnam
Austria Algeria Georgia Nicaragua Yemen, Rep.
Bahrain Angola Ghana Niger Zambia
Belgium Argentina Guatemala Nigeria Zimbabwe
Canada Armenia Guinea Oman
Cyprus Azerbaijan Haiti Pakistan


Denmark Bangladesh Honduras Panama
Finland Belarus Hungary Papua New Guinea
France Benin India Paraguay


Germany Bolivia Indonesia Peru
Greece Bosnia and Herzegovina Iran, Islamic Rep. Philippines


Hong Kong, China Brazil Jamaica Poland
Iceland Bulgaria Jordan Romania
Ireland Burkina Faso Kazakhstan Russian Federation
Israel Cambodia Kenya Rwanda
Italy Cameroon Kyrgyz Republic Saudi Arabia
Japan Chad Lao PDR Senegal


Kuwait Chile Latvia Slovak Republic
Luxembourg China Lebanon South Africa


Malta Colombia Libya Sri Lanka
Netherlands Congo, Dem. Rep. Lithuania Sudan


New Zealand Congo, Rep. Macedonia, FYR Swaziland
Norway Costa Rica Madagascar Tajikistan
Portugal Croatia Malawi Tanzania


Qatar Czech Republic Malaysia Thailand
Singapore Dominican Republic Mali Togo
Slovenia Ecuador Mauritius Trinidad and Tobago


Spain Egypt, Arab Rep. Mexico Tunisia
Sweden El Salvador Moldova Turkey


Switzerland Equatorial Guinea Morocco Uganda
United Arab Emirates Estonia Mozambique Ukraine


United Kingdom Ethiopia Myanmar Uruguay
United States Fiji Namibia Venezuela, RB  
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2. Real Exchange Rate Panel (49 countries) 
 


Industrial
Australia Argentina Peru
Austria Bolivia Philippines


Belgium Brazil Syrian Arab Republic
Canada Chile Thailand


Germany Côte d'Ivoire Trinidad and Tobago
Denmark Colombia Tunisia


Spain Costa Rica Uruguay
Finland Dominican Rep. Turkey
France Ecuador Venezuela, Rep. Bol.


United Kingdom Egypt
Greece Indonesia
Ireland India


Italy Jamaica
Japan Jordan


Netherlands Korea
Norway Morocco


New Zealand Mexico
Portugal Norway
Sweden Pakistan


United States Panama


Developing


 
 
 
 
 


3. Sovereign Credit Ratings (52 countries) 
 


Argentina Indonesia Poland
Bolivia Israel Romania
Brazil Jordan Russian Federation


Bulgaria Kazakhstan Slovak Republic
Chile Korea South Africa
China Latvia Thailand


Colombia Lebanon Trinidad and Tobago
Costa Rica Lithuania Turkey


Croatia Malaysia Ukraine
Czeck Republic Mauritius Uruguay


Dominican Republic Mexico Venezuela
Ecuador Moldova Vietnam


Egypt, Arab Rep. Morocco
El Salvador Oman


Estonia Pakistan
Fiji Islands Panama
Guatemala Papua New Guinea
Honduras Paraguay
Hungary Peru


India Philippines  
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Décima Conferencia Anual del Banco Central de Chile 
“CUENTA CORRIENTE Y FINANCIAMIENTO EXTERNO” 


 
Jueves, 9 de Noviembre, 2006 


 
Sesión I:  Palabras de Bienvenida (Sesión en español) 
 
9:30-9:40 Palabras de Bienvenida, Vittorio Corbo, Presidente, Banco Central de Chile. 
 
Sesión II:_  Conferencia Invitada (Sesión en español) 
 


Moderador: Esteban Jadresic (Banco Central de Chile) 
 
9:40-10:30  “Sudden stops to Capital flows: Causes and Consequences” Guillermo Calvo, 


Economista Jefe, Banco Interamericano del Desarrollo.  
 
10:30-11:00 Café. 
 
Sesión III:  Current Account Dynamics 
 


Moderador: Esteban Jadresic (Banco Central de Chile) 
 
11:00-12:50 “Financial Frictions and Business Cycles in Emerging Economies”, Jaime 


Guajardo (FMI) 
   
 “Inter-temporal Smoothing and the Current Account”, Gita Gopinath (Harvard 


University) y Mark Aguiar (University of Rochester) 
 


Comentaristas: Claudio Raddatz (Banco Mundial) 
  Manuel Marfán (Banco Central de Chile) 
 


12:50-14:30 Almuerzo 
 
Sesión IV:  Emerging Market Finance 
 


Moderador: Jorge Desormeaux (Banco Central de Chile) 
 
14:30-16:20 “The Nature of Emerging Market Finance” Graciela Kaminsky y Ana Fostel 


(George Washington University). 
 
 “Factors Behind Capital and Current Account Reversals”, Kevin Cowan, José De 


Gregorio y Alejandro Micco (Banco Central de Chile y Ministerio de Hacienda). 
 


Comentaristas: José Luis Escrivá (BBVA Madrid). 
Norman Loayza (Banco Mundial). 


 
16:20-16:40 Café 
 
Sesión V:  Issues on International Capital Flows  
 


Moderador: Frederic Mishkin (Federal Reserve Board) 
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16:40-18:30 “Surplus Countries and Global Adjustment”, Sebastian Edwards (UCLA). 
  
 “International Reserves Management and the Current Account” Joshua Aizenman 


(UCSC). 
 


Comentaristas:  Romain Ranciere (FMI y Universitat Pompeu Fabra). 
    Klaus Schmidt-Hebbel (Banco Central de Chile). 
 
Viernes, 10 Noviembre, 2006 
 
Sesión VI: Conferencia Invitada 
 


Moderador: José De Gregorio (Banco Central de Chile) 
 
9:00-9:50 “Exchange Rate Policies and Development” John Williamson (Senior Fellow, 


Institute for International Economics). 
 
9:50-10:10 Café. 
 
Sesión VII: Panel on Global Imbalances 
 


Moderador: José De Gregorio (Banco Central de Chile) 
 
10:10-12:10 Panel on Global Imbalances and Their Consequences for Latin American 


Economies 
 Michael Dooley (UCSC) 
 Barry Eichengreen (UC Berkeley) 
 Roberto Zahler (Zahler y Co.) 


 
12:10-13:30 Almuerzo 
 
Sesión VIII:  Valuation Effects and External Adjustment 
 


Moderador: Sebastian Edwards (UCLA) 
 
13:30-15:20 “Valuation Effects in Emerging Markets” Pierre-Oliver Gourinchas , (University 


of California, Berkeley) 
 
 “Net and Gross Stocks, Valuation Effects and Flows: Do They Matter?” Alfredo 


Pistelli, Jorge Selaive and Rodrigo Valdés (Banco Central de Chile) 
 


  Comentaristas:  Federico Sturzenegger (Harvard University y Di Tella) 
    Luis Felipe Céspedes (Ministerio de Hacienda, Chile) 
 
15:20-15:40 Café. 
 
Sesión IX: Country Experiences with Current Accounts 
  


Moderador: Enrique Marshall (Banco Central de Chile) 
 
15:40-18:00 “The Case of Australia” Chris Kent (Reserve Bank of Australia) 
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 “Current Accounts and Monetary Policy. The Experience of Two Commodity 
Exporting Countries: Chile and New Zealand”. Juan Pablo. Medina, A. Munro 
and C. Soto (Banco Central de Chile y Reserve Bank of New Zealand) 


 
 “The Case of Asia”. R. Moreno (BIS) 
 
   Comentaristas: Miguel Fuentes (Universidad Católica) 
    Nicolás Eyzaguirre (CEPAL) 
    Juan Echavarria (Banco de la República de Colombia) 
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MONETARY POLICY CHALLENGES IN EMERGING MARKETS: 
Sudden Stop, Liability Dollarization, and Lender of Last Resort 


 
 


Guillermo A. Calvo* 


 
 
 
 
 
 
 
 
Abstract: The paper argues that Emerging Market economies, EMs, face financial 
vulnerabilities that weaken the effectiveness of a domestic Lender of Last Resort, LOLR.  
As a result, monetary policy is inextricably linked to the state of the credit market.  In 
particular, the central bank should be ready to operate as LOLR during Sudden Stop (of 
capital inflows) by releasing international reserves in an effective manner.  These 
conditions also impact on optimal monetary policy in normal but high volatility periods.  
The paper further argues that during those periods interest rate rules may engender 
excessive volatility of exchange rates and, thus, that it may be advisable to supplement 
those rules by foreign exchange market intervention or outright exchange rate pegging.  
At a fundamental level, the analysis suggests that the state-of-the-arts literature 
summarized by Woodford (2003) or even more heterodox approaches exemplified by 
Stiglitz and Greenwald (2003) fall short of providing an adequate guide for monetary 
policy in EMs. 
 
 
 
 
 
 
* I am grateful to José De Gregorio, Ugo Panizza, Andrew Powell, John B. Taylor, Rodrigo Valdés, and 
participants in the Latin American Network of Central Banks and Finance Ministries at the Inter-American 
Development Bank, Washington DC, October 19-20, 2006, for helpful comments; and especially to 
Gonzalo Llosa for research assistance and literature search.  Usual caveats apply.
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I. Introduction 


 
“A nice art collection and quiet surroundings do not a First World central bank 


make” should be the motto of every central banker in Emerging Market economies, EMs.  


This is especially true during tranquil times in which interest-rates spreads, both level and 


volatility, are low, and the central bank easily forgets its role as Lender of Last Resort, 


LOLR—thus entirely focusing on its role as guarantor of price stability in a full-


employment setting.  Unfortunately, as the high-volatility episode in May/June 2006 


reminded us, tranquil times may quickly turn into periods in which an EM central banker 


looks more like a high-wire performer without a safety net than a sedate analyst whose 


primary objective is to find the best specification for a Taylor Rule. 


Fortunately, experienced central bankers are well aware of these facts, and have 


acted accordingly.  Since 1998, for example, Latin America has increased its stock of 


international reserves twofold, while Asia (including China) did so by a factor of three.  


This followed the Asia 1997 and Russia 1998 crises which left no doubt that a Sudden 


Stop (of capital inflows) and attendant liquidity crunch can hit both saints and sinners.  


However, this type of policy reaction is still not totally incorporated in central banks’ tool 


kit—replete with sophisticated analyses on how to implement Inflation Targeting, for 


example, with little or no reference to financial imperfections in EMs.1 


The objective of this note is to help to redress the balance by bringing to the fore 


two distinguishing characteristics of EMs, namely, Sudden Stop and Liability 


                                                 
1 Céspedes, Chang and Velasco (2001), and Caballero and Krishnamurthy (2005) are exceptions in which 
the incidence of Liability Dollarization and Sudden Stop are explicitly taken into account.  
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Dollarization (foreign-exchange denominated debts).2  Special emphasis will be placed 


on Domestic Liability Dollarization, DLD, i.e., domestic residents’ dollar debts vis-à-vis 


the domestic banking system.  These financial features seriously weaken the central 


bank’s role as LOLR, but have been largely ignored in the literature which, true to form, 


has focused on issues relevant to mature economies.3 


Section II will start defining LOLR, and argue that EMs are likely to have a 


somewhat ineffective LOLR.  The discussion will then turn to the use of international 


reserves during Sudden Stop.  It will be argued that proper management of Sudden Stop 


episodes should be high in the central bank’s agenda, because they may deteriorate long-


term growth prospects, despite the fact that those episodes are not everyday events.  


Section III will discuss some aspects of monetary policy under normal conditions, but 


under the assumption of a largely ineffective LOLR.  Section IV concludes. 


II. Lender of Last Resort in EMs 


1.  Lender of Last Resort, LOLR.  A LOLR is an institution that is able to lend at 


reasonable low rates of interest to sectors (public or private) that are seriously credit 


constrained.  Typically, this role is carried out by the central bank (and this will be 


assumed in what follows). 


 An effective LOLR either has resources of its own (e.g., international reserves) or 


is able to borrow in the open market at reasonable interest rates.  The US Fed is an 


example of the latter type.  Under these circumstances, the LOLR does not interfere with 


                                                 
2 In what follows “dollar” will be identified with “foreign exchange.”  In Eichengreen et al (2005) Liability 
Dollarization is called Original Sin, instead. 
3 For example, the expression Lender of Last Resort is not in the Index of Woodford (2003), a masterful 
state-of-the-arts exposition of monetary theory.  Neither is the LOLR or related DLD issue treated in 
Stiglitz and Greenwald (2003), a book that otherwise places great emphasis on domestic financial 
imperfections. 
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its role as guarantor of price stability.  To a large extent, the two types of activities are 


independent of one another.  This has not been the case in most EMs. 


 Consider a Sudden Stop episode.  The economy as a whole—including the central 


bank and the other branches of government—undergoes a sudden, highly unexpected, 


curtailment of international credit (see Calvo, Izquierdo and Mejia (2004) for an 


empirical definition).  Thus, beyond international reserves, central bank loans have to be 


financed by seigniorage, i.e., money printing, interfering with the central bank’s role as 


guarantor of price stability. 


 The LOLR in EMs may also be ineffective in less extreme cases.  Suppose, for 


example, that there is a run on domestic banks in response to rumors of a financial crisis 


(i.e., a potential self-fulfilling banking crisis).  This is an episode akin to the bank run 


during the US Great Depression (see Friedman and Schwartz (1963)).  An effective 


LOLR would quickly gain control of the situation by extending necessary loans to banks 


in order for the run not to cause costly withdrawals of credit lines to the private sector.  


This operation need not have any impact on prices or the exchange rate because the 


central bank would simply be accommodating a higher demand for liquidity.  The 


situation would be different, however, if some of the liquidity held by the private sector 


consisted of foreign exchange, for example, a phenomenon that is denominated Currency 


Substitution in the literature, and is highly prevalent in developing countries (see Calvo 


and Vegh (1999)).  In that case, increasing domestic liquidity may not be neutral as in the 


previous instance.  Unless this operation is swiftly accompanied by foreign exchange 
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intervention, the increase in domestic liquidity could give rise to a sharp increase in the 


exchange rates and prices.4  


 Let us now consider the situation one period before the LOLR is called into 


action, and assume that the private sector is fully aware of this.  Under an effective 


LOLR, the expectation that the LOLR will go into action will come as a relief, since it 


ensures that a major financial accident will be avoided.  However, if the LOLR is 


ineffective, the situation is radically different.  The private sector would realize that very 


soon the money-printing press will likely go into overdrive, pushing prices and exchange 


rates sharply upwards.  Moreover, if the situation is triggered by Sudden Stop or domestic 


prices are sticky, the real exchange rate will also increase which, combined with DLD, 


compromises the health of the banking system, potentially paralyzing the payments 


system.  Thus, just a basic understanding of this scenario will drive the private sector to 


take precautionary action by, e.g., withdrawing bank deposits.  Most likely, this will be 


reflected in higher and more volatile interest-rate spreads, having a negative impact on 


the credit market, and possibly triggering some early LOLR activity.  


2.  Sudden Stop: The role of international reserves.  A Sudden Stop is, first and 


foremost, a credit event.  Typically, the country as a whole finds itself bereft of dollar 


credit, and it makes perfect sense that the international reserves of the central bank are 


made available to the public.  Table 1 shows that this has been the general practice during 


Sudden Stop episodes since 1980 (see Data Appendix).  Central banks lost large 


quantities of international reserves, and neither reserve losses nor exchange rate 


                                                 
4 To prevent that a change in liquidity composition will bring about a bank run, some central banks have 
allowed foreign-exchange deposits.  Thus, individuals could change liquidity composition from “peso” to 
“dollar” without withdrawing their bank deposits.  A major drawback of allowing dollar deposits is that 
they are a major factor behind the creation of DLD. 
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depreciations are significantly different across exchange rate regimes prevailing prior to 


Sudden Stop. 


 


Table 1: Media Test 
    


EXCHANGE RATE 
Maximum Loss 
of Reserves a/ 


Maximum Loss of 
Reserves/GDP b/ 


Maximum 
Nominal 


Depreciation c/ 
    
FLEXIBLE    
    
Mean -15.435 -1.625 26.435 
Standard Error (3.512)*** (0.365)*** (7.162)*** 
Observations 30 30 30 
    
FIXED    
    
Mean -19.238 -2.267 20.495 
Standard Error (2.246)*** (0.326)*** (8.795)** 
Observations 90 87 90 
    
DIFFERENCE BETWEEN 
FLEXIBLE AND FIXEDd/    
Mean 3.802 0.643 5.940 
Standard Error (4.388) (0.595) (15.816) 
    
a/ Percentage difference between the minimum level of international reserves during a sudden stop and the pre-crisis 
level. 
b/ Calculated using 1-year lagged GDP. 
c/ Percentage difference between the maximum exchange rate during a sudden stop and its pre-crisis level. 
d/ Test t of difference in medias.  
Note: The exchange rate regime correspond to 1-year lagged of Levy-Yeyati & Sturzenegger’s (2005) 3-way 
classification.  
* significant at 10%, ** significant at 5%, *** significant at 1% 


 


 Under normal central bank operations, reserves are made available to the 


public through what is usually called Foreign Exchange Intervention, FXI, which in this 


case amounts to selling foreign exchange for domestic currency at an exchange rate lower 


than the one that would prevail if the central bank did not intervene.  Thus, at the margin, 
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FXI is tantamount to fixing or pegging the exchange rate.  Table 1 thus implies that, as a 


general rule, during Sudden Stop central banks are likely to switch to some form of fixed 


or pegged exchange rate system.  Notice that if, contrariwise, the central bank insisted in 


letting the exchange rate do all the work, then international reserves would remain in its 


vaults, unless, of course, the central bank devises less standard schemes for disposing of 


international reserves.   


An interesting example of non standard ways for disposing of international 


reserves is an operation carried out by Brazil in August 2002 (see Financial Times 


(2002)) when the central bank employed some of its international reserves to make loans 


to the export sector through commercial banks.  This operation took place during an 


incipient Sudden Stop episode triggered by statements from incoming president Lula to 


the effect that his government might engage in some kind of public debt repudiation.  The 


operation appears to have been very successful.5 


Assuming that during Sudden Stop it is optimal for the central bank to make its 


reserves available in order to cushion the effects of international credit crunch, what is 


better: FXI or directing credit to some critical sectors?  FXI has the advantage that the 


central bank needs to have only limited information about credit markets.  But a major 


disadvantage is that international reserves may just become Capital Flight, and have no 


positive effect on the real economy.  This instance cannot be discounted because during 


Sudden Stop the private sector operates under “poor visibility”—the Sudden Stop creates 


serious information gaps that militate against an efficient allocation of resources.  Thus, if 


the central bank believes that it has better information than the market, limited as it might 


                                                 
5 How common have been these types of directed credit operations in response to incipient Sudden Stop is 
unknown to me and constitutes an interesting research topic. 
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be, it may be advisable for the central bank directly to channel international reserves to 


sectors which, on net, display a positive marginal social return to the use of international 


reserves (much what Brazil attempted to do in 2002, although in each case not 


necessarily involving the export sector).  Clearly, for the success of this ‘surgical’ 


operation, it is necessary for the central bank to be well on top of developments in 


domestic credit markets, given that, in addition, this operation should be timely.  


Moreover, every possible measure should be taken to prevent Moral Hazard.  Moral 


Hazard is a key issue, since just the expectation that the central bank will provide “cheap” 


credit during a Sudden Stop may induce inordinately large risk-taking by the private 


sector.  This is a well known phenomenon in the banking sector, and stands as an 


important rationale behind bank regulation.  Thus, if non-bank sectors are routinely 


bailed out during Sudden Stop, their debt management procedures should also be subject 


to government regulation.  In this respect, one possible market-friendly type of 


arrangement might be to ensure credit lines during Sudden Stop only to firms that would 


be ready to abide by central bank’s debt management regulations under normal 


conditions.  


These considerations suggest that for a proper management of monetary policy 


(including management of international reserves) it is important that the central bank can 


come into action on the spur of the moment.  Thus, a sort of Sudden Stop Drill (much like 


Fire Drills) should be part of the activities of the central bank during normal conditions.  


Its payoff could be very large.  Not being ready for action could be very costly.  


According to a recent study by Cerra and Chaman Saxena (2005), deep financial crises 


are likely to result in long lasting growth decline, which immediately places these crises 
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in the list of those that are suspect to cause large welfare effects.  These are not “purely 


cyclical” fluctuations that, as argued by Lucas (1995), are likely to entail small welfare 


losses (equivalent to just fractions of 1 percent of steady-state consumption).  


Contrariwise, even a small decline in growth potential may bring about large welfare 


loss, especially if, realistically, growth and discount rates are approximately equal.  


Therefore, proper management of monetary policy during Sudden Stop may be worth 


more than long periods of impeccable monetary policy under normal conditions (where 


fluctuations are likely to be purely cyclical). 


III. Normal Conditions but Imperfect LOLR 


There is a growing consensus in EMs that some form of Inflation Targeting, IT, 


implemented by the central bank by means of a reference or policy interest rate (hereon 


Interest Rate Tweaking, IRT) is a good system for normal and tranquil periods.  When 


volatility is high, though, typically IRT is replaced by other monetary policy 


instruments—FXI being at the top of the list.6  For an illustration of this central bank 


sleight of hands one needs to go no further than the recent turmoil episode in May/June.7  


Unfortunately, IRT is generally identified with “floating exchange rates.”  Thus, to the 


man in the street, pegging the exchange rate during market turbulence is tantamount to 


abandoning floating exchange rates.  Since pegged exchange rates have been demonized 


by the Fund as key factors behind the string of financial crises that started with Mexico’s 


‘Tequila’ crisis in 1994/5, the change of monetary policy instruments raises suspicions 


that policymakers may have lost their way, further contributing to market volatility. 


                                                 
6 See BIS (2005) for an interesting collection of central bankers’ views on foreign exchange intervention. 
7 For example, in June 2006 the central bank of Turkey’s net foreign exchange position declined by almost 
US$ 3 billion in a short span of time, even though the IMF program calls for floating exchange rates. 
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It seems to me that time is high to clear the air about some concepts that are poorly 


defined or just wrong, and to try to provide some rationale for instrument switching as the 


economy transitions between tranquil and turbulent periods in normal times.  Hopefully, 


greater conceptual clarity will help to make instrument switching in the face of high 


volatility less traumatic.   


In the first place, IRT is not equivalent to floating exchange rates.  The standard 


textbook definition of floating exchange rates is a system in which the central bank sets 


money supply (e.g., monetary base) and exchange rates are determined by market forces.  


In contrast, IRT sets an intertemporal price, i.e., an interest rate, not a monetary 


aggregate.  It is not hard to show, for example, in standard open-economy models (and 


abstracting from uncertainty or assuming complete contingent markets) that one could 


tweak the policy interest rate in order to keep the exchange rate or money supply 


constant—giving rise to fixed or floating exchange rates as the case may be.  Thus, as a 


first approximation, during tranquil times IRT is a system that encompasses most of the 


systems discussed in the literature, going from fixed to floating exchange rates.  


Moreover, when IRT is used to implement Inflation Targeting, then the line between the 


resulting system and pegged exchange rate becomes really blurry.  To illustrate, consider 


the polar case in which the basket of goods which price index is targeted by IT consists 


exclusively of foreign exchange (or only pure tradable goods), then IT is equivalent to 


exchange rate tablitas (i.e., preannounced exchange rates) made famous (or infamous) by 


exchange-rate-based stabilization plans in the Southern Cone during the 1970s and 1980s 


(see Calvo and Végh (1999)). 







 10


There is, however, a subtle difference between exchange rate pegs and IRT, namely, 


the type of bond being employed. In IRT domestic bonds are typically employed, e.g., 


central bank debt instruments, denominated in domestic or foreign currency.  In contrast, 


for exchange rate pegs the central bank buys or sells foreign exchange, i.e., it employs 


foreign bonds.8  Both procedures yield identical results if domestic and foreign bonds are 


perfect substitutes—but would be different, otherwise.  For example, if the probability of 


Sudden Stop goes up, interest-rate spreads on domestic bonds may rise sharply, making 


IRT significantly more costly than pegging.  This is an example in which, if authorities 


believe that the market overestimates the probability of Sudden Stop, it might be optimal 


to switch from IRT to exchange-rate pegging.  If anything, this type of instrument 


switching would reinforce the implementability of government’s targets because it would 


result in a stronger fiscal stance.  In this example the instrument switch involves no 


fundamentally different monetary policy because objectives are unchanged; the switch is 


only prompted by cost considerations.  This theme, namely, that a switch from IRT to 


exchange-rate pegging could just be a technicality and not a major monetary policy 


change, will be a leit motif of the ensuing discussion.  


1.  Interest Rate Tweaking: A weak instrument during market turbulence?  In tranquil 


times many instruments are good for achieving monetary objectives.  Instruments, as 


captains, are really tested in choppy waters.  As noted, IRT can be so effective in tranquil 


times as to be able to closely mimic any standard exchange-rate system.  However, the 


situation could be quite different during market turbulence if capital markets are 


                                                 
8 As shown in Calvo (1998) central banks could erase their tracks by recovering the stock of (gross) 
international reserves by buying back reserves in exchange for domestic bonds.  If they did so, then the 
fiscal implications of the two systems would be essentially the same. 
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incomplete and the interest rate cannot be easily tied to random shocks.  Consider, for 


example, a log-linearized version of uncovered interest arbitrage condition: 


,1 ttt i+κ=ε +      (1) 


where εt+1 is the expected rate of devaluation between periods t and t+1, it is the policy 


interest rate from period t to t+1, and κt is a risk premium in period t (for simplicity, the 


international interest rate is set equal to zero).  Notice that εt+1 would also be the expected 


rate of inflation of purely tradable goods (assuming, for simplicity, that dollar inflation is 


zero).  Thus, if i is set prior to knowing κ, the variance of expected inflation of tradable 


goods would equal that of κ.  If, for example, one proxies κ by the EMBI (as computed 


by J.P. Morgan), Figure 1 shows that κ’s monthly standard deviation has suffered major 


swings since 1991, reaching a staggering 300 basis points around the 1998 Russian 


crisis.9  Under the above conditions, the resulting swings in the tradables’ expected rate 


of inflation would totally be outside the control of the monetary authority.  This is 


especially worrisome in developing countries, because empirical studies suggest that 


exchange rate volatility is detrimental to trade.  Since trade and growth appear to go hand 


in hand, one is led to the conclusion that if the policy instrument (in this case the policy 


interest rate) cannot prevent high volatility, the central bank should be well advised to 


find another instrument that is more effective in that respect, albeit on a temporary basis.  


FXI/exchange-rate-pegging is a natural candidate.  Pegging the exchange rate in a 


credible manner would significantly lower the volatility of εt+1, shifting its volatility to 


                                                 
9 See Data Appendix for definition of variables.  Incidentally, EMBI and its volatility are positively 
correlated.  An ols of these two variables measured in basic points and on monthly intervals for the period 
Jan 1991-August 2006 with EMBI as dependent variable yields a coefficient of 0.06 on EMBI with a t-
statistic of 9.16 (significant at 1% level).  The number of observations is 188, and R2 = 0.35. 
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Figure 1: Volatility of EMBI
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the (now) market-determined it.10,11  A central bank that follows IT may thus have strong 


incentives to peg the exchange rate during market turbulence, if tradable goods’ prices 


are a major item in their price index and/or there is a large pass-through coefficient.  


Moreover, unless the pass-through coefficient is very close to unity, pegging will become 


even more attractive in the presence of DLD, because high exchange rate volatility is 


more likely to trigger serious financial turmoil, possibly driving the economy into a “bad” 


equilibrium.12 Furthermore, it should be recalled that IRT is, by nature, a poor nominal 


anchor.  To show this in a simple manner, consider the case in which the central bank 


accommodates money supply in order to satisfy an exogenous interest rate target (for a 


thorough discussion of IRT rules, see Woodford (2003)).  First, let us assume that prices 


                                                 
10 Calvo and Reinhart (2000) shows that in developing countries interest rates are substantially more, and 
exchange rates substantially less, volatile than in developing countries.  This is in line with the above 
observations since the data corresponds to a period in which developing countries relied more on pegging 
than on IRT. 
11 In general, κ will be a function of the exchange rate regime.  However, this does not invalidate the 
statement made in the text, unless the exchange rate peg is subject to serious credibility problems. 
12 There appears to be a worldwide trend towards smaller pass-through coefficients.  This is typically seen 
as a desirable development because it makes it easier to decouple inflation from exchange rate fluctuations.  
However, under DLD, small pass-through coefficients may increase the probability of financial distress. 
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are perfectly flexible and the demand for money is given by function L(i), where, again, i 


is the policy interest rate.  At equilibrium, 


).(iL
P
M


=      (2) 


where M and P are, respectively, money supply and the price level.  Thus, given i, any 


ratio M/P which satisfies equation (2) would be consistent with equilibrium.  Uniqueness 


is recovered in some sticky-price models, but non-uniqueness is still an implication in 


many models with rational expectations under interest-rate targeting (see, e.g., Calvo 


(1983)).   


 The above remarks do not directly apply to IRT, but they suggest that if the 


reference interest rate is not sufficiently responsive to other macro variables, equilibrium 


multiplicity could result, making IRT ineffective. The conjecture is right.  Consider an 


IRT rule in which i = φ(π,c), where π and c stand for inflation and output, respectively.  


Imbedding this central bank reaction function in the closed-economy model in Calvo 


(1983), it is easy to show (proof in the Technical Appendix) that if φπ < 1, nonuniqueness 


holds.  Moreover, to ensure (local) uniqueness, we must have φπ > 1 and φc > 0, which is 


in line with Taylor’s rule, for example.13  Thus, the good news is that there are some 


reaction functions that ensure uniqueness.  But, on the other hand, the bad news is that 


‘birth defects’ of IRT may still be lurking in the background.14  In contrast, Calvo and 


Vegh (1993) shows in an open-economy version of the same sticky prices model that 
                                                 
13 In Calvo (1983), π stands for expected inflation (i.e., the right-hand derivative of log price level).  Hence, 
the rule is made contingent on expected inflation.  However, as argued in Benhabib et al (2003), 
nonuniqueness problems do not go away if i is set to react to lagged inflation. 
14 In the literature there are examples in which uniqueness is ensured even under interest rate targeting.  
For example, Woodford (2001) shows that uniqueness can be recovered if the primary fiscal surplus is 
exogenous, while Calvo and Vegh (1995) ensures uniqueness by assuming that the asset which interest rate 
is set by the central bank yields liquidity services.  However, both fiscal discipline and assets’ liquidity 
become highly questionable in periods of financial distress.  
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equilibrium is unique under pegged exchange rates, giving additional grounds for the 


belief that pegging (with enough international reserves, of course) could offer a more 


robust nominal anchor than tweaking.15 


 There is an important parallel between pegging and tweaking.  In both cases 


money supply is endogenously determined.  This is an attractive feature given that the 


rapid pace of financial innovation has made it very hard to assess the impact that 


individual monetary aggregates (M1, M2, etc.) have on prices and wages.  Advocates of 


flexible exchange rates, though, criticize pegging by arguing that, at best, it controls a 


small set of prices (i.e., prices of purely tradable goods and services), leaving plenty of 


room for real exchange rate misalignment (especially for large and relatively close 


economies like Brazil, for example).  This is a valid concern, especially under conditions 


of imperfect credibility (see Calvo and Vegh (1993)).  However, tweaking is also subject 


to similar concerns.  The policy interest rate which is controlled by the central bank is 


just one of a number of interest rates existing in the market.  If, as is typically the case, 


the policy interest rate corresponds to short-term interest rates on central bank paper or its 


interbank equivalent, IRT will certainly affect the cost of that kind of liquidity, but may 


have very little impact on overall liquidity.  Actually, I suspect that the disconnect that 


we have recently seen between short and long rates of interest in the US and other 


advanced economies (called “a conundrum” by former Fed Chairman Greenspan) may 


reflect financial innovation that we still do not fully understand (e.g., Credit Default 


Swaps).  Moreover, such disconnect is likely to be more common in EMs, given that they 


                                                 
15 As shown in Calvo and Vegh (1993) imperfect credibility could impair the effectiveness of exchange-
rate-based inflation stabilization plans.  But the same applies to IRT, as can easily be shown in terms of 
Calvo (1983) or the model discussed in the Technical Appendix. 
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are undergoing a deep process of financial development (as the expression “Emerging 


Markets” is intended to suggest). 


Taylor (2000), for example, recognizes these difficulties but appears to be more 


optimistic than my remarks convey.  Maybe, after all, simple IRT rules work for unruly 


EMs.  There is, however, an aspect of the whole issue that we may have ignored, namely, 


financial market volatility.  Again, measuring it by EMBI’s volatility (see Figure 1), it is 


clear that it has shown a marked declining trend since its 1998 heights.  Thus, the recent 


apparent success of IRT rules in EMs could partly be a consequence of a more stable 


financial environment. 


Two clarifications are in order.  First, the above remarks should not be taken to 


imply that the central bank must freeze the exchange rate at the first sign of high 


volatility.  The implication is only that if high volatility is not just a transitory nuisance, 


the central bank may be justified in setting bounds to the exchange rate.  Thus, my 


remarks are consistent with a situation in which, for example, in the face of high 


volatility the currency is allowed to devalue sharply but the central bank eventually 


resorts to FXI to lower exchange rate volatility.  Second, it should be noted that exchange 


rate pegging is not without problems either.  If the public is not prepared for the policy 


change, the latter may contribute to even higher volatility and, possibly, to the emergence 


of Sudden Stop.  This underlies the importance of fully alerting the public that they 


should expect an instrument switch as the economy transits into choppy waters. 


2.  International Reserves and Multiple Equilibria.  The above discussion suggests that 


FX Intervention could offer an effective remedy against excessive exchange rate 


volatility in the short run—which, by the way, provides a rationale for the fear of floating 
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highlighted in Calvo and Reinhart (2002).  A strong believer in “fundamentals,” however, 


is likely to object arguing that if IRT is ineffective, then FXI is bound to fail.  Although 


the argument cannot easily be dismissed when equilibrium is unique, it faces serious 


challenges when the economy displays multiple equilibria—a situation that gets 


considerable support in the literature (see, e.g., Calvo (1998, 2005), Obstfeld (1996)).  


Under equilibrium multiplicity, policy can help coordinate “good” or “bad” equilibriums.  


International reserves could play a key role in this coordination game, since, as pointed 


out above, they could help to cushion destructive financial spillovers of Sudden Stop.  


But, of course, for that to be the case, (a) the stock of reserves has to be large enough, (b) 


reserves have to be smartly spent during crisis (as discussed in Section II), and (c) the 


public has to trust that the government is prepared to use this kind of ammunition 


(including the use of external credit lines) to the full extent possible.   


Incidentally, as noted at the outset, several EMs have substantially increased their 


international reserves since 1998.  Some critics suggest that the stock is already too large 


by showing that they could get a much higher rate of return if invested in alternative 


financial assets.  However, what is a reasonable stock of international reserves is a 


function of their potential use.  For example, if reserves are intended to fill the financing 


gap in case there are problems in rolling over external short-term debt (the so-called, 


Greenspan-Guidotti rule), then the levels prevailing in 2006 for Latin America, for 


example, could easily be claimed to be excessive, since the ratio of reserves to such debt 


hovers around 2.7 (about 30 percent more than in 1994, prior to the ‘Tequila’ crisis).  


However, if reserves are intended to reinforce the LOLR, which in light of the previous 


discussion should be a preeminent policy objective—in which case M2 could be a more 
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appropriate denominator than external short-term debt—the region’s reserves in 2006 are 


around 37 percent of M2, which is only about 10 percent higher than in 1994 (see Calvo 


(1996 b) for a discussion of these issues).16,17   


 In regard to item (c), namely, ensure that the public expects that in case of Sudden 


Stop international reserves will be efficiently spent, thus guaranteeing the effectiveness of 


the LOLR—this is an issue that requires good rapport between the central bank and the 


public.  Assuming an adequate level of reserves, the central bank should be able to 


explain to the public that reserves are there to be used in case of incipient Sudden Stop, 


and in order to prevent a full-fledged Sudden Stop.  Thus, the central bank should be able 


to convince the public that a loss of reserves is part of the solution, not part of the 


problem.  


 The above discussion employed the phrase “international reserves” without 


providing a rigorous definition.  It is now time to try to be somewhat more precise (a 


more thorough discussion will be left for another occasion).  Let me begin with a couple 


of questions: What is the relevant concept, gross or net international reserves; and, if the 


relevant concept is net, net of what?  The IMF, for example, defines net international 


reserves by subtracting official short-term foreign-exchange denominated official debt.  


These questions are highly relevant because a large share of the impressive accumulation 


of international reserves that took place in EMs since 1998 was carried out by increasing 


official debt (variously denominated in foreign exchange or local currency).  Thus, 


                                                 
16 These figures are regional simple averages, and are based on data from the IMF’s World Economic 
Outlook, September 2006.  See Data Appendix for more information. 
17 It could be argued that if M2 is in local currency then international reserves are not needed, because the 
LOLR could always bail out banks by printing local currency.  It should be noted, however, that as a 
general rule the money-printing solution brings about large nominal and real devaluation, wrecking havoc 
in the financial sector (especially under DLD).  This is an empirical issue that cannot be discussed in this 
paper.  
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another question arises that goes closer to the heart of the issue: If reserves are 


accumulated by borrowing, why would they be effective as insurance against Sudden 


Stop?18 This is an important question that cannot be fully addressed in this paper.  


Instead, I will focus on the particular case highlighted by the heading of this section, 


namely, multiple equilibria.  Suppose that international reserves are held in order to stave 


off “bad” equilibria.  This would tend to privilege “gross” over “net,” because gross 


reserves can be utilized to bail out exporters, for instance, even if those reserves had been 


acquired by issuing government obligations of equal value, currency denomination and 


maturity.  To be true, this operation may not be a completely successful—as the 1994/5 


‘Tequila’ crisis in Mexico illustrates (see Calvo (2005))—but using international reserves 


may still be preferable to the grinding stop in exports that would otherwise inevitably 


follow if exporters (in the present example) are suddenly excluded from the international 


credit market.  On the other hand, I would not subscribe to an unqualified “gross” 


reserves concept.  Suppose, for instance, that the central bank accumulates reserves by 


placing debt in domestic banks’ balance sheets (a common fact in EMs).  In that case, 


exporters’ bailout would be done at the expense of banks’ balance-sheet deterioration.  


The latter, in turn, may give rise to bank runs, as depositors realize that banks have 


become more financially vulnerable, and consequent domestic payments difficulties, 


which could actually trigger a bad equilibrium.  This suggests a “net” concept that would 


subtract the stock of short-term debt held by domestic banks.  In contrast, I do not see 


much sense in subtracting external short-term debt as implied by the popular Greenspan-


Guidotti criterion.  Not paying external debt carries costs but, as the recent Argentine 


                                                 
18 Some observers conclude from the fact that much of the stock of international reserves is matched by 
government obligations that a mercantilist objective is behind the large accumulation of reserves—more 
concretely, a desire to generate an artificially high real exchange rate. 
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default episode illustrates, domestic financial difficulties could far outweigh those of 


external origin.  Argentina’s freezing of deposits in domestic banks (labeled “corralito,” 


i.e., playpen, in Spanish) proved to be much more troublesome for the Argentine 


policymaker than the default on obligations held by, for instance, Italian pensioners, who, 


after all, ended up venting their rage against their financial advisors, namely, Italian 


banks. In sum, the relevant concept of international reserves as insurance against Sudden 


Stop depends on domestic and international financial/political conditions that have to be 


determined in each individual case.  Most likely, though, neither the standard gross or net 


reserves definitions fit the bill.  


In conclusion, the stock of (the relevant concept of) international reserves (or 


credible international credit lines) should be large enough to prevent a major credit crisis 


that paralyzes exports and threatens to cripple the domestic banking system, and the 


public should be well informed about the mechanisms involved in the bailout.  The costs 


of this strategy may be significant, but these costs have to be weighed against the benefit 


of avoiding deep financial crises, which as Cerra et al (2005) and the previous discussion 


suggest, could also be large.  Of course, this is unlikely to be the social optimum for the 


world as a whole.  The counterpart of self-insurance is seigniorage accruing to developed 


economies (to the extent that the interest rates on developed economies’ treasury bills, for 


example, fall short of the opportunity cost of international reserves).  Thus, developed 


economies would be making monopoly profits that are distorting and unfair (especially if 


one looks at the issue from a Rawlsian perspective).  There are insurance schemes that 


are more fair and efficient.  One such scheme would be some kind of Contingent Credit 







 20


Line, CCL, but perhaps more agile and without the stigma that kept it from being 


implemented when it was first proposed by the IMF.19 


IV. Conclusions 


Many EMs are at a serious disadvantage relative to developed economies in that 


they lack an effective Lender of Last Resort.  This disadvantage becomes more acute 


under Domestic Liability Dollarization.  The economy’s fragility may not be noticeable 


in normal and tranquil times, but it begins to show its faulty lines during turbulent 


periods, even in absence of major crisis.  The paper centered the discussion on the use of 


a reference or policy interest rate as an instrument for monetary policy.  This is the 


instrument of choice for developed economies, but the paper claims that the instrument is 


inherently weak, and could become uncomfortably weaker during high volatility.  Thus, 


in choppy waters it may be advisable momentarily to switch to more robust instruments, 


like some kind of exchange rate peg.  To ensure that instrument switching is not a source 


of confusion for the private sector, the central bank should explain the nature of the 


policy switch, hopefully well in advance it becomes necessary to apply it.  However, the 


paper stops short of discussing what kind of rules are optimal for switching instruments 


back and fore.  I suspect that this issue will depend on country-specific considerations 


although global variables, like the EMBI, are likely to be common to most optimal policy 


rules. 


Needless to say, countries that aspire to have an independent monetary policy 


should aim at creating the conditions for extirpating Domestic Liability Dollarization and 


                                                 
19 Ugo Panizza (personal communication) proposes to rebate to the world’s poorest countries seigniorage 
collected on account of their international reserve holdings.  A similar proposal was unsuccessfully bandied 
about in Washington when Argentina considered the possibility of adopting the US dollar as local currency.  
However, the twist to do if for the world’s poorest countries could prove powerful in this era of MDGs. 
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other financial vulnerabilities.  This is not an easy task if it is going to be carried out on a 


voluntary basis.  In the meantime, EMs will have to grapple with the kind of financial 


vulnerabilities highlighted in these notes.20 


                                                 
20 Absent from these notes, incidentally, is any reference to banking regulation, and issues like control on 
capital mobility, which may attenuate or exacerbate financial vulnerabilities.  These are important issues 
that are better left for a separate note. 
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Data Appendix 


 
The sample covers all developing countries included in World Development Indicators 
(WDI). Due to lack of data on Reserves, Exports or Imports, few countries were dropped. 
The final list of countries includes 161 countries. The sample period spans from 1990 to 
2004. Data is collected on a monthly basis unless otherwise stated. The following table 
contains all data definitions and sources. 
 


Variable Definitions and Sources 


EMBI Index Emerging Markets Bond Index Spread (daily.)  (Source: JP Morgan) 


Volatility of EMBI Constructed by calculating the standard deviation of daily EMBI 
spread within a given month. 


International Reserves in USD (RES) International Reserves minus Gold in USD.  International Reserves 
minus Gold in SDR  multiplied by USD per SDR exchange rate. 
(Source: IFS, |line 1L.SZF|*|line 111..AA.ZF...|) 


Nominal Exchange Rate (EXR) Exchange Rate National Currency per USD. (Source: IFS |line AE.ZF|)


Exports Value of Exports in USD. (Source: IFS |line 70DZF| or DOTS |line 
70..DZD001|) 


Imports Value of Imports in USD. (Source: IFS |line 71DZF|  or DOTS |line 
71..DZD001|) 


Capital Flows Proxy Trade balance minus changes in international reserves. All figures are 
expressed in 2000 
US dollars.  


Sudden Stop Dummy (SSD) Episodes of Sudden Stop (SS) were detected in a country-by-country 
basis by selecting periods of large and unexpected falls in Capital 
Flows Proxy; see Calvo et al (2004) for a general discussion of the 
methodology. Different from Calvo et al (2004), the SS dummy was 
calculated without imposing any requirement about economic activity. 


Exchange Rate Regime (EXRR) 3-way De Facto Classification of Exchange Rate Regimes (annual) 
(Source: Levy-Yeyati and Sturzenegger (2005)) 


Gross Domestic Product (GDP_USD) Gross Domestic Product current prices in USD (annual) (Source: WDI) 


Pre-crisis level of RES (PCRES) Level of RES one month prior a SS, i.e. SSD=1.  


Minimum level of RES during SS (MINRES) Minimum level of RES during a window of continuum SS, i.e. SSD=1.


Maximum Loss of Reserves during SS Calculated as the percentage difference between MINRES and PCRES: 
100*(MINRES/PCRES-1) 


Maximum Loss of Reserves/GDP during SS Calculated as: 100*(MINRES-PCRES)/GDP_USD. To avoid 
endogeneity problems, 1-year lagged GDP_USD is used. 


Pre-crisis level of EXR (PCEXR) Level of EXR one month prior a SS, i.e. SSD=1. 


Maximum level of EXR during SS (MAXEXR) Maximum level of EXR during a window of continuum SS, i.e. 
SSD=1. 


Maximum Nominal Depreciation Calculated as the percentage difference between MAXEXR and 
PCEXR: 100*(MAXEXR/PCEXR-1) 
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Technical Appendix 


 Consider the model in Calvo (1983).  According to equations (39), (40a) and 


(40b) in that paper: 


,
)(
)( i


cu
mv


=
′
′


 Demand for money   (A1) 


],[
)(
)(


π−ρ−
′′
′


−= i
cu
cuc&  Euler equation   (A2) 


and 


                                                   ),( cyb −=π&  Staggered prices,    (A3) 


where instantaneous utility function is given by v(m) + u(c); m and c stand, respectively, 


for real monetary balances and consumption (there is no capital accumulation).  


Moreover, i, ρ, π and y  stand, respectively, for the central bank interest rate, the 


subjective rate of discount, the rate of inflation, and full-capacity output.  Calvo (1983) 


shows that if i is exogenously given and money supply is endogenous (strict interest rate 


targeting), then, by (A1), m is determined once c is known.  Moreover, by (A2) and (A3), 


the determination of c and π is independent of m.  Thus, one can solve for c and π from 


equations (A2) and (A3).  Notice that the initial values of c and π are not predetermined.  


Hence, uniqueness requires that system (A2) and (A3) in c and π be unstable around the 


steady state.  However, Calvo (1983) shows that the system displays saddle-path stability, 


implying that there is a continuum of initial conditions (c0 , π0) that give rise to a 


convergent equilibrium path, even though prices are sticky. 


 Consider now the case mentioned in the text in which i = φ(π,c).  If φπ > 1 and φc 


> 0, then the sign pattern of the Jacobian, J, associated with the linear expansion of (A2)-


(A3) around the steady state, satisfies: 
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Thus, Determinant J > 0 and Trace J > 0, implying that the two characteristic roots have 


positive real parts.  Hence, system (A1)-(A2) is locally unstable, and the unique initial 


vector (c0 , π0) consistent with an equilibrium that converges to the steady state (the 


standard rational expectations’ local equilibrium definition) is the steady state.  On the 


other hand, if φπ < 1, the upper right cell in (A4) is negative, implying saddle-path 


stability and, hence, that equilibrium nonuniqueness prevails.  This proves the contention 


in the text. 
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Abstract


This paper uses an open economy DSGE model with a commodity sector and nominal and real


rigidities to ask what factors account for current account developments in two small commodity


exporting countries. We estimate the model, using Bayesian techniques, on Chilean and on New


Zealand data, and investigate the structural factors that explain the behaviour of the two countries�


current accounts. We �nd that foreign �nancial conditions, investment-speci�c shocks, and foreign


demand account for the bulk of the variation of the current accounts of the two countries. In the


case of New Zealand �uctuations in commodity export prices have also been important. Monetary


and �scal policy shocks (deviations from policy rules) are estimated to have relatively small e¤ects


on the current account. Our model predict that the unwiding of shocks that explain the current


account imbalances at the end of the sample, would imply, in the case of Chile, a small current


account deterioration coupled with an output expansion, an appreciation of the currency and a


fall in in�ation. In the case of New Zealand, there would be a persistently large current account


de�cit for the next couple of years, as the lagged e¤ects of the strong exchange rate continue to


feed through to import and export volumes.


1 Introduction


As capital markets have become more integrated, savings and investment within countries have tended


to become less correlated (Feldstein-Horiokia (1980) correlation), with the corollary that savings-


investment gaps, i.e. current accounts, have tended to become more variable. There has also been


a trend toward larger gross external asset and liability positions relative to GDP, even where net po-


sitions have changed little (Lane and Milesi Ferretti 2003). The increase in both external stocks and


external �ows relative to income allows a more e¢ cient matching of borrowers and savers, but it also


�Prepared for the Tenth Annual Conference of the Central Bank of Chile "Current Account and External Financing".
Santiago, Chile, November 9th and 10th, 2006. We thank our discussants: Juan Echavarria, Nicolas Eyzaguirre and
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creates risks for both macroeconomic stability and �nancial stability associated with swings in sentiment


in �nancial markets.


Understanding the main domestic and external factors that drive variations in the external accounts


is a starting point for assessing the risks of �nancial and macroeconomic disruption that might be


associated with adjustments. We observe the current account from three �reduced form�perspectives:


(i) as current account transactions - e.g., imports, exports and interest payments on debt, (ii) as �nancial


transactions, and (iii) as the domestic savings-investment gap. When �nancial accounts were closed, we


used to think of developments in the terms of trade and competitiveness as driving trade �ows and the


current account. As capital markets have opened the role of savings-investment decisions and �nancial


�ows have come to be seen as increasingly important. None of these three "reduced form" views that


we observe, however, tells us about causality, or about the endogenous interactions among factors such


as interest rates, exchange rates, savings and investment. To understand the underlying driving forces,


we need a structural model.


This paper uses an estimated open economy DSGE model with a commodity sector and nominal and


real rigidities to ask what factors account for current account developments in two small commodity


exporting countries. Seven types of domestic shocks and three external shocks are considered to explain


current account �uctuations. These include variations in foreign �nancial conditions, foreign demand,


export commodity prices, productivity and investment-speci�c shock and macroeconomic policy. We


estimate the model on Chilean and on New Zealand data, and investigate the factors that explain the


similarities and di¤erences in the behavior of the current account between these two countries.


We are particularly interested in the role played by monetary policy. In an open economy, monetary


policy may work to spill demand into the current account. Exchange rate appreciation associated with


a policy tightening restrains demand for exports and import-substitutes, and initially delivers cheap


imports (an e¤ect that is later reversed with a high degree of uncertainty as to timing). So the exchange


rate channel delivers a degree of monetary restraint and downward pressure on in�ation. However, the


fall in the price of imported goods associated with exchange rate appreciation encourages expansion of


import-intensive activities such as investment. In Chile and New Zealand, investment is much more


import-intensive than households consumption and government expenditure so changes in the relative


price of foreign goods are expected to have a large e¤ect on capital accumulation relative to consumption.


Chile and New Zealand share many common features. They are both small open economies whose


main exports are based on natural resources. Both economies have liberalised both their trade and


capital accounts. Chile implemented reforms in the 1970s, including trade and �nancial liberalisation,


and during the 1990s it embraced a policy of bilateral trade agreements and the exchange rate was


�oated in 1999.1 New Zealand�s external sector reforms were mainly concentrated in a short period


in 1984-85. Another common feature is the macroeconomic policy framework. The central banks of


both countries gained autonomy in 1989, and both operate monetary policy in an in�ation targeting


framework. Both governments have a commitment to prudent �scal policy.


Despite these similarities, there are still signi�cant di¤erences between these two countries. Per-


1After the crisis in 1982 some of the reforms were pulled-back. For instance, tari¤s were increased between 1983 and
1985. During the 1990s, capital controls were introduced to slow down capital in�ows. Those controls were removed in
1999.
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capita income in New Zealand is more that twice that in Chile, and income distribution is more equal.


In Chile, pro�ts from commodity exports accrue to the Government and foreign investors, while in


New Zealand, they accrue mainly to domestic private agents. New Zealand has faced large procyclical


swings in immigration, which are not a relevant phenomena in Chile. Lastly, and potentially important


for understanding current-account developments, there are important di¤erences in the structure of


external liabilities. New Zealand has a much larger net stock of external debt (70 per cent of GDP)


than Chile (6 per cent of GDP at the end of 2005). Somewhat o¤setting the risks of a larger external


position, however, New Zealand has been able to issue external debt denominated in domestic currency,


while Chile, like most emerging markets, still relies on foreign-currency denominated debt.


In our estimated model, the main factors that account for �uctuations in the current accounts of both


countries are investment-speci�c shocks, changes in foreign �nancial conditions (�nancial factors that


a¤ect the exchange rate), and variations in foreign demand. In the case of New Zealand �uctuations


in commodity export prices have also been important. In both countries foreign shocks account for


about half or more than half of the variation in the current account. Monetary and �scal policy shocks


(deviations from policy rules) are estimated to play a relatively small role in both countries. Our model


predict that the unwiding of shocks that explain the current account imbalances at the end of the


sample, would imply, in the case of Chile, a small current account deterioration coupled with an output


expansion, an appreciation of the currency and a fall in in�ation. In the case of New Zealand, there


would be a persistently large current account de�cit for the next couple of years, as the lagged e¤ects


of the strong exchange rate continue to feed through to import and export volumes.


The paper is organised as follows: the next section brie�y describes the main macro developments in


New Zealand and Chile over the last twenty years. Section three presents a small open economy model


meant to characterise the main features of the Chilean and New Zealand economies. Model estimation


is presented in section four, where we also discuss the posterior distributions of key parameters. In


section �ve, we analyze the main transmission mechanism implied by the model for both Chile and new


Zealand, by describing the impulse-response functions to di¤erent shocks. In section six we evaluate the


importance of these shock by presenting the variance decomposition and the historical decomposition of


the current accounts. In section seven, we perform di¤erent simulations regarding the future trajectory


of the current account and other macro variables, by allowing the underlying shocks to unwind according


to their expected path. We also perform some "stress test" by analyzing alternative scenarios where


those shocks follow di¤erent paths. Section eight concludes.


2 Current Account and macro framework evolution


2.1 The case of Chile


During the 1970s Chile began an extensive program of economic reforms that included profound trade


and �nancial liberalizations. By the end of that decade, and as a way of stabilizing the economy, a


�xed exchange rate system was introduced. However, the persistence of in�ation lead to a substantial


appreciation of the real exchange rate that was exacerbated by a surge in capital in�ows. The current


account deteriorated sharply between 1978 until 1981 to reach a de�cit of almost 12 per cent of GDP.
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During 1981, the Central Bank spent more than 4 per cent of GDP in international reserves trying


to defend the peg. In June 1982, a currency crisis forced the government to abandon the peg. This


currency crisis was accompanied by a �nancial crisis and a severe recession in which GDP felt by almost


16 per cent in 1982-83.


After this crisis, there was a virtual cessation of private capital �ows into the economy. The current


account de�cit was mostly �nanced with o¢ cial loans from international agencies and it was steadily


reduced by a sharp increase in domestic savings. It has been argued that this increase in domestic


savings is explained by the pension reform of 1981 that gradually introduced a fully-funded pension


system (Bennett, Loayza and Schmidt-Hebbel, 2001; Morandé, 1998), and by the tax reform of 1984


(Agosín, 1998). During this period the exchange rate policy was conducted by using a crawling peg.


Also, in this period some of the trade liberalization of the 1970s was reversed.


In 1989, the Central Bank of Chile, like the Reserve Bank of New Zealand, obtained autonomy in the


implementation of monetary policy. The new constitutional charter that granted autonomy established


two main objectives for the Central Bank: stabilizing the value of the national currency, and ensuring


the normal functioning of payments �including foreign payments. In 1990, the Central Bank of Chile


began to announce explicit annual targets for in�ation. In addition to the in�ation targets, the Central


Bank maintained the crawling peg for the exchange rate put in place after the crisis of 1982. The


exchange rate policy was perceived as the appropriate instrument for achieving a normal functioning of


the external payments system. In addition, the Central Bank set targets for the current account de�cit


although they were rather loosely de�ned (see Massad, 2003).


By the end of the 1980s the economy entered a phase of rapid growth that ended with the 1997


Asian crisis. On average, GDP grew by more than 7.5 per cent between 1989 and 1997 and in�ation


was reduced from level around 30 per cent per year to around 3 per cent. The period of rapid growth,


coincided with a surge in capital in�ows to emerging market economies (Calvo, Leiderman, and Reinhart,


1996; Fernández-Arias and Montiel, 1996), associated to both "pull factors" and "push factors" �i.e. an


increase in the appetite for investing in emerging markets economies by large foreign investors. The view


that part of these capital in�ows were only transitory �but with potentially long-lasting e¤ects through


their impact on the real exchange rate�motivated the introduction of capital controls by June 1991.


The objectives of these capital controls were to alleviate pressures on the real exchange rate coming from


the capital in�ows, and to modify the composition of such in�ows, favouring long-term FDI. Together


with imposing capital controls, the Central Bank accumulated large amounts of international reserves


in an attempt to ameliorate the systematic appreciation of the real exchange rate. The Mexican crisis of


1994 led to a small and short-lived current account reversal, that had little e¤ect on growth. However,


the Asian crisis of 1997 led to a current account reversal, a sharp real depreciation of the currency,


and a signi�cant fall in GDP growth in 1998�99. The annual in�ation rate dropped from 4.6 percent


in 1998 to 2.3 percent in 1999. These events led the monetary authority to substantially revise its


macroeconomic framework. The main new elements were the adoption of a free-�oating exchange rate


regime, the deepening of the foreign exchange derivatives market, and the total opening of the capital


account (see Morandé, 2002). In addition, transparency increased signi�cantly with the publication of


a regular in�ation report and the public release of policy meeting minutes.


During 2001 a second key element was introduced into the macro�policy framework. The Chilean


4







government o¢ cially started implementing its �scal policy through a structural balance rule. According


to this rule, the government is committed to stabilize public expenditures at a level consistent with po-


tential output and with the long-run price of copper. Therefore, this rule prevents excessive adjustments


in periods of recession or unsustainable expenditure levels in periods of booms. The commitment to


debt-sustainability and �scal discipline has communicated a clear signal to the markets, and has helped


to lower the costs of external �nancing. Despite a period of low public savings, after the Asian crisis


and below trend growth, Chilean sovereign bond spreads declined substantially and their correlations


with other emerging market spreads fell. More recently, the rule has meant that the government has


saved most of the windfall revenues from the high price of copper.


2.2 The case of New Zealand


New Zealand has seen a net capital in�ow every year since 1973. In the decade prior to 1984, in-


terest rates below market rates drove a wedge between savings and investment. On the trade side,


competitiveness was eroded by the combination of highly controlled economy, weak monetary control,


declining terms of trade and the loss of favored trading status with Britain�s entry into the European


Economic Community. The current account de�cit was �nanced by public borrowing abroad which led


to a buildup of public overseas debt. In 1984 external �nancing dried up as speculative pressures grew


before the July election. Reserves were run down resulting in a foreign exchange crisis.


After the election, New Zealand embarked on a major program of economic reform that included


liberalisation of prices and �nancial markets, privatisation, and �oating of the exchange rate in March


1985. This was followed, in the early 1990s, by labour market reforms. The commitment to prudent


macroeconomic policy was formalised in 1989 Reserve Bank Act which gave the central bank indepen-


dence in implementation of monetary policy and made explicit the in�ation target objective. Fiscal


debt continued to rise with the cost of reforms, but the rising trend was reversed after the 1994 Fiscal


Responsibility Act formalised a commitment to prudent �scal policy. Public debt has subsequently


declined and net external public debt is now close to zero.


In the wake of the reforms the current account improved, as the share of investment to GDP declined


by almost 40 per cent from 1986 to 1992. A fall in investment is typical after a currency crisis as collateral


values decline. The e¤ect of the reforms on investment is unclear. They may have exacerbated the fall


in investment due to substitution toward labour as a result of relative price movements or scarcity of


capital, or they may have provided an incentive to increase investment, but been overshadowed by the


lasting e¤ects of the currency crisis.


From 1993 to 1997, New Zealand saw a period of strong GDP growth and a strong recovery in


investment. During this period, the current account deteriorated from about 3 to about 7 per cent of


GDP �a combination of a dip in national savings and the strong recovery of investment. During this


period, the real exchange rate appreciated sharply, discouraging exports and delivering cheap imported


goods.


Discomfort with the e¤ects of the strong exchange rate on the export sector contributed to a change


in the central bank�s policy targets agreement in 1999 to include a secondary objective of reducing


volatility in in�ation, interest rates, output and the exchange rate, and to the central bank being given
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authority to intervene in foreign exchange markets if certain conditions are met such as the exchange


rate is seen as exceptional, unjusti�ed in terms of fundamentals.


Following the Asian crisis of 1997, slower domestic demand, particularly investment demand and


a large depreciation of the NZ dollar contributed to a an improvement in the current account. Again


in 2001 to 2006, a period of strong growth, expansion of investment, weak domestic saving and an


appreciating exchange rate contributed to a substantial deterioration of the current account from about


3 per cent of GDP to 9.7 per cent of GDP.


From a transactions perspective, the bulk of the current account de�cit is accounted for by the


investment income de�cit which averaged 5.9 per cent of GDP from 1990 to 2006. This comprises


interest payments on external debt and returns to nonresident ownership of New Zealand assets. The


net stock of external liabilities is currently about 83 per cent of GDP made up of net debt of about 70


per cent of GDP and a net equity liability of about 13 per cent of GDP.


From a domestic perspective, liberalised domestic �nancial markets, international �nancial market


integration, and a willingness among nonresidents to �nance New Zealand dollar debt allowed New


Zealand households to increase their borrowing. At the same time, the decline in nominal interest rates


has enabled households to service larger debts. Household indebtedness more than doubled as a share


of disposable income from about 50 per cent in 1990 to about 150 per cent in 2006. With weak domestic


savings, this borrowing has been funded externally and the fall in public sector external debt has been


replaced private sector external debt.


Features of the international economy that may help to explain the widening savings-investment


gap are low foreign interest rates, an appetite for risk (e.g. low spreads on emerging market and sub-


investment grade debt) which have contributed to a strong New Zealand dollar. This has made imports


cheap, particularly so for investment goods which are import-intensive. Export values have grown much


more slowly due to weak demand in several trading partners and despite high commodity export prices.


While we don�t usually associate the current account with monetary policy, in an open economy


monetary policy may serve to spill demand into the current account, as exchange rate appreciation


leads to cheaper imports. In the recent cycle, increases in the overnight interest rate have had relatively


less e¤ect on borrowing costs as borrowers have shifted to longer term borrowing �nanced by foreign


capital. At the same time the strong exchange rate, supported by high domestic interest rates, has


encouraged import-intensive activities such as investment. This paper aims to shed light on the relative


roles of these factors in understanding �uctuations in the external accounts.


3 Model


The model is a small open economy model with sticky prices and wages, and partial indexation to past


in�ation. Utility exhibits habit formation in consumption. Production technology includes two inputs:


labor and capital, and is subject to two stochastic shocks: a stationary shock and a stochastic shock to


the labor productivity trend. The latter shock introduces a unit root in the model which is important to


capture trends in the main aggregates and the responses to permanent shocks. The economy grows at


rate gy in steady state. There are adjustment costs to investment and pass-through from the exchange


rate to the price of imports is imperfect in the short-run. To be consistent with the features of both
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Chile and New Zealand, we include a commodity sector whose production is based on natural resources


and is completely exported. Finally, monetary policy is conducted through a policy rule for the interest


rate.


3.1 Households


The domestic economy is inhabited by a continuum of households indexed by j 2 [0; 1]. The expected
present value of the utility of household j at time t is given by:


Ut = Et


( 1X
i=0


�i�C;t+i


"
log
�
Ct+i (j)� ~hCt+i�1


�
� �L


lt+i (j)
1+�L


1 + �L
+
�M
�


�
Mt+i(j)


PC;t+i


��#)
(1)


where lt (j) is labor e¤ort, Ct (j) is its total consumption, andMt (j) corresponds to nominal balances


held at the beginning of period t. Parameter �L is the inverse real-wage elasticity of labor supply. The


variable �C;t is a consumption preference shock that follows an AR(1) process subject to iid innovations.


�L and �M determines the weights of leisure and nominal balances in the households preferences while


� de�nes the semi-elasticity of money demand to the nominal interest rate. Preferences display habit


formation measured by parameter ~h; Ct is the aggregate per capita consumption in period t.2 The


consumption bundle is given by the following constant elasticity of substitution (CES) aggregator of


home and foreign goods,


Ct (j) =
h

1=�C
C (CH;t (j))


�C�1
�C + (1� C)1=�C (CF;t (j))


�C�1
�C


i �C
�C�1


where �C is the elasticity of substitution between home and foreign goods in the bundle and C de�nes


their respective weights. The optimal composition of this bundle is obtained by minimizing its cost.


This minimization problem determines the demands for home and foreign goods by the household,


CH;t (j) and CF;t (j) respectively, which are given by


CH;t (j) = C


�
PH;t
Pt


���C
Ct (j) ; CF;t (j) = (1� C)


�
PF;t
Pt


���C
Ct (j) ; (2)


where PH;t and PF;t are the price indices of home and foreign goods, and PC;t is the price index of the


consumption bundle, de�ned as: PC;t =
�
CP


1��C
H;t + (1� C)P


1��C
F;t


� 1
1��C .


We consider two type of households: Ricardian households and non-Ricardian households. The �rst


type make intertemporal consumption and savings decisions in a forward looking manner by maximizing


their utility subject to their intertemporal budget constraint. In contrast, non-Ricardian households


consume their after-tax disposable income. This latter type of households receive no pro�ts from �rms


and have no savings. We assume that a fraction � of households are non-Ricardian households.


3.1.1 Consumption-savings decisions by Ricardian households


Ricardian households have access to four types of assets: money Mt (j), one-period non-contingent


foreign bonds (denominated in foreign currency) B�t (j), one-period non-contingent foreign bonds (de-


nominated in domestic currency) Bt (j), and one-period domestic contingent bonds Dt+1(j) which pays
2Since the economy grows in the steady state, we adjust the habit formation parameter in the preferences to ~h =


h(1 + gy) where h corresponds to the habit formation parameter in an economy without steady-state growth.
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out one unit of domestic currency in a particular state (state contingent securities). The budget con-


straint of households j is given by:


PC;tCt(j) + Et fdt;t+1Dt+1(j)g+
EtB�t (j)�


1 + i�f;t


�
�f (Bt)


+
Bt(j)�


1 + i�d;t


�
�d (Bt)


+Mt(j) =


Wt(j)lt (j) + �t (j)� Tp;t +Dt(j) + EtB�t�1(j) +Bt�1(j) +Mt�1(j);


where �t (j) are pro�ts received from domestic �rms, Wt (j) is the nominal wage set by the household,


Tp;t is per-capita lump-sum net taxes from the government, and Et is the nominal exchange rate (ex-
pressed as units of domestic currency per one unit of foreign currency). Variable dt;t+1 is the period t


price of one-period domestic contingent bonds normalized by the probability of the occurrence of the


state. Assuming the existence of a full set of contingent bonds ensures that consumption of all Ricardian


households is the same, independently of the labor income they receive each period.


Variable i�f;t is the interest rate on foreign bond denominated in foreign currency, and i
�
d;t is the


interest rate on foreign bond denominated in domestic currency. The terms �f (:) and �d (:) are the


premiums domestic households have to pay when they borrow from abroad, either in foreign or domestic


currency. They are functions of the net foreign asset positions relative to GDP, Bt, which is given by


Bt =
EtB�t
PY;tYt


+
Bt


PY;tYt


where PY;tYt is nominal GDP, B�t and Bt are the aggregate net asset position of the economy denomi-


nated in foreign and domestic currency, respectively.3


The fact that the premium depends on the aggregate net asset position �and not the individual


position� implies that Ricardian households take it as an exogenous variable when optimizing.4 In


the steady state we assume that �f (:) = �f and �d (:) = �d (constants), and that
�0
f


�f
B = %f and


�0
d


�d
B = %d. When the country is a net debtor, %f and %d correspond to the elasticities of the upward-


slopping supply of international funds.


Each Ricardian household chooses a consumption path and the composition of its portfolio by


maximizing (1) subject to its budget constraint. The �rst order conditions on di¤erent contingent


claims over all possible states de�ne the following Euler equation for consumption:


�Et


(
(1 + it)


PC;t
PC;t+1


�C;t+1
�C;t


 
Ct+1 (j)� ~hCt
Ct (j)� ~hCt�1


!)
= 1; for all j 2 (�; 1] (3)


where we have used the fact that in equilibrium 1=Et[dt;t+1] = 1 + it, where it is the domestic risk-


free interest rate. From this expression and the �rst order condition with respect to foreign bonds


denominated in foreign currency we obtain the following expression for the uncovered interest parity


(UIP) condition:


1 + it�
1 + i�f;t


�
�f (Bt)


=
Et


n
Pt
Pt+1


Et+1
Et


�C;t+1
�C;t


�
Ct+1(j)�~hCt
Ct(j)�~hCt�1


�o
Et


n
Pt
Pt+1


�C;t+1
�C;t


�
Ct+1(j)�~hCt
Ct(j)�~hCt�1


�o for all j 2 (�; 1] : (4)


3 In our notation, B�t =
R 1
� B


�
t (j)dj and Bt =


R 1
� Bt(j)dj.


4This premium is introduced mainly as a technical device to ensure stationarity (see Schmitt-Grohé and Uribe, 2001).
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Analogously, from the �rst order condition with respect to foreign bonds denominated in domestic


currency we get the following parity condition:


1 + it�
1 + i�d;t


�
�d (Bt)


= 1: (5)


These arbitrage conditions must hold independently of whether domestic agents are borrowing in


domestic or foreign currency. The foreign interest rate is assumed to be unobservable and to follow


an AR(1) process subject to iid shocks. These shocks to i�t (which we call shocks to foreign �nancial


conditions or UIP shocks) capture all foreign �nancial factors, including price, risk premia and any �ow


e¤ects that in�uence the exchange rate.


3.1.2 Labor supply and wage setting


Each household j is a monopolistic supplier of a di¤erentiated labor service. There is a set of per-


fectly competitive labor service assemblers that hire labor from each household and combine it into an


aggregate labor service unit,


lt =


�Z 1


0


lt(j)
�L�1
�L dj


� �L
�L�1


This labor unit is then used as an input in production of domestic intermediate varieties. Parameter


�L corresponds to the elasticity of substitution among di¤erent labor services.


Following Erceg et al. (2000) we assume that wage setting is subject to a nominal rigidity à la Calvo


(1983). In each period, each type of household faces a probability 1��L of being able to re-optimize its
nominal wage. In this set-up, parameter �L is a measure of the degree of nominal rigidity. The larger


is this parameter the less frequently wages are adjusted (i.e. the more sticky they are). We assume


that all those households that cannot re-optimize their wages follow an updating rule considering a


geometric weighted average of past CPI in�ation, and the in�ation target set by the authority, �t.


Once a household has set its wage, it must supply any quantity of labor service demanded at that wage.


A particular household j that is able to re-optimize its wage at t must solve the following problem:


max
Wt(j)


= Et


( 1X
i=0


�iL�t;t+i


"
�iW;tWt(j)


PC;t+i
lt+i (j)� �L


lt+i(j)
1+�L


1 + �L


�
Ct+i � ~hCt+i�1


�#)


subject to labor demand and the updating rule for the nominal wage of agents who do not optimize


de�ned by function �iW;t.
5 Variable �t;t+i is the relevant discount factor between periods t and t+ i.6


5All those that cannot re-optimize during i periods between t and t + i, set their wages at time t + i to Wt+i(j) =


�iW;tWt(j), where �iW;t = (Tt+i=Tt+i�1) (1 + �C;t+i�1)
�L (1 + �t+i)


1��L�i�1W;t and �
0
W;t = 1. Tt is a stochastic trend in


labor productivity. This term in the updating rule prevents an increasing dispersion in the real wages across households
along the steady-state balanced growth path.


6Since utility exhibits habit formation in consumption the relevant discount factor is given by �t;t+i =


�i
�


Ct�~hCt�1
Ct+i�~hCt+i�1


�
.
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3.1.3 Non-Ricardian households


Since non-Ricardian households have no access to assets and own no shares in domestic �rms, they


consume all of their disposable after-tax disposable income, which consists of labor income minus per-


capita lump-sum taxes:


Ct(j) =
Wt


PC;t
lt(j)�


Tp;t
PC;t


; for j 2 [0; �] (6)


For simplicity we have assume that non-Ricardian households set wages equal to the average wage set


by Ricardian households. Given the labor demand for each type of labor, this assumption implies that


labor e¤ort of non-Ricardian households coincides with the average labor e¤ort by Ricardian households.


3.2 Investment and capital goods


There is a representative �rm that rents capital goods to �rms producing intermediate varieties. This


�rm decides how much capital to accumulate each period. New capital goods are assembled using a


CES technology that combines home and foreign goods as follows:


It =


�

1=�I
I I


1� 1
�I


H;t + (1� I)1=�I I
1� 1


�I


F;t


� �I
�I�1


(7)


where �I is the elasticity of substitution between home and foreign goods, and where parameter I is


the share of home goods in investment. The demands for home and foreign goods by the �rm are given


by


IH;t = I


�
PH;t
PI;t


���I
It; IF;t = (1� I)


�
PF;t
PI;t


���I
It; (8)


where PI;t is the investment price index, given by PI;t =
h
IP


1��I
H;t + (1� I)P


1��I
F;t


i 1
1��I , and where


It is total investment.


The �rm may adjust investment each period, but changing investment is costly. This assumption


is introduced as a way to obtain more inertia in the demand for investment (see Christiano et al.


(2005)). It represents a short-cut to more cumbersome approaches to model investment inertia, such as


time-to-build.


Let Zt be the rental price of capital. The representative �rm must solve the following problem:


max
Kt+i;It+i


Et


( 1X
i=0


�t;t+i
Zt+iKt+i � PI;t+iIt+i


PC;t+i


)
;


subject to the law of motion of the capital stock,


Kt+1 = (1� �)Kt + �I;tS


�
It
It�1


�
It; (9)


where � is its depreciation rate. Function S (:) characterizes the adjustment cost for investment. This


adjustment cost satis�es: S(1 + gy) = 1, S0(1 + gy) = 0, S00(1 + gy) = ��S < 0. The variable �I;t is a
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stochastic shock that alters the rate at which investment is transformed into productive capital. A rise


in �I implies the same amount of investment generates more productive capital.
7


The optimality conditions for the problem above are the following:


PI;t
PC;t


=
Qt
PC;t


�
S


�
It
It�1


�
+ S0


�
It
It�1


�
It
It�1


�
�I;t �


Et


(
�t;t+1


Qt+1
PC;t+1


"
S0
�
It+1
It


��
It+1
It


�2#
�I;t+1


)
; (10)


Qt
PC;t


= Et


�
�t;t+1


�
Zt+1
PC;t+1


+
Qt+1
PC;t+1


(1� �)
��


: (11)


These two equations simultaneously determine the evolution of the shadow price of capital, Qt, and


real investment expenditure.


3.3 Domestic production


There is a large set of �rms that use a CES technology to assemble home goods using domestic interme-


diate varieties. These �rms sell home goods in the domestic market and abroad. Let YH;t be quantity


of home goods sold domestically, and Y �H;t the quantity sold abroad. The demands for a particular


intermediate variety zH by these assemblers are given by:


YH;t(zH) =


�
PH;t(zH)


PH;t


���H
YH;t; Y �H;t(zH) =


 
P �H;t(zH)


P �H;t


!��H
Y �H;t; (12)


where PH(zH) is the price of the variety zH when used to assemble home goods sold in the domestic


market, and P �H;t(zH) is the foreign-currency price of this variety when used to assemble home goods


sold abroad. Variables PH;t and P �H;t are the corresponding aggregate price indices.


Intermediate varieties are produced by �rms that have monopoly power that variety. These �rms


maximize pro�ts by choosing the prices of their di¤erentiated good subject to the corresponding de-


mands, and the available technology. Let YH;t (zH) be the total quantity produced of a particular


variety zH . The available technology is given by


YH;t(zH) = AH;t [Ttlt(zH)]
�H [Kt(zH)]


1��H ; (13)


where lt(zH) is the amount of labor utilized, and Kt(zH) is the amount of physical capital rented.


Parameter �H de�nes their corresponding shares in production. Variable AH;t represents a stationary


productivity shock common to all �rms. The variable Tt is a stochastic trend in labor productivity,


given by
Tt
Tt�1


= �T;t (14)


The exogenous shocks to both types of technology process are given by


AH;t = A
�aH
H;t�1 exp "aH ;t �T;t = (1 + gy)


1��T �
�T
T;t�1 exp "T;t


7Greenwood et al. (2000) argue that this type of investment-speci�c shocks are relevant to explain business cycle
�uctuations in US.
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where "aH ;t � N
�
0; �2aH


�
and "T;t � N


�
0; �2T


�
are i.i.d innovations


In every period, the probability that a �rm receives a signal for adjusting its price for the domestic


market is 1� �HD
, and the probability of adjusting its price for the foreign market is 1� �HF


. These


probabilities are the same for all �rms, independently of their history. If a �rm does not receive a signal,


it updates its price following a simple rule that weights past in�ation and the in�ation target set by the


central bank. Thus, when a �rm receives a signal to adjust its price for the domestic market it solves:


max
PH;t(zH)


Et


( 1X
i=0


�t;t+i�
i
HD


�iHD;t
PH;t(zH)�MCH;t+i


PC;t+i
YH;t+i(zH)


)
;


subject to (12) and the updating rule for prices, �iHD;t
. Analogously, if the �rm receives a signal to


adjust optimally its price for the foreign market, then it solves:


max
P�
H;t(zH)


Et


( 1X
i=0


�t;t+i�
i
HF


Et+i�iHF ;t
P �H;t (zH)�MCH;t+i


PC;t+i
Y �H;t+i(zH)


)
;


subject to (12) and the updating rule for �rms that do not optimize prices de�ned by �iHF ;t
.8 Given


this pricing structure, the optimal path for in�ation is given by a New Keynesian Philips curve with


indexation. In its log-linear form, In�ation depends on both last period�s in�ation, expected in�ation


next period and marginal cost.


The variable MCH;t corresponds to marginal costs of producing variety zH , which are given by,


MCH;t =
1


�H
Wt


lt (zH)


YH;t (zH)
: (15)


Given the constant return to scale technology available to �rms, and the fact that there are no


adjustment costs for inputs which are hired from competitive markets, marginal cost is independent


of the scale of production. More precisely, lt (zH) =YH;t (zH) is just a function of the relative price of


inputs.


3.4 Import goods retailers


We introduce local-currency price stickiness in order to allow for incomplete exchange rate pass-through


into import prices in the short-run. This feature of the model is important in order to mitigate the


expenditure switching e¤ect of exchange rate movements for a given degree of substitution between


foreign and home goods.


There is a set of competitive assemblers that use a CES technology to combine a continuum of dif-


ferentiated imported varieties to produce a �nal foreign good YF . This good is consumed by households


and used for assembling new capital goods. The optimal mix of imported varieties in the �nal foreign


good de�nes the demands for each of them. In particular, the demand for variety zF is given by:


YF;t(zF ) =


�
PF;t(zF )


PF;t


���F
YF;t; (16)


8 If the �rm does not adjust its price for the domestic market between t and t+i, then the price it charges at t+i will be
PH;t+i (zH) = �iHD;t


PH;t (zH), where �iHD;t
= �i�1HD;t


(1 + ��t+i)
1��HD


�
PH;t+i=PH;t+i�1


��HD and �0HD;t
= 1. If the


�rm does not adjust its price for the foreign market, then the price charged at t+ i will be P �H;t+i (zH) = �
i
HF ;t


P �H;t (zH),


where �iHF ;t
= �i�1HF ;t


�
P �F;t=P


�
F;t�1


�1��HF �P �H;t+i=P �H;t+i�1��HF and �0HF ;t
= 1.
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where �F is the elasticity of substitution among imported varieties, PF;t(zF ) is the domestic-currency


price of imported variety zF in the domestic market, and PF;t is the aggregate price of import goods in


this market.


Importing �rms buy varieties abroad and re-sales them domestically to assemblers. Each importing


�rm has monopoly power in the domestic retailing of a particular variety. They adjust the domestic


price of their varieties infrequently, only when receiving a signal. The signal arrives with probability


1��F each period. As in the case of domestically produced varieties, if a �rm does not receive a signal


it updates its price following a �passive�rule.9 Therefore, when a generic importing �rm zF receives a


signal, it chooses a new price by maximizing the present value of expected pro�ts:


max
PF;t(zF )


Et


( 1X
i=0


�t;t+i�
i
F


�iF;tPF;t(zF )� Et+iP �F;t+i(zF )
PC;t+i


YF;t+i(zF )


)
;


subject to the domestic demand for variety zF (16) and the updating rule for prices. For simplicity, we


assume that P �F;t(zF ) = P �F;t for all zF .


In this setup, changes in the nominal exchange rate will not immediately be passed through into


prices of imported good sold domestically. Therefore, exchange rate pass-through will be incomplete


in the short-run. In the long-run �rms freely adjust their prices, so the law-of-one-price holds up to a


constant.


3.5 Commodity sector


We assume that a single �rm produces a homogenous commodity good that is completely exported


abroad. Production evolves with the same stochastic trend as other aggregate variables and requires


no inputs:


YS;t =


�
Tt
Tt�1


YS;t�1


��yS
[TtYS;0]


1��yS exp("yS ;t);


where "yS ;t � N(0; �2yS ) is a stochastic shock and �yS captures the persistence of the shock to the


production process.10 This sector is particularly relevant for the two economies, as it captures the


developments in the copper sector in the case of Chile, and natural resources production in the case of


New Zealand.


An increase in commodity production implies directly an increase in domestic GDP. Because there


are no inputs, an increase in production comes as a windfall gain. It also may increase exports, if no


counteracting e¤ect on home goods exports dominates. We would expect that, as with any increase of


technological frontier of tradable goods, a boom in this sector would induce an exchange rate appre-


ciation. The magnitude of the appreciation would depend on the structural parameters governing the


degree of intratemporal and intertemporal substitution in aggregate demand and production.


9This �passive� rule is de�ned by �iF;t = �i�1F;t (1 + ��t+i)
1��F (PF;t+i=PF;t+i�1)�F and �0F;t = 1.


10Production in this sector could be interpreted as the exogenous evolution of a stock of natural resources, and in the
case of New Zealand, factors such as weather.
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3.6 Fiscal policy


Let B�G;t and BG;t be the net asset position of government in foreign and domestic currency, respectively.


The evolution of the total the net position of the government is given by:


EtB�G;t
(1 + i�t )�


�
EtB�


t


PY;tYt


� + BG;t
(1 + it)


= EtB�G;t�1 +BG;t + Tt � PG;tGt;


where (1 + i�t )� (:) is the relevant gross interest rate for public asset denominated in foreign currency


while (1 + it) is the one for public asset denominated in domestic currency. Variable Gt is government


expenditure and Tt are total net �scal nominal revenues (income tax revenues minus transfers to the
private sector). We assume that the basket consumed by the government includes both home and


foreign goods:


Gt =


�



1
�G


G G
�G�1
�G


H;t + (1� G)
1
�GG


�G�1
�G


F;t


� �G
�G�1


The government decides the composition of its consumption basket by minimizing its cost. The


demands for the two types of goods from the government is given by


GH;t = G


�
PH;t
PG;t


���G
Gt; GF;t = (1� G)


�
PF;t
PG;t


���G
Gt;


where the de�ator of government expenditure (which is de�ned as the minimum expenditure required


to buy one unit of Gt) is given by: PG;t =
h
GP


1��G
H;t + (1� G)P


1��G
F;t


i 1
1��G . To simplify the model


we assume the government consumes only home goods: G = 1.


Fiscal policy is de�ned by the four variables B�G;t, BG;t T;t and Gt. Therefore, given the budget
constraint of the government, it is necessary to de�ne a behavioral rule for three of these four variables.


Portfolio considerations can give rise of a preferable composition for the public asset holdings either


in foreign and domestic currency. When agents are Ricardian, de�ning a trajectory for the primary


de�cit is irrelevant for the households decisions, as long as the budget constraint of the government is


satis�ed. On the contrary, when a fraction of the agents are non-Ricardian then the trajectory of the


public debt and the primary de�cit are relevant. In addition, the path of public expenditure may be


relevant on its own as long as its composition di¤ers from the composition of private consumption.


3.6.1 Chile


In the case of Chile we assume that a relevant fraction of households are non-Ricardian (� > 0). Hence,


the timing of the �scal variables is relevant for the private sector. We also consider that public asset


position is denominated in foreign currency. Fiscal revenues come from two sources: tax income from


the private sector, which is a function of GDP, Tp;t = (� tPY;tYt), and revenues from copper which are


given by PS;t�YS;t, where �YS;t are copper sales from the state company. The parameter � de�nes the


domestic share of ownership in total copper production which, in turn, it is assumed to be only public


in the case of Chile. The variable � t corresponds to the average income tax.


More importantly, we consider that the Chilean government follows the structural balance �scal rule


(see Medina and Soto, 2006a). This implies that government expenditure as a share of GDP is given
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by the following expression:


PG;tGt
PY;tYt


=


( 
1� 1�


1 + i�t�1
�
�t�1


!
Et
Et�1


Et�1B�G;t�1
PY;t�1Yt�1


PY;t�1Yt�1
PY;tYt


+


�


�
Y t
Yt


�
+ EtP


�
S;t�


YS;t
PY;tYt


� BS;t
PY;tYt


�
exp


�
�G;t


�
(17)


where P
�
S;t is the long-run ("reference") price of copper, and �G;t is a shock that captures deviation of


government expenditure from this �scal rule. This shock follows an AR(1) process with i.i.d. innova-


tions. The purpose of this �scal rule is to avoid excessive �uctuations in government expenditure coming


from transitory movements in �scal revenues. For example, in the case of a transitory rise of �scal rev-


enues originated by copper price increases, the rule implies that this additional �scal income should


be mainly save. Notice that the level of public expenditure that is consistent with the rule includes


interest payments. Therefore, if the net position of the government improves, current expenditure may


increase.


3.6.2 New Zealand


In the case of New Zealand we assume that all households are Ricardian (� = 0). Therefore, Ricardian


equivalence holds and the particular mix of assets and liabilities that �nance government absorption


is irrelevant. For that reason, and without lost of generality, we abstract from government debt and


assume that lump-sum taxes are adjusted in every period to keep the government budget balanced. Its


expenditure follows a stochastic process given by


Gt =


�
Tt
Tt�1


Gt�1


��G
[TtG0]


(1��G) exp ("g;t) ; (18)


where "g;t � N(0; �2g) is an iid shock to government expenditure and �G 2 (0; 1) determines its persis-
tence.


An important di¤erence in the policy rule assumed for Chile from the rule for New Zealand is that


the former allows for accumulation or de-accumulation of net assets by the government. However, the


e¤ects of a shock under either rule would be the same if all agents are Ricardian.


3.7 Monetary policy rule


3.7.1 Chile


Monetary policy in the case of Chile is characterized as a simple feedback rule for the real interest rate.


Under the baseline speci�cation of the model, we assume that the central bank responds to deviations


of CPI in�ation from target and to deviations of output from its trend. We also allow the central bank


to react to deviations of the real exchange from a long-run level. This is meant to capture the fact


that the CBC had a target for the exchange rate over most of the sample period. We approximate the


monetary policy rule by:


1 + rt
1 + r


=


�
1 + rt�1
1 + r


� i � Yt
Y t


�(1� i) y �1 + �t
1 + �t


�(1� i)( ��1)�RERt
�RER


�(1� i) rer
exp (�t) (19)
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where �t = PC;t=PC;t�1�1 is consumer price in�ation and �t is the in�ation target set for period t, and
rt = (1 + it) = (PC;t=PC;t�1) � 1 is the net (ex-post) real interest rate. (RERt=RER) is the deviation
of real exchange rate deviations from its long-run level. Variable �t is a monetary policy shock that


corresponds to a deviation from the policy rule and it is assumed to be an iid innovation.


We de�ne a rule in terms of the real interest rate to be consistent with the practice of the CBC


during most part of the sample period utilized to estimate the model.11 As mentioned before, at the end


of 1999 Chile adopted a fully-�edged in�ation targeting framework and abandoned the target zone for


the exchange rate. In order to capture this policy shift, we allow for a discrete change in the parameters


of the monetary policy rule. Let $ (t) be a vector containing the parameters of the monetary policy


rule in period t. We assume that:


$ (t) =


(
$1; if t � 1999:Q4
$2; if t > 1999:Q4


Hence, $1 captures the value of the monetary policy coe¢ cients for the �rst period of the sample


and$2 for the second period. To be consistent with the adoption of the fully-�edged in�ation targeting


framework after 1999, we impose  rer;2 = 0 for the second period.
12


3.7.2 New Zealand


Monetary policy in New Zealand is characterized as a simple feedback rule for the nominal interest rate.


The in�ation target objective set out in the Policy Targets Agreement (PTA) between the Bank and


the Government, is speci�ed in terms of CPI in�ation and a target band. As monetary policy in�uences


the economy with a lag, this may be seen as an in�ation forecast rule.13


Here the central bank is assumed to respond to deviations of CPI in�ation from target (assumed to


be 2 per cent for the period) and to deviations of output from its trend.14 The latter improves empirical


�t and adds a degree of forward-lookingness to the rule without increasing the state-space of the model.


1 + it
1 + i


=


�
1 + it�1
1 + i


� i � Yt
Y t


�(1� i) y �1 + �t
1 + �t


�(1� i) �
exp (�t) (20)


As in the case of Chile, �t is the in�ation rate measured by the consumer price index, �t is the


in�ation target for period t, and �t is a monetary policy shock which it is assumed to be an iid


innovation.
11From 1985 to July 2001 the CBC utilized an index interest rate as its policy instrument. This indexed interest rate


corresponds roughly to an ex-ante real interest rate (Fuentes et al., 2003).
12This change in parameter values is assumed to be permanent and unanticipated. This means that when agents make


decisions, they expect that these parameters will remain constant for ever.
13The policy rule in the Bank�s forecasting model features in�ation 6 to 8 quarters ahead. The PTA also requires the


Bank to avoid unnecessary instability in output, interest rates and the exchange rate. The Bank did explicitly respond
to exchange rate developments in 1986-1988 when a monetary conditions index was used to guide policy between forecast
rounds. However, several papers suggest that including the exchange rate in the rule gains little, even if the exchange
rate is included in the loss function, because of unfavorable volatility tradeo¤s. See West (2003). The gain in empirical
�t from including the exchange rate in the rule is small.
14 In practice, the target has changed over the period. Initially it was set at 0 to 2 per cent, and later changed to 0 to


3 percent and then 1 to 3 per cent.
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3.8 Foreign sector


Foreign agents demand both the commodity good and home goods. The demand for the commodity


good is completely elastic at the international price P �S;t. The law of one price holds for this good.


Therefore, its domestic-currency price is given by,


PS;t = EtP �S;t; (21)


We assume that the real price of the commodity good abroad, Pr�S;t = P �S;t=P
�
t follows an autoregres-


sive process of order one. The variable P �t is the foreign price index, i.e., the price of a �representative�


bundle abroad.


The real exchange rate is de�ned as the relative price of the foreign �representative�bundle and the


price of the consumption bundle in the domestic economy:


RERt =
EtP �F;t
PC;t


: (22)


Foreign demand for the home good depends on its relative price and the total foreign aggregate


demand, Y �t :


Y �H;t = �


 
P �H;t
P �F;t


!���
Y �t ; (23)


where � corresponds to the share of domestic intermediate goods in the consumption basket of foreign


agents, and �� is the price elasticity of demand. This demand function can be derived from a CES


utility function with an elasticity of substitution across varieties equal to ��. Foreign output is assumed


to have a stochastic trend similar to the one in the domestic economy.


Y �t =


�
Tt
Tt�1


Y �t�1


��Y �
[TtY


�
0 ]
1��Y � exp ("Y �;t) ; (24)


where "Y �;t � N(0; �2Y �) is a shock to foreign output and �Y � 2 (0; 1) determines its persistence.


3.9 Aggregate equilibrium


Firms producing varieties must satisfy demand at the current price. Therefore, the market clearing


condition for each variety implies that:


YH;t (zH) =


�
PH;t(zH)


PH;t


���H
YH;t +


 
P �H;t(zH)


P �H;t


!��H
Y �H;t


where YH;t = CH;t + IH;t + Gt; and where Y �H;t is de�ned in (23). Equilibrium in the labor market


implies that total labor demand by producers of by intermediate varieties must be equal to labor supply:R 1
0
lt(zH)dzH = lt.


Since the economy is open and there is no international reserves accumulation by the central bank


and no capital transfers, the current account is equal to the �nancial account. We di¤erentiate the case


of Chile and New Zealand. For Chile, we assume that all debt is denominated in foreign currency. For
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the case of New Zealand we assume that all foreign debt is denominated in domestic currency. Hence,


the net foreign asset position to GDP ratio, Bt for each country is given by:


Bt =
( EtB�


t


PY;tYt
in the case of Chile


Bt


PY;tYt
in the case of New Zealand


:


Using the equilibrium conditions in the goods and labor markets, and the budget constraint of


households and the government, we obtain the following expression for the evolution of the net foreign


asset position in the case of Chile:


Bt
(1 + i�f;t)�f (Bt)


=
Et�1
Et


PY;t�1Yt�1
PY;tYt


Bt�1 � (1� �)
PS;tYS;t
PY;tYt


+
PX;tXt


PY;tYt
� PM;tMt


PY;tYt
; (25)


where � is the share of the domestic agents (only government in the case of Chile) in the revenues from


the commodity sector ((1��) is the share of foreigners) and PY;tYt = PtCt+PH;tGt+PI;tIt+PX;tXt�
PM;tMt is the nominal GDP �measured from demand side. Nominal imports and exports are given by


PM;tMt = EtP �F;tYF;t and PX;tXt = Et
�
P �H;tY


�
H;t + P


�
S;tYS;t


�
, respectively.


Analogously, we obtain the following expression for the evolution of the net asset position of New


Zealand:
Bt


(1 + i�d;t)�d (Bt)
=
PY;t�1Yt�1
PY;tYt


Bt�1 � (1� �)
PS;tYS;t
PY;tYt


+
PX;tXt


PY;tYt
� PM;tMt


PY;tYt
: (26)


Notice that in the case of Chile, changes in the nominal exchange rate directly a¤ect the net foreign


asset position when measured in domestic currency through valuation e¤ects, while in the case New


Zealand those valuation e¤ects are not present. In other words, in the external asset position, the risk


of devaluation is held by domestic agents in the case of Chile while it is held by foreign investors in the


case of New Zealand. Therefore, the transmission mechanism for monetary policy �and other shocks�


works di¤erently in both countries.


4 Model estimation


The model is estimated using Bayesian methods (see DeJong, Ingram, andWhiteman (2000), Fernández-


Villaverde and Rubio-Ramírez (2004), and Lubik and Schorfheide (2005)).15 The Bayesian methodology


is a full information approach to jointly estimate the parameters of the DSGE model. The estimation


is based on the likelihood function obtained from the solution of the log-linear version of the model.


Prior distributions for the parameters of interest are used to incorporate additional information into


the estimation.16


The log-linear version of the model developed in the previous section form a linear rational expec-


tations system that can be written in canonical form as follows,


�0 (#) zt = �1 (#) zt�1 + �2 (#) "t + �3 (#) �t;


15Fernández-Villaverde and Rubio-Ramírez (2004) and Lubik and Schorfheide (2005) discuss in depth the advantages
of this approach to estimating DSGE models.
16One of the advantages of the Bayesian approach is that it can cope with potential model mis-speci�cation and possible


lack of identi�cation of the parameters of interest (Lubik and Schorfheide, 2005).
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where zt is a vector containing the model variables expressed as log-deviation from their steady-state


values. It includes endogenous variables and but the ten exogenous processes, �C;t, i
�
t , �T;t, AH;t, �I;t,


YS;t, Pr�S;t, �G;t (Gt in the case of New Zealand), �t, and Y
�
t .
17 In their log-linear form, each of these


variables is assumed to follow an autoregressive process of order one. The vector "t contains white noise


innovations to these variables, and �t is a vector containing rational expectation forecast errors. The


matrices �i (i = 0; : : : ; 3) are non-linear functions of the structural parameters contained in vector #.


The solution to this system can be expressed as:


zt = 
z (#) zt�1 +
" (#) "t; (27)


where 
z and 
" are functions of the structural parameters. A vector of observable variables, yt, is


related to the variables in the model through a measurement equation:


yt = Hzt + vt (28)


where H is a matrix that relates elements from zt with observable variables. vt is a vector with iid


measurement errors. Equations (27) and (28) correspond to the state-space form representation of yt.


If we assume that the white noise innovations and measurement errors are normally distributed we can


compute the conditional likelihood function for the structural parameters, #, using the Kalman �lter,


L(# j YT ), where YT = fy1; :::;yT g. Let p (#) denote the prior density on the structural parameters.
We can use data on the observable variables YT to update the priors through the likelihood function.
The joint posterior density of the parameters is computed using Bayes�theorem


p
�
# j YT


�
=


L(# j YT )p (#)R
L(# j YT )p (#) d# (29)


An approximated solution for the posterior distribution is computed using the Metropolis-Hastings


algorithm (see Lubik and Schorfheide (2005)). The parameter vector to be estimated is # = f�L, h, �L,
�L, �C , �I , �S , �HD


, �HD
, �HF


, �HF
, �F , �F ,$


0, ��, %, �aH , �yS , �Y � , �i� , ��C , �G, ��I , �T , �aH , �yS ,


�Y � , �i� , �m, ��C , �g, ��I , ��T g. $ is a vector with the parameters describing the monetary policy in


both countries. For Chile, $0 = f i;1,  �;1,  y;1,  rer;1,  i;2,  �;2,  y;2g. For New Zealand this vector
of parameters consists of only f i,  �,  yg. Other parameters of the model are not estimated but are
chosen to match the steady-state of the model with long-run trends in the Chilean and New Zealand


economies. Calibrated parameters are reported in table 1.


For Chile, we assume annual long run labor productivity growth, gy, of 3:5%.18 The long-run


annual in�ation rate is set to 3%, which is the midpoint target value for headline in�ation de�ned by


the CBC since 1999. The subjective discount factor, �, is set to 0:995 (annual basis) to give an annual


nominal interest rate of around 7:0 % in the steady state. The share of home goods in the consumption


and investment baskets, C and I , are set to 70% and 40%, respectively. These �gures imply that


investment is more intensive in foreign goods than consumption. The share of the commodity sector


17These variables correspond to a preference shock, a foreign interest shock, a stochastic productivity trend shock, a
stationary productivity shock, an investment adjustment cost shock, a commodity production shock, a commodity price
shock, a government expenditure shock, a monetary shock, and a foreign output shock, respectively.
18This is consistent with 5% long run GDP growth and 1.5% of labor force growth.
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in total GDP is set to 10%.19 The net export to GDP ratio, X�MY , in steady state is equal to 2%


which is consistent with its average value over the sample period. The government share of commodity


production, �, is set to 40% which is consistent with the average fraction of CODELCO (the state


owned company) in the total production of copper in Chile. Consistent with the fact that Chile is a


net debtor in the international �nancial markets, we calibrate the steady-state current account/GDP


ratio to �1:8%.
For New Zealand, we assume annual long run labor productivity growth, gy, of 1:5%. The long-run


annual in�ation rate is set to 2%, which is the midpoint target value for CPI in�ation. The subjective


discount factor, �, is set to 0:985 (annual basis) to give an annual real interest rate of around 3:0 % in


the steady state. The share of home goods in the consumption basket, C , is 70% (the same as in Chile),


but the share of home goods in the investment basket, I , is lower at 25%. So the investment response


to changes in relative prices will be larger in the New Zealand case. The share of the commodity sector


in total GDP is a little larger than in the Chilean case at 14%:20 The net export to GDP ratio, X�MY ,


in steady state is equal to 1:3% which is consistent with its average value over the sample period. In


contrast to the Chilean case where ownership of commodity production is government and foreign, in


New Zealand ownership of commodity production is mainly domestic private, � = 0:9. Consistent with


the fact that New Zealand has large net external liabilities, the investment income de�cit is assumed


to be about �6:3% to give a steady-state current account/GDP ratio of �5:0%.
We calibrate some other parameters to make them consistent with previous empirical studies. The


depreciation rate of capital is set to 6:8% for Chile and 8:0% for New Zealand on an annual basis. The


production function of domestic producers is assumed to have labor share of about two thirds. We do


not have country speci�c information on price and wage markups. Therefore, we use values consistent


with those utilized by studies of other countries. In particular, we set �L = �HD
= �HF


= �F = 11.21


We use OLS estimates of the whole sample period for the underlying parameters governing the AR(1)


process of commodity prices. The point estimate �p�S is 0.98 for the international copper price with a


standard deviation equal to 8.5%, and 0.99 for New Zealand�s export commodity price index with a


standard deviation of 3.5%. Finally, we assume that monetary shocks are i.i.d., which implies that ��
is zero. Finally, as mentioned before the fraction Ricardian household is set to 100% for New Zealand


and 50% for Chile.


4.1 Data


To estimate the model we use Chilean quarterly data for the period 1990:Q1 to 2005:Q4. We choose


the following observable variables: real GDP, Yt, real consumption, Ct, real investment, INVt, real


government expenditure/GDP ratio, Gt=Yt, short-run real interest rate, rt, a measure of core in�ation


computed by the Central Bank (�IPCX1�) as a proxy for in�ation, the real exchange rate, crert, current
19Value-added of the mining sector accounts for 10% of total GDP in Chile.
20This includes primary production plus some commodity based manufactures such as agricultural processing and pulp


and paper
21Christiano et al (2005) use �L = 21 and �H = 6 for a closed economy model calibrated for US. Adolfson et al (2005)


use the same values for an open economy model calibrated for Euro area. Brubakk et al (2005) use �L = 5:5 and �H = 6


for a calibrated model of the Norwegian economy. Jacquinot et al (2005) calibrate �L = 2:65 and �H = 11 for a model of
the Euro Area.
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account/GDP ratio, CAt


PY;tYt
, and real wages, Wt=PC;t. We also include as observable variable the


international price of Copper (in dollars, de�ated by a proxy of the foreign price index) as a proxy for


the real price of the commodity good, bpr�S;t. In total, we have ten observable variables. The in�ation
rate is expressed as deviation from its target, b�t. In the case of real quantities we use the �rst di¤erence
of the corresponding logarithm (except for government expenditure/GDP ratio):


yCHt =


�
� lnYt;� lnCt;� ln INVt; rt; b�t; crert; CAt


PY;tYt
;
Gt
Yt
;� ln


�
Wt


PC;t


�
; bpr�S;t�


The short-run real interest rate corresponds to the monetary policy rate. This was an indexed


rate from the beginning of the sample until July 2001. After July 2001 the monetary policy has been


conducted by using a nominal interest rate. Therefore, for the later period we construct a series for


the real interest rate computing the di¤erence between the nominal monetary policy rate and current


in�ation rate.


For New Zealand, we use quarterly data for the period 1989:Q2 to 2005:Q4. We choose the following


observable variables: real GDP, real consumption, real investment, commodity production (primary


production plus commodity-based processing), YS;t, short-run nominal interest rate, bit, CPI in�ation,
the real exchange rate, current account/GDP ratio and real wages. We also include as observable


variable the ANZ commodity export price index (in US dollars, de�ated by the foreign price index) as


a proxy for the real price of the commodity good. In total, we have ten observable variables.


As in the case of Chile, real variables are expressed in �rst log di¤erence and in�ation as deviation


from its target. The set of observable variables for New Zealand is the following:


yNZt =


�
� lnYt;� lnCt;� ln INVt;� lnYS;t;bit; b�t; crert; CAt


PY;tYt
;� ln


�
Wt


PC;t


�
; bpr�S;t�


The short-run nominal interest rate is the overnight interest rate (The Call Rate prior to March


1999 and the O¢ cial Cash Rate after March 1999). We subtract the in�ation target from the nominal


interest rate to make this variable stationary.


4.2 Prior distributions


Prior parameter density functions re�ect our beliefs about parameters values. In general, we choose


priors based on evidence from previous studies for Chile and New Zealand. When the evidence on


a particular parameter is weak or non-existent we impose more di¤use priors by setting a relatively


large standard deviation for the corresponding density function. Table 2 presents the prior distribution


for each parameter contained in the parameter vector, #, its mean and an interval containing 90% of


probability.


For the inverse elasticity of labor supply, �L, we assume a gamma distribution with mode equal to


1.0 and one degree of freedom. This implies that with 90% of probability �L takes values between 0:05


and 3:0. This is a wide range and re�ects the uncertainty we have regarding the value of this parameter.


The habit formation parameter, h, is constrained to be between zero and one. We assume it has a beta


distribution with mean 0:5 and a standard deviation of 0:25. Therefore, a 90% con�dence interval for


this coe¢ cients lies between 0:1 and 0:9. This range is much wider than the one considered by Adolfson
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et al (2005) for the same coe¢ cient in the Euro area, re�ecting again our uncertainty on the value for


this parameter. The elasticity of substitution between home and foreign goods in consumption, �C ,


and the elasticity of substitution between these goods in investment, �I , are assumed to have an inverse


gamma distribution with a unitary mode and 5 degrees of freedom. This implies that, with 90% of


probability, each of these elasticities lie between 0.66 and 3.05. The price elasticity of foreign demand


for domestic goods, ��, has also an inverse gamma distribution with a unitary mode. For this parameter


we choose 4 degrees of freedom to set our prior. This implies a wider range for this parameter: with


90% of probability it takes values between 0.64 and 3.66. These values are pretty much in line with


Adolfson et al (2005).


The parameter �S has an inverse gamma distribution with mode 2.0 and 3 degrees of freedom. As a


consequence, this parameter can take values between 1.3 and 9.8 with 90% of probability. This is a wide


range re�ecting, again, the uncertainty we have with respect to �S . The elasticities of the international


supply of funds, %f and %d, are assumed to have an inverse gamma distribution with four degrees of


freedom. For Chile, we assign a mode of 0.01 for these elasticities. For New Zealand we assume a deeper


�nancial integration with the rest of the world, and in consequences, the mode of these elasticities is


0.001.


The prior distributions of each parameter in the policy rule take into account values that have


been reported in other empirical studies.22 In particular, the policy inertia parameter,  i, has a beta


distribution with a standard deviation of 0.10. Previous estimation shows that the policy smoothing


has been bigger in New Zealand than Chile. Hence, we assume a mean for  i equal to 0.70 and 0.75 for


Chile and New Zealand, respectively. The combined parameter de�ning the policy response to in�ation


�when the policy instrument is the nominal interest rate�, '�, has a gamma distribution with mode


1.50 and standard deviation equal to 0.15 for Chile and to 0.10 for New Zealand. These values are


coherent with parameter '� lying between 1.26 and 1.75 in the case of Chile with 90% of probability


and between 1.34 and 1.67 in the case of New Zealand . The parameter de�ning the policy response


to output, 'y, also follows a gamma distribution with mean 0.5 and a standard deviation of 0.15 for


Chile and 0.10 for New Zealand. In the case of Chile, we need to de�ne a prior distributions for the


reaction coe¢ cient of interest rate to real exchange rate for the period 1990-99,  rer. This parameter


has a gamma distribution with mean 0.2 and standard deviation equal to 0.1.


Parameters de�ning the probability of resetting nominal wages and prices are assumed to have


distributions bounded by the interval [0; 1] interval. The parameters �L, �HD
, �HF


and �F have beta


distributions with means 0.75 and standard deviations of 0.1. Those values imply that the probabilities


of resetting nominal wages and prices can take values between 0.57 and 0.90 with 90% of probability.


These numbers are coherent with wages and prices that can be optimally reset every 2.3 and 10 quarters.


Parameters �L, �HD
, �HF


and �F have also beta distributions with means 0.50 and standard deviations


of 0.25. These distribution cover a range of values between 0.1 and 0.9 with 90% of probability. Hence,


we do not impose very strong priors on the degree of inertia in wages and prices.


The autoregressive parameters of the stochastic shocks, �aH , �yS , �y� , ��L , ��I , �i� , ��� , ���F , �yS ,


�g, ��� have beta distributions. We do not impose tight priors on these distributions. For all these


22For Chile, see Schmidt-Hebbel and Tapia (2002), Caputo (2005) and Céspedes and Soto (2005). For New Zealand,
see Liu (2006) and Lubik and Schorfheide (2006).
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parameters we set the prior mean to 0.7 and the standard deviation to 0.20. Therefore, with 90%


probability, the values of these parameters lie between 0.32 to 0.96. The variances of the shocks are


assumed to be distributed as an inverse gamma with 3 degrees of freedom. This distribution implies


di¤use priors for these parameters to re�ect our uncertainty about the unobservable shock processes.


The corresponding means and modes are set based on previous estimations and on trials with weak


priors. In particular, �aH ; ��C , ��L , ��I , �C� , ���F , �yS and �g have a prior mode of 1.0 which implies,


with 90% of probability, values between 0.64 and 4.89. For �i� the mode is set to 0.5 implying values


that go from 0.32 to 2.45, whereas for ��� , ��� and �� the modes are set to 0.25, 0.25 and 0.20,


respectively.


4.3 Posterior distributions


Table 3 presents the mode of the posterior distributions of the parameters for Chile and New Zealand.


Consistent with other studies, the degree of habit in consumption is a little higher for New Zealand at


0.81 than for Chile at 0.57. The inverse elasticity of substitution for labour supply is very low for New


Zealand. For Chile this eslasticiy is a little bit above other studies where only Ricardian households


were considered.The elasticity of substitution for consumption is about 1.2 for both Chile and New


Zealand, which is relatively low. The posterior estimate for the intra-temporal elasticity of substitution


for investment is very close to the prior estimate and may not be well identi�ed in the data. The price


elasticity of foreign demand, ��, is two in New Zealand compared to one in Chile. This means that


exports respond more strongly to price signals (e.g. a currency depreciation) in New Zealand.


For Chile, wage rigidities are substantially lower than previous estimates. Wages are estimated to be


reoptimized every 5 periods and only about 6 per cent of households that do not optimise are estimated


to index wages to last period�s in�ation. The rest increase wages according to the central bank�s 3 per


cent p.a. in�ation target. For New Zealand wages are estimated to be reoptimised less often at 11


quarters with about 10 percent of nonoptimising households indexing wages to last period�s in�ation,


and the rest increasing wages according to the central bank�s 2 per cent p.a. in�ation target. The less


frequent wage adjustment in New Zealand may re�ect a higher degree of credibility on the monetary


policy, which make costly adjustment to be less necessary.


Price rigidities in Chile are also lower than other estimates (Medina and Soto, 2006b; Caputo, Medina


and Soto, 2006). Domestic prices are optimally adjusted frequently in both countries: on average every


two quarters for Chile and every 3 quarters for New Zealand. The prices of home goods sold abroad are


reoptimised much less frequently: on average every 29 quarters in Chile and every 12 quarters in New


Zealand. Import prices are estimated to be reoptimised less frequently in New Zealand (30 quarters)


compared to Chile (6 quarters), suggesting more local current pricing in New Zealand, but the degree


of indexation of import prices is estimated to be much higher in Chile at 80 per cent.


Estimated monetary policy parameters are reasonable for both countries. For Chile we attempt


to identify two policy rules: one for the period 1990-1999 and another for the period 2000-2005. In


general the degree of interest rate smoothing and the responses to both in�ation and output growth


are estimated to be higher for New Zealand. These parameters are not, however, directly comparable


because the policy rule is estimated in real terms in Chile and in nominal terms for New Zealand;
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and because the rule for the earlier period in Chile includes an exchange rate term. Nevertheless, it is


interesting that the rule for the later period in Chile and the estimated New Zealand rule, both of which


are characterised by pure in�ation targeting, are quite similar (the interest rate smoothing parameters


of 0.8 for Chile and 0.9 for New Zealand, the response to deviations of in�ation from target are 1.6 and


is 1.5; and the response to the deviation of output growth from steady state are estimated at 0.31 and


0.39).


The estimated volatility and persistence of the shocks are more similar than di¤erent. The only


big di¤erence in shock volatility is a much larger commodity production shocks in the case of Chile


which likely re�ects the fact that there is a single commodity rather than a basket in the case of New


Zealand. Commodity production shocks are, however, less persistent in Chile (AR(1) coe¢ cient of 0.64


compared to 0.91 for New Zealand) perhaps due to the agricultural nature of commodity production in


New Zealand. In general, Chile appears to face more persistent domestic shocks. Investment speci�c


shocks are estimated to be more persistent in Chile (AR(1) coe¢ cient of 0.86 compared to 0.41 for


New Zealand), as are labour productivity shocks (AR(1) coe¢ cient of 0.99 compared to 0.16 for New


Zealand) and to a lesser degree transitory productivity shocks (AR(1) coe¢ cient of 0.90 compared to


0.69 for New Zealand).


5 Impulse-response analysis


To analyze the main transmission mechanisms implied by the model in this section we describe the


e¤ects of the shocks on the current account and some other variables for Chile and New Zealand.


Figures 2 through 5 present the impulse responses to all the shocks in the model.


In the case of Chile two sets of results are shown: One for the responses under the policy rule


prevailing before 2000 and the other for the responses under the rule in place estimated for 2000 to


2005. In the description below we emphasized a qualitative description of the e¤ects of the shocks. In


general, the di¤erences under these two rules are mostly quantitative. We do not comment further on


them.


Productivity and endowment shocks There are two productivity shocks, a permanent one and


a transitory shock, and a shock to the endowment of commodities. The identi�ed transitory productivity


shock has a larger standard deviation and is more persistent in Chile than in New Zealand. In both


economies, this shock raises output (y), reduces employment and boosts real wages. It also reduces
in�ation (pic) and initially depreciates the real exchange rate (rer). The fall in labor is explained by
the slow expansion of aggregate demand (which is persistent because of intertemporal smoothing in


consumption, habit in consumption and investment adjustment costs), and because of the monetary


policy response to the shock, which is not very expansive. In both countries, consumption (c) rises
�although initially in Chile it decreases slightly due to the presence of non-Ricardian households, whose


labor income falls. In Chile, investment (inv) increases as the marginal productivity of capital rises.
After few quarters, however, it falls below its trend level. For New Zealand, the productivity shock is not


persistent enough to induce an expansion in investment, and this variable falls below trend immediately


after the shock. In both countries, the transitory output expansion coupled with consumption smoothing
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�and the fall in investment in the case of New Zealand�plus the expenditure switching e¤ect induced


by a temporary real depreciation of the exchange rate, lead to an improvement in the current account


measured as fraction of GDP (ca_y).
A permanent labour productivity shock increases output on impact, but not all the way to the new


steady state level.23 This permanent productivity shock lowers the current account in both economies.


As domestic households anticipate higher income in the future, they increase their consumption today.


For the same reason, �rms anticipate higher pro�ts in the future and look to expand their production


by increasing their capital stock. The increase in both consumption and investment leads to a lowering


in the current account.


A rise in the endowment of commodities (an exogenous increase in the production of these type of


goods) implies directly an increase in domestic GDP, both in Chile and New Zealand. In Chile the


shock is more volatile but less persistent than in New Zealand. In both economies this shock increases


exports and appreciates the real exchange rate. Consumption and investment also raise, and so do


imports. However, the expansion of exports is larger and the current account improves in response to


this shock in both economies.


Foreign shocks There are three foreign shocks: a commodity price shock, a foreign output shock


and a foreign interest rate shock. The commodity price shock is larger and more persistent in the case


of Chile than in New Zealand (in the case of Chile, it corresponds to a copper price shock while for


New Zealand it is a shock to a commodity export price index). For Chile, the shock implies a windfall


revenue for the government. Despite the intertemporal government consumption smoothing implied


by the �scal rule, the persistence of the shock leads the government to raise its expenditure on home


goods, as its debt service falls. This expansion in aggregate demand raises output. Private consumption


increases because of the increase in current income of non-Ricardian households, and also because the


shock raises the overall wealth of the country. The expansion in output increases the marginal product


of capital and this leads to a boom in investment. In the case of New Zealand the windfall is received


by households which own 90% of commodity export �rms. Thus, the shock raises permanent income


and consumption increases smoothly over time. The increase in consumption leads to a rise in output


an upward pressure on in�ation and an increase in investment. In both economies, the shock induces


an improvement in the current account. This positive e¤ect of the shock on the current account is


moderated to some degree by a decline in export volumes, rising investment in response to higher


demand �which increases imports�, and the exchange rate appreciation.24 In the case of New Zealand,


the higher debt repayments in response to monetary tightening that follows the shock also dampens its


e¤ect on the current account. For both countries the trade balance measured at constant prices (tb_yr)
declines as a consequence of the fall in exports and the increase in imports.


A foreign demand shock increases demand for home goods, and domestic output in both economies


23Note that the variables are detrended by labour productivity.
24For New Zealand, the currency appreciation �"commodity currency" e¤ect� is, however, smaller than that implied


by reduced form estimates (here a 10% rise in commodity export prices leads to an exchange rate appreciation about
1%, compared to 5 to 7% in reduced form estimates). The di¤erence may be the result of our model or of the covariance
of world commodity prices with other factors such as world demand or the UIP shock. Certainly, a larger commodity
currency e¤ect would reduce the positive e¤ect of this shock on the current account.
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raises. Consumption increases with income which puts upward pressure on domestic prices, and the


monetary policy tightening leads to an exchange rate appreciation. In both countries, investment


increases to boost production, but only slowly due to adjustment costs. The stronger exchange rate


reduces the cost of imports which also contributes to the expansion in investment since investment is


import intensive. However, despite the increase in imports, the direct e¤ect of foreign output increase


on exports dominates and the current account improves in response to this shock.


A foreign interest shock, in our model, corresponds to a shock on the UIP condition. It captures not


only movements in the international interest rate but also the unobserved currency risk premium and


any capital �ow movements that could a¤ect the exchange rate �not necessarily re�ected in observed


interest rate di¤erentials. This shock implies a 4 per cent real depreciation of the domestic currency


(rise in rer) in both countries. The real exchange rate depreciation triggers an expenditure switching
e¤ect that raises exports and lowers imports. In Chile, the contraction of imports in much larger


and in New Zealand, the expansion of export is much larger. This is the result of di¤erent pricing


structures for imports and the currency denomination of foreign liabilities. In Chile, import prices are


re-optimised more often (every 6 quarters compared to every 31 quarters in New Zealand) and there is


a very high degree of indexation to last period�s in�ation. Therefore higher import prices in domestic


currency lead to much more persistent e¤ects on in�ation. As a result the depreciation leads to a strong


monetary policy response which depresses consumption and investment, reinforcing the e¤ect of higher


import prices on consumption and especially investment which is import intensive, leading to lower


imports. In New Zealand this e¤ect is muted by a high degree of local currency pricing (very infrequent


reoptimisation and indexation mainly to the in�ation target). In Chile, the depreciation also leads to


valuation e¤ects: the domestic currency value of foreign currency liabilities increases leading to higher


debt repayment which crowds out consumption and investment, further depressing aggregate demand.


In New Zealand a larger export response and smaller fall in aggregate demand prevent a fall in output.


In both countries, this shock leads to a current account improvement.


Expenditure shocks A consumption preference shock leads to a consumption boom that raises


output and increases demand for labor and capital inputs. It also pushes up in�ation. The monetary


policy response to the shock leads to an increase in the interest rate and appreciation of the real


exchange rate. Despite the increase in the demand for capital, and a small fall in the cost of imports,


the intertemporal substitution e¤ect driven by the monetary policy response generates a contraction in


investment. This shock leads to a deterioration of the current account. Initially, the rise in consumption


stimulates imports. Exports fall because of the real appreciation of the currency. In the case of New


Zealand, the fall in investment shortly dominates the boom in consumption so that imports fall below


trend. This e¤ect, however, is not strong enough to improve the current account. In the case of Chile,


the fall in imports due to the contraction in investment leads to a slight improvement in the current


account after several quarters.


Identi�ed investment shocks �a decrease in the cost of transforming one unit of investment into one


unit of capital�are a little larger in New Zealand but more persistent in Chile. They lead to a boom


in investment that increases output and employment. In the case of Chile, the increase in output raises


current income and non-Ricardian household consumption surges. Therefore, despite the monetary
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contraction, total consumption also rises. In the case of New Zealand, since all households are assumed


to be Ricardian, the monetary contraction leads to a fall in consumption. The fall in in�ation in both


countries (in Chile there is a slight increase in this variable right after the shock) is explained by the


fall in the cost of investing. For both countries, the current account initially deteriorates, mainly due


the investment-driven rise in imports. However, the increase in the capital stock eventually leads to


higher production and higher exports, so that the current account balance moves above trend after a


couple of years.


A government expenditure shock, in the case of Chile, corresponds to a deviation from the structural


balance rule described before. It implies an impulse to aggregate demand that boosts output and


employment, and raises in�ation. The monetary policy response to the shock �an increase in the


interest rate�depresses investment and consumption despite of the increase in consumption by non-


Ricardian households. The shock also implies an appreciation of the exchange rate because of both the


rise in the interest rate and the rise in in�ation and because of the composition of government spending


�which is biased towards home goods. Although the �scal balance worsens in response to this shock,


the contraction in private expenditure leads to a current account improvement. This current account


improvement, however, is small in magnitude and not very persistent. In the case of New Zealand, this


expenditure shock also boosts output and depresses consumption and investment. Since the government


consumes only home goods whereas households consume both home and foreign goods, and also because


investment utilizes foreign goods, the crowding out e¤ect of public spending in New Zealand implies


a short-run improvement in the current account. As monetary policy tightens and the interest rate


increases, debt service also increases and the current account deteriorates. On a medium-run horizon,


when the interest rate has eased, the current account improves again as a consequence of the fall in


imports.


Monetary shock A monetary shock induces a contraction in aggregate demand (consumption


and investment), output and employment. In�ation falls in response to both the contraction in activity


and the appreciation of the currency which puts downward pressure on the price of imported goods. In


both Chile and New Zealand, exports and imports fall in response to the monetary shock. The former,


because of the appreciation of the currency and the later because of the contraction of consumption


and investment. In the case of Chile, given the estimated elasticities of substitution and the calibrated


shares of foreign goods in consumption and investment, the intertemporal positive e¤ect of a contractive


monetary policy shock dominates its negative intratemporal e¤ects. As a result, the current account


improves. Several quarters after the shock, as imports pick up led by the recovery in investment and


exports remain depressed, the current account deteriorates a little. In the case of New Zealand, the e¤ect


of this shock on the current account is ambiguous. On impact, the current account improves because of


the contraction in imports. However, one quarter after the shock, it deteriorates. This is explained by


the fact that in the case of New Zealand foreign investment income depends on the domestic interest


rate (see equations 5 and 26). The higher domestic interest rate due to tighter monetary policy implies


larger debt service payments. So despite an improvement in the trade balance, the current account


falls. After some quarters, the trade balance e¤ect dominates and the current account improves but it


falls again as imports pick while exports remain low.
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6 What drives the current account in Chile and New Zealand?


We use the estimated model to tell a "story" about the evolution of the current account in both


countries. We �rst discuss the variance decomposition of the current account, without conditioning


on the historical evolution of the exogenous processes. We then use our identi�ed shocks to show the


contribution of each type of shock to the historical evolution of the current account of both countries


over the sample period. It is worth noting that the variance and historical decompositions abstract


from the steady state current account position, which is 1.8% in the case of Chile, and in the case of


New Zealand is about 6 per cent of GDP and is mainly associated with investment income payments


on New Zealand�s large stock of external liabilities.


6.1 Variance decomposition


Table 4 presents the variance decomposition of the current account for Chile and New Zealand. We


group shocks in four categories as before: foreign shocks, domestic supply shocks, domestic demand


shocks and monetary shocks.


In both countries, foreign shocks explain about half or more than half of the variation in the current


account at all horizons. For both countries, the most important foreign shock is the foreign interest rate


shock (UIP shock). As discussed earlier, this shock includes �uctuations in the foreign interest rate,


unobserved current risk premium and any capital �ow e¤ects that in�uence the exchange rate. This


shock is very persistent in both countries (with estimated AR(1) coe¢ cients of 0.985 in Chile and 0.923


in New Zealand) and has its main e¤ect on the current account with a lag of about 2 years. It accounts


for 58 to 71 per cent of current account variance at the 3 to 4 year horizon in Chile, and 40-44 per


cent in New Zealand. The foreign demand shock has a strong but transitory short term e¤ect on the


current, accounting for about 40 per cent of current account variation in the �rst year after the shock.


While the e¤ects of these two shocks are similar, the e¤ect of the third foreign shock, the commodity


export price shock, is quite di¤erent in the two countries. In Chile a change in the copper price has


a brief short term e¤ect, accounting for about two per cent of current account variation in the �rst


year.25 In New Zealand, a change in the price of agricultural exports has a larger and more medium


term e¤ect, accounting for 15 to 20 per cent of current account variation at the two and three year


horizons. The di¤erence likely re�ects the di¤erent ownership structures, with the windfall gains going


to private agents in New Zealand and to the government and foreign investors in Chile, and the fact


that Chile�s government has saved a large fraction of the windfall revenues from copper.26


Domestic supply and demand shocks in Chile account for about half of the remaining variation in the


current account each, with monetary policy shocks accounting for very little. In New Zealand, domestic


demand shocks are relatively more important, and again monetary policy shocks explain very little. The


25The variance decomposition is computed using the sample estimate of the variance of each shock. The recent copper
price shock has been much larger than historical shocks. Therefore, the share of this shock in explaining the recent current
account event is likely much higher. See the historical decomposition below.
26De Gregorio (2006) argues that despite the structural balance rule was not in place before 2000, the government


behaved very much like as if the rule would have been in place already during the 90s. In fact, during most of our sample
period there existed a stabilization fund linked to the copper price that smoothed out the e¤ects of shocks to this variable.
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policy shocks are deviations from the policy rule, and the endogenous component of monetary policy


�the parameterisation of the reaction function�may be important.


The contribution of domestic demand shocks to variation in the current account mainly comes from


the investment-speci�c shock. In Chile this accounts for 30 to 40 per cent of current account variation in


the �rst two years, and in New Zealand for 40 per cent in the �rst year, with persistent e¤ects at longer


horizons. The contribution of domestic supply shocks is more broadly based. In Chile, commodity


output �uctuations have important short term e¤ects (17 to 20 per cent of the variance in the �rst


year), and permanent labour productivity shocks have important longer term e¤ects (16 to 20 per cent


of current account variance in the third and fourth years). In New Zealand, variations in commodity


production a¤ect the current account with a similar magnitude, but with the main e¤ect in the second


year; and both permanent and transitory productivity shocks are important.


Government spending shocks are estimated to account for a small part of current account variance


in both countries. In New Zealand, the e¤ect is a little larger, and probably understated a little due


to our assumption that the government consumes only home goods. In the case of Chile, these shocks


correspond to deviations of the government from the policy rule described previously. Therefore, they


do not capture in full the e¤ects of �scal policy �broadly de�ned� on the evolution of the current


account.


Overall, the current account appears to be playing a positive shock absorber role in both countries,


with respect to both foreign and domestic shocks. With an open capital account, households, in


aggregate, can smooth consumption in the face of shocks by using the current account to borrow


and lend, much as an individual uses a bank account.


6.2 Historical decomposition of the current account


In this subsection we highlight how some major developments are interpreted by the model, in terms


of the model shocks, and the current account responses to those shocks. In Figures 6 and 7 we present


the sample evolution of the identi�ed socks for Chile and New Zealand. Figures 8 and 9 present the


historical contribution of each of them to the evolution of the current account for both countries.


Chile The evolution of the current account in Chile over the period is characterized by a phase of


moderate de�cits from 1990 until 1999-2000 and then by a period where the current account oscillated


between small de�cits and surpluses. The de�cits observed at the beginning of the 90s are explained


mostly by a boom in investment, triggered by favorable domestic conditions, and by a weakness in


foreign activity that depressed exports (Figure 8). The small reversal of the current account in 1995,


according to the model, is explained by favorable external conditions that boosted exports. The growth


rate of an index of foreign output constructed by averaging output from Chile�s main trade partners


grew more than 4,5% at the beginning of that year.


Foreign �nancial conditions also played an important role in explaining the evolution of the current


account over the 90s. From 1991 until 1999, easing foreign �nancial conditions �large capital in�ows �


put a downward pressure on the current account. The current account reversed dramatically in 2000,


after the Asian crisis and coincidentally with Argentina�s crisis. Notice, however, that the reversal
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in the current account began before the reversal in foreign �nancial conditions. During 1999 there


was a dramatic negative investment shock that depressed investment and imports. While there was


an important contractive monetary shock in late 1998, the model does not attribute a large share of


responsibility for the fall in investment to that shock.


Despite the fact that the country�s spread has been falling, the model identi�es tightening external


�nancial conditions as one of the reasons why the current account improved after 2000. As mentioned


before, these UIP shocks capture more than the observed movements in the foreign interest rate and


the risk premium faced by the country. They also capture any change in market conditions that a¤ect


the exchange rate above and beyond what the UIP condition would predict. The decline in natural


resources GDP and a small investment boom after 2002 would have lead to a current account de�cit,


had no other shock hit the economy. More recently, an export expansion triggered by more robust


growth in trading partners, and the copper-price boom, explain the current account surpluses observed


over recent quarters.


New Zealand From a policy perspective, the main features of interest are the recent deterioration


of the current account from about 2.9 per cent of GDP in 2001 to 9.7 per cent per cent of GDP in June


2006, similarities and/or di¤erences with the current account deterioration from 1992 to 1997, and the


factors that led to an improvement in the current account between these periods.


As shown in Figure 9, in the context of our model, the most important factors driving the New


Zealand current account over the estimation period have been the price of commodity exports, shocks


to foreign demand, the e¤ects of foreign �nancial conditions on the exchange rate and investment-speci�c


shocks.


Perhaps the largest swings in the current account during the period have come from the investment-


speci�c shock. In the model, a positive investment adjustment shock means that a given amount of


investment is transformed more e¢ ciently into productive capital, and so reduces the cost of capital.


This shock may also capture e¤ects such as collateral constraints that a¤ect investment. Historically


investment speci�c shocks were negative during the labour market reforms of the early 1990s (perhaps


due to a fall in marginal cost or increase in the marginal product of labour), positive in the mid-1990s (a


period of rising investment) and negative in the late 1990s (possibly related to the end of the domestic


housing boom or �nancial crises in other countries). This shock has had a relatively small e¤ect on the


recent current account deterioration compared to that in the mid-1990s. While both periods have been


characterised by investment booms and a current account deterioration, the e¤ects of foreign �nancial


conditions on the exchange rate are estimated to have been more important in recent years.


A fall in the cost of �nancing, iF , represents an appreciation of the New Zealand dollar. The


estimated historical shocks show periods of New Zealand dollar strength in 1996 and in 2004-5, and


weakness in 2000-2001. The foreign interest rate/UIP shock is not only persistent, but it has its main


e¤ect on the current account through the volumes of imports and exports with a lag of about 2 years.


Thus, the weak NZ$ of 2000-2001 had a positive in�uence on the current account balance in 2002-3


(see Figure 9). The lagged response implies that the strong NZ$ seen in 2004-5 may continue to have a


negative e¤ect on the current account balance through 2007, all else being equal. The appreciation of


the exchange rate after 2001 has been relatively important in the recent deterioration.
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The estimated foreign demand shock shows weak foreign demand in the early 1990s (following


recession in some trading partners), strong foreign demand through the rest of the 1990s and weak


foreign demand after about 2001. The foreign demand shock has a strong, but transitory short term


e¤ect and so the e¤ect on the current account follows a similar pattern. This shock appears to pick


up the e¤ect of government imports (in the model the government is assumed to consume only home


goods). This is seen clearly in the two spikes in 1997 and 1999 that correspond to the import of two Navy


frigates. There has been an expansion in government imports in the past year or two on a smaller scale


so that the e¤ect of foreign demand is likely to be overstated and government spending correspondingly


understated.


The shock to the world price of commodity exports is estimated to have its main impact on the


current account through the value of exports in the second year after the shock. The historical shocks


follow a path similar to the path of commodity export prices, measured in foreign currency. As shown


in Figure 9, the relatively low world price of commodity exports in 1998-2003 had a negative e¤ect on


the current account position, while the rise in commodity export prices in 2004-5 has had a positive


e¤ect on the current account position, much as one would expect.


From 1997 to 2002, the main factors that are estimated to have led to an improvement in the current


account position were the investment speci�c shock and the contribution of changes in foreign �nancial


conditions to the depreciation of the New Zealand dollar.


7 Scenarios for the current account adjustment


In this section we explore scenarios for the future evolution of the current account of Chile and New


Zealand. First, we present a current account path whereby all past shocks are allowed to unwind at their


estimated rates of decay. This gives a gradual current account adjustment path. Next we ask, in the


case of Chile, what would be the path of the current account and other variables should the copper price


su¤er a sharp fall. We also analyze a combined scenario of a sharp copper price fall and a tightening of


international �nancial conditions faced by the country. In the case of New Zealand, we ask what would


the current account path would look like with a more rapid rise in the cost of external �nancing (which


leads to a more rapid exchange rate depreciation). This allows us to explore the consequences of a more


rapid current account reversal for this country. Then, we add to the second scenario an increase in the


domestic interest rate due to a tightening in the monetary policy meant to sustain the exchange rate.


For Chile the scenarios are shown in �gures Figure 10 to 12. In the baseline scenario, latent variables


unwind at their estimated rates of decay back to steady state. At the end of the sample period the


current account balance for this country is 2% of GDP above its long-run level. The main sources of


imbalance are the delayed e¤ects of the normalization of foreign �nancial conditions, a high copper price


and a recent strong foreign demand. All of these shocks, have contributed to a strong current account


position. On the contrary, low commodity production and a strong investment have ameliorated the


e¤ects of the previous shocks. The unwinding of these shocks is benign. GDP rises above trend due to


the delayed e¤ects of the investment boom and the positive e¤ects of foreign �nancial conditions that


improved marginally by the end of 2005. Also, the still high copper price, which has persistent e¤ects


and unwinds slowly, a¤ects positively output. The trade balance deteriorates due to the increase in
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demand for imports that results from persistent e¤ects of the investment shock and the UIP shock, an


also because of the e¤ect of the copper price shock on the real exchange rate. The current account dips


below steady state as copper price falls and the quantity e¤ects of the trade balance dominate, but


recovers quickly as investment income payments on copper related pro�ts fall o¤. The real appreciation


of the currency implies by the persistent copper price shock lead to a fall in in�ation that lasts for


several quarters.


In the alternative scenario A, the copper price falls more rapidly in the �rst period. In this case,


the positive e¤ects of the high copper price are shorter lived. The expansion in aggregate demand and


the rise in GDP are more modest. As a result, the increase in the demand for imports is less persistent,


and the trade balance rises toward steady state more quickly. Also, copper related investment income


payments fall more quickly, and the current account returns to steady state faster. In this scenario,


since the real appreciation of the currency is less persistent, returns much faster back to its long-run


level.


In the alternative scenario B, the sharp fall in the copper price is combined with a tightening of


foreign �nancial conditions. The latter implies a depreciation of the Peso which boosts exports and


makes imports more expensive, depressing aggregate demand. The depreciation also leads to a rise (in


domestic currency term) of foreign currency debt, leading to higher investment income debits further


depressing (crowding out) aggregate demand. The fall in aggregate demand leads to an improvement


in the trade and current accounts. In this scenario, there is no period of high growth, with GDP a


little below steady state levels for most of the adjustment period. In�ation rises due to the e¤ect of


the depreciation on the price of imports, which is persistent due to a high degree of indexation to past


in�ation.


For New Zealand the scenarios are shown in �gures Figure 13 to 15. The three shock processes


that deviated signi�cantly from their steady-state values at the end of the period (2005q4) were the


UIP shock (a strong NZ$), commodity production was below steady-state and world demand was still


relatively weak (see Figure 7). The unwinding of each of these would contribute to an improvement


in the current account position. The baseline unwinding of shocks gives a persistently large current


account de�cit for the next couple of years, as the lagged e¤ects of the strong exchange rate continue


to feed through to import and export volumes, and the current account doesn�t return to steady-state


until 2011/2012.


In the alternative scenario A (Figure 14), foreign �nancial conditions (foreign interest rate/UIP


shock) tighten, implying a 30 per cent real exchange rate depreciation which leads to a more rapid


reversal of the current account. In this case the current account returns to its steady state value in


2007/8, but the reversal is still benign in terms of GDP growth, with a shift from domestic to foreign


absorption.


The �nal scenario (Figure 15), features a rise in the domestic cost of borrowing (e.g. a rise in the risk


premium) in addition to the unwinding of shocks and the 30 per cent exchange rate depreciation. Here


we proxy the rise in the domestic risk premium by a monetary policy shock in the model, though we do


not interpret it as a monetary policy response. It is included to assess the e¤ects should a tightening of


foreign �nancial conditions translate into a rise in domestic cost of borrowing. In this case, the current


account returns to steady state very quickly, but the adjustment is less benign, with GDP growth well
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below steady state for a year or more. In practice, this type of scenario whereby the cost of domestic


currency �nancing rises would be more complicated than the channels in our model. Given the recent


shift in domestic borrowing to longer, �xed term interest rates, the rise in the interest rate would feed


through to households only gradually, and likely be associated with a larger e¤ect on the cost of short


term working capital and bank pro�tability in the interim.


8 Conclusions


This paper used an open economy DSGE model with a commodity sector and nominal and real rigidities


to ask what factors account for current account developments in two small commodity exporting coun-


tries. From a policy perspective, we are interested in understanding these factors to better understand


the macroeconomic and �nancial stability risks associated with the increase in both external stocks and


external �ows relative to income associated with �nancial market integration.


The model was estimated, using Bayesian techniques, on Chilean and on New Zealand data. The


structural factors that explain the behavior of the current account were fairly similar for the two


countries. We �nd that foreign �nancial conditions, investment-speci�c shocks, and foreign demand


account for the bulk of the variation of the current accounts of the two countries. Monetary and


�scal policy shocks (deviations from policy rules) are estimated to have relatively small e¤ects. For


New Zealand, �uctuations in export commodity prices have also been important to explain the current


account.


In both countries foreign shocks account for about half, or more than half, of current account


variation at horizons up to 4 years. The most important foreign shock was found to foreign �nancial


conditions, a combination of the e¤ects of the foreign cost of capital, currency risk premium and e¤ects


of capital �ows on the exchange rate. This shock is very persistent and has its main e¤ect after a lag of


about 2 years. The other two foreign shocks, world demand shocks and commodity export price shocks


were also found to be important, the former having a strong but transitory short term e¤ect and the


latter a medium term e¤ect.


The most important domestic shock in both countries was the investment speci�c shock. This shock


a¤ects the e¢ ciency with which investment is transformed into productive capital. This shock played


an important role in the improvement in both countries�current account positions in the late 1990s.


Monetary and �scal policy shocks were found to have relatively small e¤ects. However, these shock


represent deviations from estimated policy rules, leaving open the possibility that the endogenous


component of policy.27 In Chile, monetary policy leads to an improvement in the current account as


aggregate demand contracts, leading to lower imports (despite price e¤ects) and lower exports (because


of price e¤ects). In New Zealand, the e¤ect of a monetary policy shock on the current account is more


ambiguous. The same positive e¤ect works through aggregate demand, but the rise in the domestic


interest rate increases debt service payments on the large stock of external liabilities, worsening the


investment income account. The net e¤ect on the current account is small, �uctuating around zero.


Policy experiments were carried out to explore scenarios of current account adjustment. In the case


of Chile, unwinding of these shocks pushes GDP above trend due to the delayed e¤ects of the investment


27The parameterisations of the policy rules may still be important, but this is left for further study.
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boom and the positive e¤ects of foreign �nancial conditions that improved marginally by the end of


2005. Also, the still high copper price, which has persistent e¤ects and unwinds slowly, a¤ects positively


output. The trade balance deteriorates slightly due to the increase in demand for imports. The current


account dips below steady state, but recovers as investment income payments on copper related pro�ts


fall o¤. A scenario that features a more rapid fall in the price of copper gives a more rapid improvement


in the trade balance and fall in investment income payments as the positive e¤ects of the high copper


price on investment and negative e¤ect on the investment income balance are shorter lived. In this


scenario, the current account returns to the steady state de�cit more rapidly. A third scenario also


includes a tightening of foreign �nancial conditions which implies an appreciation of the Peso which


depresses aggregate demand. In this scenario GDP is slightly below trend for much of the adjustment


period. The current account goes into surplus for a few years, as the depreciation spurs exports and


depresses imports, before returning to steady state.


New Zealand�s imbalances at the end of the sample period were much larger. In the June 2006


quarter, the current account de�cit was 9.7 per cent of GDP. A scenario in which shocks unwind at


their estimated rates of persistence provides a benign adjustment process. Exchange rate depreciation


is an important contributor to this adjustment. Because most of New Zealand�s external liabilities are


either denominated in New Zealand dollars, or the currency risk is hedged, a currency depreciation does


not in�ate the debt and debt service payments in domestic currency terms. However, exchange rate


�uctuation feed through to the trade balance and current account with a lag, which means that the


current account de�cit corrects only slowly. A scenario that featured a larger depreciation led to a more


rapid, but still benign adjustment adjustment. A scenario that added a rise in the domestic interest


rate risk premium was more rapid but less benign. In this scenario, higher interest rated depressed


aggregate demand which was also crowded out by higher investment income payments leading to below


trend GDP for a year or more.


Overall out results suggest that the current account of New Zealand and Chile are playing a useful


role as shock absorbers, particularly with respect to foreign shocks and investment-speci�c shocks. In


our models, households are able to smooth consumption in the face of shocks by borrowing from and


lending to nonresidents.
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Table 1: Calibrated parameters


Parameter Chile New Zealand De�nition


gy (annual basis) 3.0% 1.5% per capita productivity growth


� (annual basis) 3.0% 2.0% in�ation rate


r (annual basis) 4.1% 3.0% real interest rate


� (annual basis) 6.8% 8.0% depreciation rate of capital


� 0.40 0.90 domestic ownership of commodity production
X�M
Y


2% 1.3% net export-GDP ratio
CA
Y


-1.8% -5.0% current account - GDP ratio


B -0.30 -0.70 -(debt-GDP ratio)
G
Y


12% 17% government expenditure - GDP ratio
YS
Y


10% 14% commodity production - GDP ratio
I
Y


26.6% 22.8% Investment-GDP ratio
C
Y


59.3% 58.8% Consumption-GDP ratio


C 70% 70% home goods share in consumption


I 40% 25% home goods share in investment


�p�
S


0.98 0.99 auto-regressive coe¢ cient of commodity price


�p�
S


8.85 3.51 standard deviation of commodity price innovation


�� 0.00 0.00 auto-regressive coe¢ cient of monetary policy shocks


�H 0.66 0.68 labor share in the home goods production


� 0.50 0.00 fraction of non-Ricardian households
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Table 2: Prior Distributions


Parameter Country mean/mode s.d./d.f. Shape 90% Interval


�L Both 1.000 1.000 Gamma 0.051 - 2.996


h Both 0.500 0.250 Beta 0.097 - 0.903


�L Both 0.750 0.100 Beta 0.570 - 0.897


�L Both 0.500 0.250 Beta 0.097 - 0.903


�C Both 1.000 5.000 Inv. Gamma 0.655 - 3.045


�I Both 1.000 5.000 Inv. Gamma 0.655 - 3.045


�S Both 2.000 3.000 Inv. Gamma 1.271 - 9.784


�HD
Both 0.750 0.100 Beta 0.570 - 0.897


�HD
Both 0.500 0.250 Beta 0.097 - 0.903


�HF
Both 0.750 0.100 Beta 0.570 - 0.897


�HF
Both 0.500 0.250 Beta 0.097 - 0.903


�F Both 0.750 0.100 Beta 0.570 - 0.897


�F Both 0.500 0.250 Beta 0.097 - 0.903


 i Chile 0.700 0.100 Beta 0.524 - 0.853


 � Chile 1.500 0.150 Gamma 1.262 - 1.755


 y Chile 0.500 0.150 Gamma 0.281 - 0.770


 rer Chile 0.200 0.100 Gamma 0.068 - 0.388


 i New Zealand 0.750 0.100 Beta 0.570 - 0.897


 � New Zealand 1.500 0.100 Gamma 1.339 - 1.668


 y New Zealand 0.500 0.100 Gamma 0.348 - 0.675


�� Both 1.000 4.000 Inv. Gamma 0.645 - 3.659


%f Chile 0.010 4.000 Inv. Gamma 0.006 - 0.037


%d New Zealand 0.001 4.000 Inv. Gamma 0.001 - 0.004


�aH Both 0.700 0.200 Beta 0.321 - 0.965


�yS Both 0.700 0.200 Beta 0.321 - 0.965


�Y � Both 0.700 0.200 Beta 0.321 - 0.965


��C Both 0.700 0.200 Beta 0.321 - 0.965


��I Both 0.700 0.200 Beta 0.321 - 0.965


�G Both 0.300 0.050 Beta 0.221 - 0.385


�i� Both 0.950 0.050 Beta 0.849 - 0.998


�T Both 0.700 0.200 Beta 0.321 - 0.965


�aH Both 1.000 3.000 Inv. Gamma 0.635 - 4.892


�yS Both 1.000 3.000 Inv. Gamma 0.635 - 4.892


�Y � Both 1.000 3.000 Inv. Gamma 0.635 - 4.892


�i� Chile 0.250 3.000 Inv. Gamma 0.159 - 1.223


�i� New Zealand 0.500 3.000 Inv. Gamma 0.318 - 2.446


�m Both 0.200 3.000 Inv. Gamma 0.127 - 0.978


��C Both 1.000 3.000 Inv. Gamma 0.635 - 4.892


�G Both 1.000 3.000 Inv. Gamma 0.635 - 4.892


��I Both 1.000 3.000 Inv. Gamma 0.635 - 4.892


�T Both 0.200 3.000 Inv. Gamma 0.127 - 0.978


For inverse gamma distributions, degrees of freedom are presented
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Table 3: Posterior Distributions (mode)


Parameter Posterior mode


Chile New Zealand


�L 0.164 0.001


h 0.572 0.813


�L 0.806 0.911


�L 0.058 0.102


�C 1.221 1.239


�I 1.107 1.031


�S 2.288 1.694


�HD
0.486 0.631


�HD
0.127 0.086


�HF
0.966 0.915


�HF
0.227 0.181


�F 0.838 0.968


�F 0.806 0.178


 i;1;  i 0.670 0.897


 �;1;  � 1.244 1.455


 y;1;  y 0.184 0.389


 rer;1 0.052 -


 i;2 0.778 -


 �;2 1.632 -


 y;2 0.305 -


�� 0.999 2.007


% 0.016 0.001


�aH 0.901 0.690


�yS 0.642 0.907


�Y � 0.736 0.653


��C 0.227 0.332


�zetaI 0.862 0.412


��G ; �G 0.315 0.393


�i� 0.985 0.923


�T 0.987 0.156


�aH 1.498 1.915


�yS 28.418 1.993


�Y � 10.275 8.847


�i� 0.332 0.360


�m 0.392 0.189


��C 5.032 6.291


��G ; �g 12.180 9.739


��I 7.125 10.291


�T 0.190 0.498
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Figure 1: Chile and New Zealand
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Figure 2: Impulse-Responses. Chile
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Figure 3: Impulse-Responses. Chile (cont.)


0 10 20
0.5


0


0.5
tb_yr


tra
ns


. p
ro


d.
 (a


H
)


0 10 20
0.5


0


0.5
c


0 10 20
0


0.5


1
inv


0 10 20
1


0.5


0
pic


0 10 20
1


0.5


0
tb_yr


pe
rm


. p
ro


d 
( ζ


T)


0 10 20
1


0


1
c


0 10 20
1


0


1
inv


0 10 20
0


1


2
pic


0 10 20
5


0


5
tb_yr


co
m


m
. p


ro
d.


 (y
S)


0 10 20
1


0


1
c


0 10 20
2


0


2
inv


0 10 20
0.5


0


0.5
pic


0 10 20
1


0.5


0
tb_yr


co
m


m
. p


ric
e 


(p
S∗
)


0 10 20
0


0.2


0.4
c


0 10 20
0


1


2
inv


0 10 20
0.2


0


0.2
pic


0 10 20
2


0


2
tb_yr


fo
re


ig
n 


ou
tp


ut
 (y


∗ )


0 10 20
0


1


2
c


0 10 20
5


0


5
inv


0 10 20
0.5


0


0.5
pic


0 10 20
0


1


2
tb_yr


fo
re


ig
n 


in
t. 


(i∗ )


0 10 20
2


1


0
c


0 10 20
10


5


0
inv


0 10 20
0


0.2


0.4
pic


0 10 20
0.2


0


0.2
tb_yr


m
on


t. 
po


l. 
( ν


)


0 10 20
0.5


0


0.5
c


0 10 20
1


0


1
inv


0 10 20
0.2


0


0.2
pic


0 10 20
0.5


0


0.5
tb_yr


pr
ef


. (
ζ C


)


0 10 20
2


0


2
c


0 10 20
0.5


0


0.5
inv


0 10 20
0.2


0


0.2
pic


0 10 20
2


0


2
tb_yr


in
v.


 c
os


t (
ζ I)


0 10 20
0.5


0


0.5
c


0 10 20
10


0


10
inv


0 10 20
0.5


0


0.5
pic


0 10 20
0.05


0


0.05
tb_yr


Quarters


go
vt


. e
xp


. (
ζ G


)


0 10 20
0.5


0


0.5
c


Quarters
0 10 20


0.2


0


0.2
inv


Quarters
0 10 20


0.2


0


0.2
pic


Quarters


199099 200005


44







Figure 4: Impulse-response. New Zealand
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Figure 5: Impulse-Responses. New Zealand (cont.)
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Figure 6: Latent Variables. Chile 1990-2005
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Figure 7: Latent Variables. New Zealand 1990-2005
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Figure 8: Chile. Current Account Historical Decomposition. 1990-2005
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Figure 9: New Zealand. Current Account Historical Decomposition. 1990-2005
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Figure 10: Chile. Baseline scenario
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Figure 11: Chile. Alternative scenario A: Sharp decrease in the copper price.
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Figure 12: Chile. Alternative scenario B. Sharp decrease in the copper price and worsening in the


�nancial conditions
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Figure 13: New Zealand. Baseline scenario.
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Figure 14: New Zealand. Alternative scenario A. Worsening in the �nancial conditions.
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Figure 15: New Zealand. Alternative scenario B. Worsening in the �nancial conditions and monetary


tightening.
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The paper assesses the costs and benefits of active international reserve 


management (IRM), shedding light on the question of how intense should IRM be for an 


emerging market.  In principle, an active IRM strategy could lower real exchange rate 


volatility induced by terms of trade shocks; provide self insurance against sudden stops; 


reduce the speed of adjustment of the current account; and even allow for higher growth 


if it fosters exports (“mercantilist” motive).  The message of the report is mixed – 


management of reserves is not a panacea.  The mercantilist case for hoarding 


international reserves, as an ingredient of an export led growth strategy, is dubious.  Done 


properly, IRM augments macro economic management in turbulent times, mitigating the 


impact of external adverse shocks and allowing for a smoother current account 


adjustment. These benefits are especially important for commodity exporting countries, 


and countries with limited financial development.   
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“Several factors, apart from the exchange rate regime, influence the comfort level in regard 
to reserves. Illustratively, they would include vulnerability to the real sector shocks, 
strength of the fiscal and financial sectors, current account balance, the changing 
composition of capital flows, a medium-term view of growth prospects encompassing 
business cycles, etc. In a sense, official reserves have to reflect the balancing and 
comforting factors relative to external assets and liabilities in the context of a rational 
balance sheet approach.” 


 
 Dr. YV Reddy, Governor, Reserve Bank of India / Mumbai Sep 20, 2006 
 


 “…following the Asian crisis of the late 1990s it was likely that countries might choose 
to build up large foreign exchange reserves in order to be able to act as a “do it yourself” 
lender of last resort in US dollars.” 


A speech by Mervyn King, Governor of The Bank of England, New Delhi, 20 February 
2006 
 


 This paper assesses the costs and benefits of active international reserve 


management (IRM).  The first part outlines and appraises various channels where IRM 


may enhance economic performance, focusing on two important channels: i) IRM lowers 


real exchange rate volatility induced by terms of trade shocks; ii) IRM provides self 


insurance against sudden stops and fiscal shocks, reducing the downside risk associated 


with adverse shocks. There is weaker evidence regarding other channels, including iii) A 


mercantilist motive, where IRM is alleged to lead to higher growth induced by fostering 


export; and iv) A greater capacity to smooth overtime adjustment to shocks, thereby 


reducing the speed of adjustment of the current account. 


 Our analysis of international reserve management supplements the insights of 


earlier literature, which focused on using international reserves as a buffer stock, as part 


of the management of an adjustable-peg or managed-floating exchange-rate regime.1  


While valid, the buffer stock approach fitted better a world with limited financial 


integration, where trade openness determined countries’ vulnerabilities to external 


shocks.   In the absence of reserves, balance of payments deficits would have to be 


                                                 
1 Accordingly, optimal reserves balance the macroeconomic adjustment costs incurred in the 
absence of reserves with the opportunity cost of holding reserves (see Frenkel and Jovanovic, 
1981). The buffer stock model predicts that average reserves depend negatively on adjustment 
costs, on the opportunity cost of reserves, and on exchange rate flexibility; and positively on GDP 
and on reserve volatility driven frequently by the underlying volatility of international trade. 
Overall, the literature of the 1980s supported these predictions; see Frenkel (1983), Edwards 
(1983), and Flood and Marion (2002) for a recent review. 
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corrected via a reduction in aggregate expenditures, imposing adjustment costs.  As 


greater trade openness increases the exposure to trade shocks, minimizing adjustment 


costs requires higher reserve holdings.  The rapid financial integration of developing 


countries, and the financial crises of the 1990s focused attention on the growing exposure 


to sudden stops and on reversals in flows of capital.2 In such a world, financial markets 


may force an adjustment well before flows of commercial trade would adjust, shifting the 


focus to exposure to financial shocks, and to costs associated with disintermediations 


triggered by adverse liquidity shocks.     


 Section 1 evaluates empirically the impact of international reserves on real 


exchange rate volatility in the presence of terms of trade shocks.  The evidence suggests 


that international reserves play a role in the mitigation of terms of trade (TOT) shocks in 


Developing countries, but not in the OECD.  Economic structure matters greatly – 


exports of natural resources double both the impact of terms of trade shocks on the real 


exchange rate, and that of the mitigation associated with IRM on the real exchange rate.  


These results are consistent with the notion that the limited development of capital 


markets in developing countries hampers their ability to mitigate the volatility associated 


with shocks.  Section 2 models such a mechanism, explaining possible effects of IRM in 


the presence of costly financial intermediation of long term investment.  Section 3 


overviews the debate about international reserves management and mercantilist motives, 


outlining the empirical and the theoretical limitations of the mercantilist approach.  


Section 4 evaluates the impact of international reserves on current account persistence.  


The results support the notion that a higher build up of reserves allows countries to be 


better buffered against shocks, thereby reducing the speed of adjustment of the current 


account.  This outcome is consistent with the importance of current account adjustments 


in allowing for smoother consumption, in the presence of limited financial integration 


and sudden stops.  Section 5 concludes with a discussion of the limitations of 


international reserves management.   


        


 


                                                 
2 See Calvo (1998), Calvo et. al. (2003) and Edwards (2004), and the references therein for 
assessment of sudden stops in developing countries.   
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1. Real exchange rate volatility, terms of trade and international reserves. 
 


In this section we focus on some of the challenges facing a developing country 


with limited development of its internal capital market, a growing integration with the 


global financial system, and a large exposure of the current account to terms of trade 


effects.  This description applies especially to commodity exporting countries, subject to 


large terms of trade shocks.  While favorable terms of trade shocks tend to induce real 


appreciation and capital inflows, the downturns associated with adverse shocks impose 


daunting challenges.  To put this topic in a broader context, note that the literature of the 


1990s identified large adverse effects of exogenous volatility on the GDP and on 


economic growth in developing countries.3  Fundamentally, this issue hinges on the 


nature of non-linearties affecting the economy, where strong enough concavity may 


generate first order adverse effects of volatility on the GDP and on growth.  An important 


channel that may explain such negative level and growth effects of volatility are 


imperfect capital markets.    


A recent contribution illustrating these considerations is Aghion, Bacchetta, 


Ranciere and Rogoff (2006), who found that real exchange rate volatility reduces growth 


for countries with relatively low levels of financial development.  These studies suggest 


that factors mitigating real exchange rate volatility may be associated with superior 


economic performance.  The large hoarding of international reserves by developing 


countries in recent years raises the question to what extent have these reserves affected 


the volatility of the REER.   For most countries, terms of trade shocks are the most 


important source of exogenous volatility, frequently leading to real exchange rate 


volatility, potentially magnifying business cycle volatility.  This issue is pertinent for 


developing countries, as they are exposed to TOT volatility, the standard deviation of 


which is 3 times the volatility of industrial countries.  Shallow domestic financial systems 


of relatively small size, and the lack of sectoral diversification in most developing 


countries limit their ability to mitigate TOT shocks by internal adjustment.  Sovereign 
                                                 
3 See Ramey and Ramey (1995), Aizenman and Marion (1991) and the references in Aizenman 
and Pinto for the association between macro volatility and growth.  See IDB (1995) and Calderón 
and Schmidt-Hebbel (2003) for the impact of terms of trade shocks and of other foreign shocks 
on growth in Latin America and in developing countries.  







 5


risk and the lack of proper financial instruments inhibit the ability to hedge against these 


shocks by relying on the global financial system [see Caballero (2003) and Caballero and 


Panageas (2003)].  Developing countries may be left with self insurance as a last resort 


option for dealing with TOT shocks.   


In Aizenman and Riera-Crichton (2006) we confirm this possibility.  We start by 


applying a rudimentary panel regression methodology, and show that the main result is 


robust to adding controls and to a more sophisticated estimation method.  Specifically, 


the benchmark regression is4 


 


(1) 1, 1 2ln( ) ( *ln( )) ( *ln( )* )it i it it itREER a TO TOT TO TOT RESα α ε= + + +  


 


where the independent variable is the log of the real effective exchange rate (REER), 


defined so that a higher REER indicates real appreciation.  The term 1,ia  represents 


country fixed effects, TOT is the terms of trade, ln[1 ( )]
2


IM EXPTO
GDP
+


= +  is the trade 


openness measure, and ]
GDP


Reserves nalInternatio ln[1 RES +=  is a proxy for the 


International reserves/GDP.   


 The specification of regression (1) follows the observation that *TO TOT  is a 


first order approximation of the income effect associated with terms of trade 


improvement rate of TOT , where the income effect is defined as the GDP rate of change 


induced by a TOT shock.  Henceforth I refer to *TO TOT as the effective terms of trade 


shock.  By design, (1) implies that the elasticity of the real exchange rate with respect to 


effective terms of trade change is5  


 


                                                 
4 We rejected the unit root hypothesis for the REER.  We applied a Levin-Lin-Chu panel unit root 
test.  The test assumes that each individual unit in the panel shares the same AR(1) coefficient, 
but allows for individual effects, time effects and possibly a time trend. We found high 
persistence: the autoregressive coefficient of about 0.84, but well below 1.   
 
5 Throughout our discussion we presume that trade openness and International reserves/GDP are 
characterized by low volatility relative to TOT volatility.  
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 (2)  1 2
ln( ) *
* ln( )


REER RES
TO TOT


α α∂
= +


∂
 


 


Hence, regression (1) provides information about the degree to which hoarding 


international reserves may impact REER dynamics induced by terms of trade shocks.  


Table 1 reports the regression results for 1970-2004.  Column (1) presents the baseline 


regression pooling all countries, subject to data availability.   The elasticity of the REER 


with respect to the effective terms of trade shock is well above one: a one percent 


improvement of the effective terms of trade induces a REER appreciation of about 1.8 


percent.  International reserves hoarding lessens the elasticity of the REER with respect 


to the TOT by more than twice the International reserves/GDP (i.e., column (1) implies 


that ln( ) /[ * ln( )] 1.8[1 2* ]REER TO TOT RES∂ ∂ ≅ − ). 


Aggregation matters -- columns (2) and (3) show that this result applies to 


developing, but not to Industrial countries.  This is consistent with the notion that limited 


development of the capital market in developing countries hampers their ability to 


mitigate the volatility associated with shocks.  Economic structure matters greatly – 


exports of natural resources magnify the impact of the effective terms of trade shocks and 


the mitigation associated with international reserves by a factor exceeding  2.  


Interestingly, the international reserve effect is insignificant for that group, yet we will 


show later that it’s significant for the lagged TOT shock.  In contrast, these interactions 


are insignificant for manufacturing intense countries.  The last two columns focus 


specifically on Latin America and Asia; TOT shocks induce large effects in both blocks.  


International reserves induce a powerful mitigation of the TOT shock in Asian countries, 


but not in LATAM.   


Table 2 verifies the robustness of prior results, redoing the base regression of the 


case where we evaluate the adjustment to the one year lagged terms of trade shock on the 


contemporaneous REER: 


 


(1’) 1, 1 1 2 1ln( ) ( *ln( )) ( *ln( )* )it i it it itREER a TO TOT TO TOT RESα α ε− −= + + +  
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The signs are identical to Table 1, the main difference being that shocks are 


apparently absorbed faster in LATAM and Asia, where most of the coefficients on the 


lagged shocks are insignificant for these blocks. 


Table 3 reports country specific results for several Latin American countries.  The 


last two columns of the Individual country table represent the total effect of terms of 


trade changes (amplified by trade openness) into the real exchange rate; taking into 


account the mitigation offered by international reserves:  


 


(3) Total Effect 1990-99 = [ ]1 2 1990 99
ln( ) ( * )


[ *ln( )]
REER RES


TO TOT
α α −


∂
= +


∂
 ,  


(4) Total Effect 2000-04 = [ ]1 2 2000 04
ln( ) ( * )


[ *ln( )]
REER RES


TO TOT
α α −


∂
= +


∂
 


 
Overall, the results suggest that reserves play a role in the mitigation of TOT shocks only 


in Developing countries.  While this role widely differ across countries, the mitigation 


role of international reserves is important, especially in countries abundant with natural 


resources, like Argentina, Chile, Ecuador and Mexico.   


Appendix A outlines a case study of Chile.  Applying OLS and a VAR analysis, 


we find that an improvement in Chile’s terms of trade is associated with a drop of the 


lending and deposit rates, and an improvement of Chile’s external risk evaluation.  We 


turn now to an elaborate model of costly financial intermediation, explaining possible self 


insurance aspects of ex-ante hoarding of international reserves.   


 


2.   The model -- financial intermediation, self insurance and the real exchange rate 


  


A growing literature has identified financial intermediation, in the presence of 


collateral constraints, as a mechanism explaining the hazard associated with credit cycles 


induces by shocks.  The prominent role of bank financing in developing countries 


suggests that capital flights, induced by adverse terms of trade shocks or contagion, 


impose adverse liquidity shocks.  This section outlines a model describing conditions 


under which ex-ante hoarding of international reserves may provide a self insurance 


mechanism that would mitigate the real effects of liquidity shocks, ultimately reducing 


the adverse effects of terms of trade volatility on the GDP.  For simplicity, we focus on 







 8


an ex-ante/ex post model dealing with the determination of the GDP level and the real 


exchange rate during one investment cycle.  Applying the logic of endogenous growth, 


one may extend the model to deal with the impact of terms of trade shocks on growth.    


As our focus is on developing countries, we assume that all financial 


intermediation is done by banks, relying on debt contracts. Specifically, we consider the 


case where investment in a long-term project should be undertaken prior to the realization 


of liquidity shocks. Hence, shocks may force costly liquidation of earlier investments, 


thereby reducing output. We solve the optimal demand for deposits and international 


reserves by a bank that finances investment in long-term projects. The bank’s financing is 


done using callable deposits, exposing the bank to liquidity risk. Macro liquidity shocks, 


stemming from sudden stops and capital flights, cannot be diversified away.  In these 


circumstances, hoarding reserves saves liquidation costs, potentially leading to large 


welfare gains; gains that hold even if all agents are risk neutral. In this framework, 


deposits and reserves tend to be complements – higher volatility of liquidity shocks will 


increase both the demand for reserves and deposits.  This is another example of hoarding 


international reserves as a self-insurance against non-diversifiable liquidity shocks.6 


 We model the financial intermediation and the real exchange rate by combining 


Diamond and Dybvig’s (1995) insight with Aghion, Bacchetta and Banerjee’s (2003) 


modeling of market imperfections in a collateral dependent small open economy.7  We 


construct a minimal model to explain the self insurance offered by international reserves, 


in mitigating the output effects of liquidity shocks with endogenous real exchange rate 


determination.  Investment in a long term project should be undertaken prior to the 


realization of liquidity shocks.  Hence, the liquidity shock may force costly liquidation of 


the earlier investment, reducing second period output.  We simplify further by assuming 


that there is no separation between the bank and the entrepreneur – the entrepreneur is the 


bank owner, using it to finance the investment. 


                                                 
6 See Ben-Bassat and Gottlieb (1992), Garcia, Pablo, and Claudio Soto (2004) Aizenman and Lee 
(2005), Jeanne and Ranciere (2005), and Rodrik (2006) for studies dealing with various aspects of 
self insurance and international reserves.  
 
7 The model extends the one sector framework outlined in Aizenman and Lee (2005).   
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We consider a small open economy, where a traded good is produced with capital 


and a country specific non-traded factor.  In addition, the traded sector includes exports 


of commodities, generating revenue which is determined by the realization of terms of 


trade shocks [= the relative price of the exported commodities to other traded goods].  


The traded good is the numeraire. The relative price of the non-traded factor is denoted 


by p, and is referred to as the real exchange rate   There is a continuum of lenders and 


borrowers and their number is normalized to 1.   


We focus now of the evolution of the economy throughout one investment cycle, 


where gestation lags imply that capital should be installed well before hiring specific 


non-traded input.  To simplify, the supply of the specific factor is inelastic, at a level Z.  


The lenders in the economy cannot invest directly, but lend their saving at the 


international interest rate.  Depositors are entitled to a real return of fr on the loan that 


remains deposited for the duration of investment.  The safe return reflects a risk free 


investment opportunity, either in the form of a foreign bond, or as storage technology.  


The borrowers are entrepreneurs who have investment opportunity, but are credit 


constrained.  The actual investment should be undertaken prior to the realization of 


liquidity shocks.  The production function is a Cobb Douglas CRS technology:  


 


(5) 1
2 1


1y K z
a


β β−= , 


 


where 1K  is the non-liquidated capital invested at period 1, z is the level of country-


specific input, hired at a relative price of 1p .  Premature liquidation of capital is costly, 


and is associated with a proportionate adjustment cost of θ .  Specifically, reducing the 


capital stock by one dollar yields a net liquidity of )1/(1 θ+ .   


The time line associated with financial intermediation is summarized in Figure 1.  


At the beginning of period 1, the entrepreneur with initial wealth 1H  , borrows 1Hμ .8  The 


                                                 
8 Collateral constraints can be shown to arise due to capital market imperfections in the presence 
of moral hazard and costly monitoring [see Holmstrom-Tirole (1996) and Aghion-Banerjee-
Piketty (1999)].   
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combined liquidity of 1)1( Hμ+  finances planned investment 1K , and setting aside liquid 


reserves 1R : 


 


(6) 1 1 1(1 )H K Rμ+ = + . 


 


 Next, a liquidity shock δ realizes. A positive shock is inconsequential, because 


banks can accommodate positive liquidity shocks by purchasing a risk free bond, or 


investing in the risk free low yield storage technology. Hence, we focus our attention on 


adverse liquidity shocks, reducing desirable deposits form 1Hμ  to )1(1 δμ lH + ,  


0, 0.lδ < >   Our model focuses on the impact of adverse liquidity shocks on optimal 


investment and liquidity, refraining from modeling the reasons for the shock.  Such a 


shock may reflect external developments, like a higher foreign interest rate, contagion, or 


a reaction to a signal revealing the future TOT.  For example, suppose that the public 


learns of a signalδ , determining the second period foreign currency earnings from 


commodity exports.  A negative TOT shock may induce anticipation of an economic 


slowdown, triggering capital flights, and reducing deposits from 1Hμ to 1(1 )H lμ δ+ .  


Independently of the exact source of the adverse liquidity shock, gestation lags associated 


with tangible investment and costly liquidation, expose the bank to the downside risk 


associated with abrupt adjustment.  


     The bank uses reserves to meet the liquid shock and to purchase the non-traded 


input.  In case of need, the liquidly shock may be met by costly liquidation of capital.  


Consequently, the ultimate capital is: 


 


 (7) 
{ }1 1 1 1


1


1


(1 ) ( ) , 0 0


0


K MAX l H p z R if
K


K if


θ δ μ δ


δ


⎧ − + − + − <
⎪


= ⎨
⎪ ≥⎩


. 


 


We assume that the liquidity constraint is binding, and that the marginal productivity of 


the non traded input exceeds the return on liquid reserves.  The producer’s surplus is 
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(8) 
1


1 1
1 1


1


1


1 1 1 1
1 1


1


1 (1 ) (1 ) 0


1 {1 (1 )} ( ) /(1 ) (1 ) (1 ) 0


f


f


H KK r H if
a p


l H K K KK r H l if
a p


β
β


β
β


μ μ δ


μ δ θ μ δ δ


−


−


⎧ ⎡ ⎤+ −⎪ − + ≥⎢ ⎥
⎪ ⎣ ⎦
⎪Π = ⎨
⎪


⎡ ⎤+ + − + − +⎪ − + + <⎢ ⎥⎪ ⎣ ⎦⎩
, 


where 1p  may depend on δ.  


 


  To gain further insight, it is useful to focus on the simplest discrete example, 


where with probability half an adverse liquidity shock of εδ −=  ( 0 1ε≤ < ) would take 


place, and with probability half there would be no liquidity interruption.  The value of ε 


corresponds to the volatility of the liquidity shock, δ.  The asymmetric nature of tangible 


investment implies that only negative liquidity shocks may require real adjustment.  In 


these circumstances, the expected profits are: 


 
(9)    


[ ]


1 1


1 1 1 1 1 1
1 1


1 1


1 1


1 (1 ) 1 {1 (1 )} ( ) /(1 )
0.5 0.5


(1 ) (1 ) (1 )f f


H K l H K K KK K
E a p a p


r H r H l


β β
β βμ μ ε θ


μ μ ε


− −⎧ ⎫ ⎧ ⎫⎡ ⎤ ⎡ ⎤+ − + − − + − +⎪ ⎪ ⎪ ⎪⎢ ⎥ ⎢ ⎥Π = +⎨ ⎬ ⎨ ⎬⎣ ⎦ ⎣ ⎦
⎪ ⎪ ⎪ ⎪− + − + −⎩ ⎭ ⎩ ⎭


, 


where 1 1K K≥  


Applying the above, the equilibrium is characterized by the following:  


 


Claim: 


I. If no liquidation would take place in the bad state ( 1 1K K= ), optimal planned 


capital ( 1K ) is the solution to 


 


(10a)  
1 1 1 1 1 1


1 1 0
(1 ) [1 (1 )]K H K K l H K


β β β β
μ μ ε


⎡ ⎤− −
− + − =⎢ ⎥+ − + − −⎣ ⎦
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If liquidation would occur in the bad state ( 1 1K K> ), the optimal planned capital 


( 1K ) is determined by 


 (10b)     


2 2
1


1 1 1 1 1 1 1 1


1 (1 ) 0
(1 ) [1 (1 )] (1 )


K
K K H K K l H K K


β
β β β βθ


μ μ ε θ θ
⎡ ⎤ ⎡ ⎤ ⎡ ⎤− −


− − + =⎢ ⎥ ⎢ ⎥ ⎢ ⎥+ − + − + − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
;  


where 


 


  (11)  [ ]1 1 1(1 (1 ) (1 ) .K l H Kβ μ ε θ θ= + − + −  


 


II. The threshold volatility associated with partial liquidation in bad times, denoted 


byε~ , is 


  (12)  
)1(


1
1
2)11(~


θβ
β


θ
θ


μ
ε


−
−


+
+=


l
.   


Hence, small enough leverage and a large enough adjustment cost implies 1~ >ε  -- the 


liquidation option would not be exercised.  In these circumstances, the optimal 


investment and the ex-ante hoarding of international reserves are:   


 


(13)  
1 1 1


1 1 1


(1 ) 0.5 ;


(1 )(1 ) 0.5


K H l H


R H l H


β μ β εμ


β μ β εμ


= + −


= − + +


.   


The adjustment to the adverse liquidity shock is facilitated by real exchange rate 


depreciation: 


 


(14) 1 1 1 1
1 1| | 0


(1 )(1 ) (1 0.5) (1 )(1 ) 0.5;H l H H l Hp p
Z Zδ ε δ


β μ ε β μ β μ εβ μ
=− =


− + − − − + +
= = . 


 
III. If 1~ <ε  , the partial liquidation option would be exercised in bad times only if the 


volatility exceeds the threshold, 1~ << εε .   For volatility below the threshold, 


1~ << εε , no liquidation would take place, and the equilibrium is characterized by 


(13)-(14). 
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Proof:  


- The characterization of the planned investment and of the ex-ante hoarding of reserves, 


(13), follows by solving 1K  from (10a).   


- The optimal stock of capital following partial liquidation, (11), is obtained by 


maximizing the profits in bad times with respect to 1K  [the second line of (8)], noting 


that 1K  has been preset at the beginning of the planning horizon.   


- The volatility threshold inducing liquidation in bad times,ε~ , is obtained by noting that 


at εε ~= , 11 KK =  -- at the lowest volatility associated with liquidation in bad times, 


the liquidation is zero.  Solving (11) for the case where 11 KK = , we infer 


that 11 )]~1(1[
1


)1(
~| HlK εμ


βθ
θβ


εε
−+


+
+


=
=


.  The actual level of ε~  is solved from (10b), 


after substituting both 1K  and 1K  with 1)]~1(1[
1


)1( Hlεμ
βθ


θβ
−+


+
+ .  


Discussion: 


- Smaller leverage and larger adjustment costs imply a higher threshold of volatility 


associated with liquidation [see (12)].  In the no-liquidation range )~( εε > , (13) implies 


that investment drops by half of the anticipated liquidity shock. This drop is financing an 


equal increase in ex-ante hoarding of international reserves.  This hoarding will mitigate 


the effects of adverse liquidity shocks in bad times.  The adverse liquidity shock would 


induce a real depreciation of 1l H
Z


εβ μ  (see 14).  The extra liquidity induced by hoarding 


reserves, and the real deprecation in bad times allow the economy to adjust fully without 


the need to liquidate tangible capital.  Yet, this comes at the cost of a drop in planned 


investment and output. 


 


- If 1~ <ε , we have a mixed regime: for large enough volatility above the threshold,  the 


regime is characterized by a partial liquidation of capital in bad times.  For volatility 


below the threshold, the liquidation option would not be exercised.  Hence, high enough 


volatility induces a regime switch from the non liquidation to the partial liquidation of 


capital.   
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An example of the two regimes is provided in Figure 2, tracing the optimal 


planned investment 1K  as a function of volatility.  Recalling that 1 1 1(1 )R H Kμ= + − , the 


patterns of reserves as a function of volatility, are the mirror image of the patterns of the 


planned investment: 1 1/ /dR d dK dε ε= −  .  Panel A (B) corresponds to a relatively high 


(low) adjustment cost, θ = 0.2 (θ = 0.02).  For relatively low volatility, liquidation would 


not be exercised, and higher volatility would reduce the planned investment, increasing 


the level of reserves.  These reserves will be used to meet adverse liquidity shocks, 


saving the need to engage in a costly ex-post liquidation of productive investment.  High 


enough volatility implies that the liquidation option would supplement the defensive 


hoarding of reserves.  Note that liquidation mitigates the adverse impact of higher 


volatility on the planned investment, as can be seen by comparing the slopes of the two 


lines below and above the volatility threshold, ε~ .  This mitigation, however, comes at a 


deadweight loss associated with adjustment costs.   


Interestingly, at the regime switch to the partial liquidation regime, we observe a 


discrete drop of the planned investment, and a matching discrete jump in the ex-ante 


hoarding of reserves.   This follows from the observation that the switch to the partial 


liquidation regime increases the marginal valuation of liquid reserves.  The intuition for 


this is straightforward – in the partial liquidation regime, an extra unit of liquid reserves 


saves the need to liquidate 1 θ+  capital, saving the deadweight loss of θ .  This marginal 


benefit of liquidity is absent in the ‘no liquidation’ regime.  Consequently, at the regime 


switch, there is discontinuity where the ex-ante demand for liquidity jumps, inducing a 


drop in planned investment.  This drop increases with the adjustment costs, as is vividly 


illustrated by the contrast between the two panels of Figure 1.  This point can be 


confirmed by comparing (11) and (13a) at the threshold volatility associated with regime 


change.  Denoting the no liquidation (liquidation) regime by NL (LQ), respectively, it can 


be verified that at ε ε=  


 (15) 2
111 ||


(1 ) (1 )
(1 )(1 )LQNLK K Hβ βθ μ


θ βθ
−


− = +
+ −


 


A key variable is the adjustment cost parameter, θ, measuring the flexibility of 


capital market adjustment.  Greater flexibility of the adjustment reduces the role of 
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international reserves, and of the overall impact of volatility on investment and on the 


real exchange rate.  


Hoarding reserves mitigates the volatility of the real exchange rate and of the 


adverse effects of liquidity shocks on the GDP.  To fully appreciate this observation, it’s 


useful to evaluate the expected output in the absence of the precautionary adjustment of 


international reserves.  Using the parameters specified in Figure 2a, the planned capital 


is 11 =K .  The actual capital in the presence of liquidity shock and the absence of the IR 


precautionary adjustment would have been )1(1 11 θμε +−= lHK .  The solid line in 


Figure 3 plots the expected output in this regime as a fraction of the output had the 


liquidity shock been zero.  The bold line is the expected normalized output for the case 


where reserves are adjusted to prevent the need to liquidate capital, as is the case in 


equation (13).  The figure vividly illustrates the first order gain associated with the 


precautionary adjustment of international reserves.  It is easy to verify that the 


precautionary adjustment of reserves also reduces the volatility and the REER.  


The model suggests that adverse liquidity shocks triggered by terms of trade 


deterioration are accommodated by higher reserves and real depreciation, adjustments 


that limit the needed liquidation of capital.  While our framework dealt with one 


investment cycle, it can be extended into a dynamic set up, where the next cycle 


resembles a similar sequence, subject to updating the entrepreneurs’ initial wealth by the 


profits of the previous investment cycle and by any outside income.  In the extended 


setup, terms of trade improvements (deterioration) would tend to lead to a further real 


exchange rate appreciation (depredation).  This would be the case in circumstances where 


the entrepreneurs’ outside income includes proceeds from the exported commodity, 


implying that higher wealth would increase the future demand for non-traded input.  


Alternatively, this would be the case if the non traded input has other uses, the demand of 


which rises with the wealth of the economy.         


 
 
3. International reserves management and mercantilist motives 
 
 The discussion in the previous section viewed international reserve management 


in the context of reducing the costs of economic volatility, reflecting the desire for self-
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insurance against exposure to future sudden stops. This view faces a well-known 


contender in a modern incarnation of mercantilism: international reserves accumulation 


triggered by concerns about export competitiveness. This explanation has been advanced 


by Dooley, Folkerts-Landau and Garber (2003), especially in the context of China. This 


issue is of more than academic importance: the precautionary approach links reserves 


accumulation directly to exposure to sudden stops, capital flight and volatility, whereas 


the mercantilist approach views reserves accumulation as a residual of an industrial 


policy, a policy that may impose negative externalities on other trading partners.  Dooley, 


Folkerts-Landau and Garber have interpreted reserves accumulation as a by-product of 


promoting exports, which are needed to create better jobs, thereby absorbing abundant 


labor in traditional sectors, mostly in agriculture. Under this strategy, reserves 


accumulation may facilitate export growth by preventing or slowing appreciation –  


 


 “we argued that a sensible development policy might involve creating a distortion in 
the real exchange rate in order to bias domestic investment toward export industries. 
Sensible here means that the resulting capital stock will be superior to that generated 
by a badly distorted domestic financial system and other relative price distortions 
typical of emerging market countries.” [Dooley, Folkerts-Landau and Garber (2005)].   


 
To put this discussion in a boarder context, the mercantilist explanation for 


hoarding international reserves presumes that a monetary policy affecting the level of the 


exchange rate has permanent real effects.  While the view that monetary instability has 


long run adverse real consequences is well supported by empirical studies, there is no 


comparable body of evidence that validates the long run real impact of setting the level of 


the nominal exchange rate.  Indeed, anecdotal evidence suggests that the neo-classical 


adjustment mechanism works “even” in China – economic growth leads to real 


appreciation independently of the exchange rate regime.      


 The growing importance of foreign direct investment, and the observation that a 


large hoarding of international reserves has occasionally occurred in countries 


experiencing a large foreign direct investment inflow, put to the fore an extended version 


of the “Revived Bretton Woods system,” where international reserves are viewed as a 


collateral reducing the risk associated with FDI:  
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 “Delivering goods and services up front is a crude form of collateral. But there is no 
credible alternative. Market participants individually could pledge financial assets in 
the center country, but the only way that the aggregate of the periphery can acquire 
assets in the US is to run a current account surplus. In an important sense, the goods 
and services already delivered to the US support the stock of US claims on the 
periphery; it is the collateral that powers the entire development strategy. 
The nature of the social collateral is so obvious it is hard to see. If the center cannot 
seize goods or assets after a default, it has to import the goods and services before the 
default and create a net liability. If the periphery then defaults on its half of the 
implicit contract, the center can simply default on its gross liability and keep the 
collateral. The periphery’s current account surplus provides the collateral to support 
the financial intermediation that is at the heart of Asian development strategies. The 
interest paid on the net position is nothing more than the usual risk free interest paid 
on collateral.” [Dooley, Folkerts-Landau and Garber (2005)]. 


 
 The wide reaching implications of Dooley, Folkerts-Landau and Garber (2005) 


has propagated spirited debate that goes well beyond the scope of our paper.9  Some view 


the modern mercantilist approach as a valid interpretation for most East Asian countries, 


arguing that they follow similar development strategies. This interpretation is 


intellectually intriguing, yet it remains debatable. Observers have pointed out that high 


export growth is not the new kid on the block -- it is the story of East- Asia during the last 


fifty years. Yet, the large increase in hoarding reserves has happened mostly after 1997. 


Indeed, one may argue that the experience of Japan and Korea suggests that during the 


phase of their rapid growth, the policy tool of choice was selective favorable financing 


targeted sectors, and not hoarding international reserves.10  In both countries large 


hoarding of international reserves happened after the end of the high growth phase.   


Aizenman and Lee (2005) test the importance of precautionary and mercantilist 


motives in accounting for the hoarding of international reserves by developing countries. 


While variables associated with the mercantilist motive (like lagged export growth and 


deviation from Purchasing Power Parity) are statistically significant, their economic 


importance in accounting for reserve hoarding is close to zero and is dwarfed by other 


variables.  Overall, the empirical results in Aizenman and Lee (2005) are in line with the 


                                                 
9 See Caballero, Farhi and  Gourinchas (2006), Eichengreen (2006a), and the overview in Glick 
and Spiegel (2005). 
 
10 Interestingly, during the period of rapid growth, both Korea and Japan were closed to FDI.  
Hence, the view that FDI is the key for successful development in East Asia remains debatable.  
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precautionary demand. The effects of financial crises have been localized, increasing 


reserve hoarding in the aftermath of crises mostly in countries located in the affected 


region, but not in other regions. A more liberal capital account regime is found to 


increase the amount of international reserves, in line with the precautionary view. These 


results, however, do not imply that the hoarding of reserves by countries is optimal or 


efficient. Making inferences regarding efficiency would require having a detailed model 


and much more information, including an assessment of the probability and output costs 


of sudden stops, and the opportunity cost of reserves.  


Aizenman and Lee (2006) proposes a new interpretation of the association 


between mercantilism, economic growth and hoarding reserves by looking at the 


development strategies of East Asian countries during the second half of the 20th Century.  


The history of the region suggests the prevalence of export promotion by preferential 


financing, which effectively subsidized investment in targeted sectors.  This was 


achieved in several ways, including direct subsidies funded by state banks; or by means 


of financial repression where favored sectors enjoyed preferential access to cheaper 


external borrowing; or via “moral suasion” where private banks were encouraged to 


provide favorable financing.  We refer to this policy as financial mercantilism, and 


contrast it with monetary mercantilism, a policy that hinges on hoarding international 


reserves.  


 The history of Japan and Korea suggests the (near) absence of monetary 


mercantilism during the phase of fast growth.  Evidence suggests that financial 


mercantilism had been vigorously applied during the phase of rapid growth.  In both 


countries, the switch to large hoarding of international reserves happened at times of 


collapsing growth.   Thus, if monetary mercantilism played any significant role in these 


countries, it was adopted in periods of disappointing growth. The legacy of financial 


mercantilism led to deteriorating balance sheets of affected banks.  Circumstances where 


floundering growth leads to the switch from financial mercantilism to large hoarding of 


reserves are associated with growing fragility of the banking system -- financial fragility 


is more sustainable in times of rapid growth, but it may induce banking crises when 
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growth flounders.11  In these situations, precautionary motives may lead countries to 


hoard international reserves in order to mitigate the possible transmission of banking 


crisis to currency crisis.  With limited data, such a response may be observationally 


equivalent to the one predicted by monetary mercantilism.  Having good data about 


international reserves but spotty data on non performing loans, it is hard to disentangle 


the precautionary hoarding from the monetary mercantilism.  Moreover, monetary 


mercantilism and precautionary hoarding may be mutually complementary: the 


competitiveness benefit may reduce the effective cost of hoarding reserves and induce 


governments to prefer reserve-hoarding over alternative precautionary means.  


China’s hoarding of reserves picked up sharply after the Asian crisis. Unlike 


Korea and Japan, China is accumulating reserves without having gone through a sharp 


slow-down in economic growth.  We conjecture that the recent history of Japan and 


Korea provided evidence encouraging China to adopt a dual strategy of financial 


mercantilism and rapid hoarding of international reserves.  Arguably, as much as China is 


growing even faster than Korea and Japan in their early years and is going through its 


take-off process in the era of a highly integrated global financial market, China faces 


much greater downside risk of social and political instability associated with a crisis than 


the risk that confronted Korea or Japan.  This greater downside risk of recession and 


financial crisis may explain both the Chinese eagerness to push financial mercantilism, 


and to buffer the downside risk of the growing financial fragility with aggressive reserve 


hoarding.12  Given the sheer size of China and its reserve hoarding, however, other 


countries in the region may be tempted to engage in competitive hoarding in order to 


mitigate the competitiveness loss in third markets.   
                                                 
11 The research triggered by Kaminsky and Reinhart (1999) points out that greater financial 
fragility increases the odds of currency crisis.  Hutchison & Noy (2005) report that “… the onsets 
of 31% of banking crises were accompanied by currency turmoil. Furthermore, there is a 
statistically significant correlation between lagged banking crises and contemporaneous currency 
crises but not vice versa.” This observation is consistent with the insight of models of financial 
fragility, exemplified by Chang and Velasco (1999). 
 
12 In the case of China, the ratio of banks’ non performing loans/international reserves is 
estimated to be in the range of about 20% (according to the Bank of China) to more than 90% 
(see Jim Peterson’s report at the International Herald Tribune, 9-11-2006). These numbers 
indicate a large uncertainty associated with estimating the economy-wide burden of financial 
weakness, which itself would add to the demand for precautionary hoarding.  
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Furthermore, monetary mercantilism is associated with negative externalities akin 


to competitive devaluation. Hoarding international reserves motivated by short-run 


competitiveness concerns of one country may trigger other countries into adopting a 


similar policy, to preempt any competitive advantage gained by the first country.  These 


circumstances may lead to competitive hoarding of reserves, which in turn would 


dissipate any competitiveness gains.  We provide a simple framework illustrating the 


welfare losses associated with competitive hoarding.  These losses may provide a novel 


argument in favor of regional funds, viewed as a mechanism to cope with regional 


negative externalities.  The greater importance of manufacturing in East Asia relative to 


Latin America, and the deeper financial repression in some East Asian countries suggests 


that the case for Asian fund is stronger than that for a similar regional fund among Latin 


American countries.13     


 


4.  Current account persistence and international reserves 


 
 The purpose of this section is to ascertain the degree to which higher international 


reserves/GDP ratios have been associated with greater capacity to smooth adjustment to 


shocks overtime, allowing more persistent current account patterns.  In contrast, a low 


level of reserves may require a rigid and fast adjustment of the current account to shocks, 


where deviations from a balanced current account position are hard to sustain.  We 


evaluate this possibility by applying the methodology of Taylor (2002), where the speed 


of adjustment of the current account (CU) back towards its equilibrium or steady state 


level, was captured by the value of β  in the regression14 
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13 The presumption is that the real exchange rate has greater consequences on the competitiveness 
of manufacturing exporters than on countries specializing in exporting commodities and raw 
materials [for further discussion on regional funds see Eichengreen (2006b)].    
 
14 See Taylor (2002) for a discussion linking the above estimation to intertemporal long run 
budget constraints.  
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Noting the AR reinterpretation of (16), t
tt GDP


CU
GDP
CU εβ +⎟


⎠
⎞


⎜
⎝
⎛+≅⎟


⎠
⎞


⎜
⎝
⎛


−1


)1( , β  close to 


minus one implies no persistence of the current account pattern, as would be the case if 


the adjustment to a shock is contemporaneous.  In contrast, β   closer to zero implies 


greater persistence of the current account, allowing a more protracted adjustment to 


shocks.  


 We start by fitting the following regression: 
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CU , and both the current account balance and 


the domestic economy GDP are measured in current US$.  Table 4 shows the coefficient 


of adjustment and thus a measure of persistence for the current account balance for 1970-


2004, subject to data availability, and subsets of the data such as Developing countries, 


Developed OECD countries, Manufacture exporters, Natural Resource Exporters, Latin 


American and Asian emerging economies. Table 4 also reviews sub samples based on 


1980-1992 and 1993-2004, Indebtedness and Income as classifications given by the 


World Bank.  Note that developing countries are characterized by a faster current account 


adjustment than the OECD, LATAM adjust faster than Asian emerging economies, and 


exporter of natural resource countries adjust faster than the exporters of manufacturing.  


 


 


Cross-section study of the factors affecting the persistence of the current account 
balance 
 
 We turn now to a cross country study testing the impact of international reserves 


on the speed of adjustment.  On average, we expect that a higher build up of reserves 


allows countries to be better buffered against shocks, thereby reducing the speed of 


adjustment of the current account, resulting in a positive association between 


international reserves and β. We apply a two step derivation of the relationship between 


reserves (and other government assets) and current account persistence.  In the first step 


we derive a measure of current account persistence. 
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 We ran a time series regression for each available country in the form of: 
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This way we obtain one  β coefficient per country. The countries, the number of 


observations used in the autoregressive estimation of their β and the fitted values are 


listed in Tables B1-B4, in Appendix B.  Table 5 provides the estimates for several 


LATAM countries.  


 The persistence proxy used in the next step is just the value for the pure 


autoregressive process of the current account deflated by GDP:  
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In the second step we look at the cross section relationship between our measure of 


persistence represented by α and a series of structural parameters for these economies, 


and a measure of the stock of reserves deflated by the GDP. 15 


 In the univariate regressions, we find that higher reserves, higher GDP growth and 


a lower share of commodities are associated with a significant increase in the persistency 


of the current account for non OECD countries [see Table 6].   International reserves 


turned out insignificant for a sample inclusive of the OECD countries.  In the multivariate 


regressions we find that for developing countries higher persistence is positively 


associated with a higher IR/GDP, lower inflation, greater flexibility of the exchange rate 


[measured by the volatility of the nominal exchange rate], and a higher share of 


manufacturing [see Table 7]. 


 The results reported above are consistent with the consumption smoothing role of 


current account adjustments.   To illustrate, consider a benchmark neo-classical economy 


where consumption is determined the permanent income hypothesis (linear marginal 
                                                 
15 Out of 134 countries, there are 10 countries with negative alphas that would represent extreme 
volatility in the current account. These countries are generally small economies with very 
sensitive external sectors. In order to reduce noise in future regressions we purge these countries 
from the data. See the countries in Italics, Table B4, Appendix B.  
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utility of consumption); the output follows an AR(1)  process 1( )t t tY Y Y Y Yρ ε−− = − +  


( 1ρ <  , output reverting to the long run mean Y at a rate determined by 1 - ρ); and 


where agents can borrow and lend at the real interest r, which also equals their subjective 


rate of time preference.  It can be shown that, around the long run equilibrium,16  
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Hence,α ρ  .  Suppose that we modify the above assumptions, adding the possibility of 


sudden stops.  Specifically, assume that the probability of a sudden stop, terminating the 


ability to borrow externally, is Φ ; where ( / ); ' 0IR YΦ = Φ Φ < .   In these circumstances,  


 


 (21)  (1 )α ρ − Φ . 


 


This suggests that a negative association between sudden stops and hoarding reserves 


may account for the impact of international reserves on the persistency of current account 


adjustment.  


 
 
 
5.  On the limitations of international reserves management 
 
 We close the paper with a discussion of the limitations of international reserves 


management.  While useful, IRM is not a panacea, and is subject to serious limitations 


outlined below. 


                                                 
16 This follows the observation that in such an economy, { }
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• Moral hazard: as with any insurance, there is no way to avoid various layers of 


moral hazard.   


 


- Macro moral hazard: any deep pot of resources may be the target of 


opportunistic raiding by policy makers in regimes characterized by political 


instability and limited monitoring.  Central bank independence helps and is 


desirable, but not sufficient to overcome this obstacle [see Aizenman and Marion 


(2004) for empirical results on the adverse effects of political instability on 


hoarding international reserves].   


 


- Micro moral hazard: large stockpiles of reserves may subsidize risk taking, 


especially if it is viewed as a signal of a low probability of exchange rate changes 


[see Levy Yeyati (2005), advocating a combined scheme of decentralized reserves 


in the form of liquid asset requirements on individual banks to limit moral hazard, 


and an ex-ante suspension-of-convertibility clause to reduce self-insurance costs 


while limiting bank losses in the event of a run].   


 


• Fiscal costs: these costs include a direct opportunity cost (the marginal product of 


investment or the cost of external borrowing), and any marginal costs of 


sterilization [see Calvo (1991) for an early discussion on the quasi costs of 


sterilization].  Hauner (2005) estimated these costs for 100 countries during 1990–


2004, concluding that while most countries made money on their reserves during 


1990–2001, most have been losing money during 2002–04.  One should keep in 


mind, however, the difficulties in tracing the full benefits of hoarding reserves:  


 
“While assessing the fiscal cost of holding reserves, it would be worthwhile to set off the 
benefits that the country may have in holding reserves. In any country risk analysis by the 
rating agencies and other institutions, the level of reserves generally has high weights. 
Moreover, it is essential to keep in view some hidden benefits which could accrue to a country 
holding reserves, which may, inter alia, include: maintaining confidence in monetary and 
exchange rate policies; enhancing the capacity to intervene in foreign exchange markets; 
limiting external vulnerability so as to absorb shocks during times of crisis; providing 
confidence to the markets that external obligations can always be met; and reducing volatility 
in foreign exchange markets. It is true that beyond a point, when the credit rating reaches 
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appropriate investment grade, addition to reserves may not lead to further improvement in the 
credit rating. It is necessary to recognize that, as in the case of costs, there are difficulties in 
computing the benefits too.” 
 


Dr. YV Reddy, Governor, Reserve Bank of India / Mumbai Sep 20, 2006 
 


• Coordination issues: while our focus was on IRM as self insurance, IRM 


management may be part of a fiscal scheme dealing with augmenting social 


security and future pensions.  This is especially relevant for countries exporting 


commodities, like Chile, Norway, etc.  This suggests the need to delegate the 


management of these funds to two different agencies.  One, like the central bank, 


should deal with IRM as part of prudent macroeconomoic management 


throughout the business cycle.  The second fund fits more the treasury, or the 


social security administration, as it deals with long term intergenerational transfer.  


For further discussion, see Davis et. al. (2001). 


To conclude, this paper outlined several motives for hoarding international reserves in the 


era of growing financial integration.  The message of the report is mixed –management of 


reserves is not a panacea.  The mercantilist case for hoarding international reserves, as an 


ingredient of an export led growth strategy, is dubious.  Done properly, international 


reserve management reduces the downside risk in turbulent times.  These benefits are 


especially important for commodity exporting countries; and countries with limited 


financial development.       
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Appendix A 


Financial Transmission of Terms of Trade Shocks in Natural Resource 


Economies – The case of Chile 


 


Meta Data and Definitions 
-The frequency of the data is quarterly 
-Sources: IFS, DataStream, CEIC, WEO, ICRG 
-Gap Variables are obtained by detrending the variables. The trend is calculated 
using the Hodrick/Prescott filter with lambda set to 1600 (recommended value for 
quarterly data). 
-Log differences are use as proxy for percentage growth 


 
Monetary Aggregates: 


-MB equals Monetary Base 
 


-M1 equals currency in circulation plus demand deposits in checking accounts of 
the nonfinancial private sector net of float, demand deposits other than those in 
checking accounts and demand savings deposits. 


 
-M2 encompasses M1 plus time deposits of the private sector, plus time saving 
deposits, plus mutual funds (FM) quotas in up to one-year instruments (non 
financial private sector) and plus deposits of Saving and Credit Cooperatives 
(CAC), less FM investments in M2 and less CAC investments in M2. 


 
-M3 corresponds to M2 plus foreign exchange deposits of the private sector, plus 
instruments of the Central Bank, plus Treasury bonds, plus credit bills, plus other 
Mutual Funds (FM) quotas, plus AFP voluntary saving quotas, less FM 
investments in M3 and less AFP investments in M3. 
-Private Credit: We define private credit as M3-M1 
-Reserves: Comprise special drawing rights, reserves of IMF members held by 
IMF, and holdings of foreign exchange under the control of monetary authorities 


 
 
Interest Rates: 


-Deposit Rates: rates offered to resident customers for demand, time, or savings 
deposits.  
-Lending Rates: bank rate that usually meets the short- and medium-term 
financing needs of the private sector. This rate is normally differentiated 
according to creditworthiness of borrowers and objectives of financing. 
-Domestic Spread (DS): We define the Domestic Spread (DS) as the difference 
between the Lending Rate and the Deposit Rate.  
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Terms of Trade: As usual, TOT is calculated as the ratio of export to import price 
indexes. 
 
Real Output:   


-Real Aggregate Demand  
-Real GDP 


 
 
 
 
External Perception of Country Specific Risks:  


-Economic Risk:  A means of assessing a country's current economic strengths 
and weaknesses. In general, where strengths outweigh weaknesses, a country will 
show low risk and where weaknesses outweigh strengths, the economic risk will 
be high. To ensure comparability between countries, risk components are based 
on accepted ratios between the measured data within the national 
economic/financial structure, and then the ratios are compared, not the data. Risk 
points are assessed for each of the component factors of GDP per head of 
population, real annual GDP growth, annual inflation rate, budget balance as a 
percentage of GDP, and current account balance as a percentage of GDP. Risk 
ratings range from a high of 50 (least risk) to a low of 0 (highest risk), though 
lowest de facto ratings are generally near 15. 
-Financial Risk Rating: A means of assessing a country's ability to pay its way 
by financing its official, commercial and trade debt obligations. To ensure 
comparability between countries, risk components are based on accepted ratios 
between the measured data within the national economic/financial structure, and 
then the ratios are compared, not the data. Risk points are assessed for each of the 
component factors of foreign debt as a percentage of GDP, foreign debt service as 
a percentage of exports of goods and services (XGS), current account as a 
percentage of XGS, net liquidity as months of import cover, and exchange rate 
stability. Risk ratings range from a high of 50 (least risk) to a low of 0 (highest 
risk), though lowest de facto ratings are generally near 20. 


 
 


Econometric Analysis 
 


Single OLS Equation: Effects of TOT into Financial Variables 
 
The OLS indicates that an improvement in the TOT is associated with: 


• A drop of the financial spread = [lending rates - deposit rates] 
• Improvement in Chile’s financial and economic risk assessment. 
• A positive gap between both the Real Output and the Real Demand and 


their long run trend. 
• Higher growth rate of M1. 
• Lower growth rate of private credit (M3-M1). 
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Table A1: Single OLS Equation; Effects of TOT into Financial Variables 
TOT, MB, M1, M2, M3, Econ Risk, and Financial Risk variables are represented in log differences proxy for the growth rates. 
Real GDP and Real Demand represent the deviations from their long run trend. 
TOT, MB, M1, M2, M3, Reserves, Econ Risk, and Financial Risk 
 
 
 
 
 
 
 


 
REAL 
GDP 


REAL 
DEMAND MB M1 M2 M3  RESERVES 


DOMESTIC 
SPREAD 


DEPOSIT 
RATE 


LENDING 
RATE 


ECON 
RISK 


FINANCIAL 
RISK 


PRIVATE 
CREDIT 


TOT 0.012 0.042*** 0.012 0.09 -0.041 -0.167 -0.054 -15.732** -22.39 -24.001 0.258 0.353** -0.256** 
 [0.056] [0.014] [0.133] [0.127] [0.086] [0.104] [0.223] [7.802] [26.380] [28.146] [0.166] [0.171] [0.121] 


TOT L1 0.06 0.034** 0.054 0.255* 0.016 -0.141 0.024 -17.945** -13.047 -16.99 0.258 0.197 -0.396*** 
 [0.075] [0.013] [0.129] [0.141] [0.085] [0.108] [0.254] [7.331] [23.559] [25.365] [0.189] [0.179] [0.118] 


TOT L2 0.135 0.015 0.094 0.268* 0.086 -0.095 0.041 -16.473** 7.781 7.639 0.124 0.041 -0.363*** 
 [0.081] [0.012] [0.134] [0.157] [0.091] [0.117] [0.287] [7.477] [27.996] [29.899] [0.194] [0.146] [0.115] 


TOT L3 0.151* 0.001 0.173 -0.137 0.123 0.038 -0.209 -0.523 45.655 52.223 0.055 -0.191 0.175 
 [0.082] [0.015] [0.140] [0.190] [0.098] [0.142] [0.303] [10.676] [46.595] [47.505] [0.219] [0.203] [0.179] 


TOT L4 0.196** 0.003 0.183 0.123 0.144 -0.016 -0.037 -9.387 33.737 38.591 0.013 -0.081 -0.138 
 [0.077] [0.012] [0.150] [0.192] [0.096] [0.130] [0.299] [9.490] [39.113] [41.211] [0.227] [0.164] [0.170] 


Observations 80 81 81 81 81 81 81 81 81 81 81 81 81 







Vector Autorregrission (VAR) Analysis 
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 Where tΠ = {Real Demand Gap, Lending Rate, Deposit Rate 


International Risk (proxy for foreign spread), Money Supply (M1), Domestic Credit (M3-M1), 
TOT} 
 


 


REAL 
DEMAND 


 GAP 
Lending 


Rate 
Deposit 


Rate M1 PRIVATE 
CREDIT 


ECON 
RISK TOT 


TOT(-1) 2.206** -0.775** -0.761** 0.37* -0.386* 0.76** 1.39*** 
 -1.005 -0.359 -0.375 -0.213 -0.215 -0.336 -0.09 
TOT(-2) -3.7*** 0.106 0.083 0.131 -0.091 -0.487 -0.819*** 
 -1.126 -0.402 -0.42 -0.239 -0.24 -0.377 -0.101 
C -0.112* 0.003 0.016 -0.011 0.005 -0.014 0.009 
 0.061 0.022 0.023 0.013 0.013 0.021 0.005 
R-squared 0.966 0.816 0.845 0.454 0.377 0.29 0.858 
Adj. R-squared 0.958 0.776 0.811 0.334 0.241 0.134 0.828 
Sum sq. resids 1.085 0.138 0.151 0.049 0.049 0.121 0.009 
S.E. equation 0.13 0.046 0.049 0.028 0.028 0.044 0.012 
F-statistic 129.526 20.304 24.984 3.797 2.772 1.864 27.73 
Log likelihood 57.273 138.707 135.245 179.779 179.279 143.795 248.153 
AIC -1.07 -3.132 -3.044 -4.172 -4.159 -3.261 -5.903 
Schwarz SC -0.62 -2.682 -2.594 -3.722 -3.709 -2.811 -5.453 
 
Table A2: VAR analysis on the effects of terms of trade shocks 
 
Table 2 Reports the effects of terms of trade shocks (measured as changes in the TOT growth 
rates) on the different key macro variables of the Chilean economy given by a second order 
vector autoregressive equation (the remaining coefficients are not reported here). 
 
We chose two lags for our VAR following the Schwarz and the Hannan-Quinn criterions 
 


Lag LogL LR FPE AIC SC HQ 
0 911.528 0 5.70E-20 -24.447 -24.229 -24.36 
1 1176.146 472.022 1.69E-22 -30.274 -28.531 -29.579 
2 1293.722 187.486 2.74E-23 -32.128 -28.858* -30.823* 
3 1342.764 68.924 2.99E-23 -32.129 -27.334 -30.216 
4 1421.307 95.525* 1.61E-23 -32.927 -26.607 -30.406 
5 1482.338 62.681 1.60E-23 -33.252 -25.406 -30.122 
6 1556.53 62.161 1.38e-23* -33.933 -24.561 -30.195 
7 1634.354 50.48 1.52E-23 -34.712* -23.815 -30.365 


   
Table A3: VAR lag order selection criteria 
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The VAR analysis shows properties similar to the ones uncovered by the OLS approach; a 
positive shock to the growth rate of TOT is associated with: 


• A drop in the same order of magnitude of both the lending and the deposit rate. The 
negative impact is slightly bigger in the lending rate which may help explain the negative 
coefficient of the domestic spread in the single OLS equation. 


• Improvement in Chile’s external risk evaluation. 
• Higher growth rate of M1, and lower growth rate of private credit (M3-M1). 
• Higher real aggregate demand. The initial positive effect is then quickly reversed after 


the first lag. 
 
Table A4 reports the variance decomposition of the previous VAR. The analysis shows that 
changes in the growth rate of TOT absorb a significant variance from variables like the real 
aggregate demand, deposits and lending rates, money supply growth and private credit. For this 
decomposition we assume TOT to be the most exogenous measure so we place this variable last 
in the Cholesky order. 
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Variance Decomposition of Real Demand:        


Period Real Demand Deposit Lending M1 Priv Credit Econ Risk TOT 
1 100       
2 97.35 0.3 1.12 0.01 0.05 0.39 0.78 
3 95.63 0.17 2.28 0.3 0.03 0.43 1.16 
4 93.73 0.15 3.98 0.83 0.03 0.46 0.83 
5 90.81 0.2 5.88 1.45 0.08 0.57 1.01 
6 86 0.23 7.86 1.91 0.31 0.7 2.99 
7 79.93 0.21 9.63 2.06 0.78 0.81 6.59 
8 74.23 0.37 11.05 1.96 1.41 0.87 10.11 
9 70.06 0.94 12.1 1.87 1.95 0.92 12.16 


10 67.46 1.88 12.78 1.98 2.22 0.99 12.67 
 Variance Decomposition of Deposit Rates:     


1 4.95 95.05      
2 4.65 88.99 1.05 0.73 1.56 0.32 2.71 
3 4.62 81.44 1.53 1.02 3.6 0.57 7.21 
4 4.52 76.36 1.45 2.64 4.57 0.48 9.98 
5 4.81 72.4 2.57 3.46 5.12 0.44 11.2 
6 5.37 69.96 4.08 3.9 5.8 0.4 10.49 
7 5.86 67.68 5.71 4.2 6.59 0.4 9.56 
8 6.05 65.27 7.32 4.4 7.72 0.46 8.77 
9 5.95 63.1 8.56 4.71 8.96 0.55 8.18 


10 5.71 61.14 9.51 5.12 10.1 0.62 7.8 
 Variance Decomposition of Lending Rates:     


1 5.09 91.93 2.98     
2 4.59 87.58 2.49 0.79 1.77 0.54 2.23 
3 4.51 79.18 3.73 0.89 3.92 1.2 6.57 
4 4.47 74.26 3.58 2.32 5.25 1.04 9.09 
5 4.87 69.93 4.83 3.22 5.89 0.96 10.28 
6 5.66 67.01 6.48 3.72 6.62 0.88 9.63 
7 6.43 64.41 8.17 4.09 7.37 0.84 8.7 
8 6.86 61.76 9.83 4.34 8.41 0.88 7.92 
9 6.91 59.46 11.13 4.68 9.54 0.94 7.34 


10 6.7 57.46 12.14 5.13 10.59 1.01 6.98 
 Variance Decomposition of M1:      


1 9.8 48.04 1.27 40.88    
2 8.38 41.49 3.98 39.24 0.13 4.96 1.82 
3 7.42 37.18 3.49 37.09 0.18 8.67 5.96 
4 7.41 35.8 4.13 35.5 0.36 8.3 8.49 
5 7.3 35.64 4.06 33.96 1.54 8.26 9.23 
6 7.2 35.21 4.01 33.74 2.48 8.26 9.1 
7 7.12 34.57 3.95 33.63 3.06 8.12 9.55 
8 7.04 33.99 3.89 33.54 3.18 7.98 10.38 
9 6.96 33.81 3.93 33.42 3.19 7.9 10.79 


10 6.97 34 4.1 33.18 3.2 7.83 10.72 
 Variance Decomposition of Private Credit:     


1 9.4 56.17 1.62 24.23 8.58   
2 8.67 53.24 3.19 21.11 9.28 2.53 1.99 
3 7.75 47.48 3.11 19.09 9.23 6.53 6.8 
4 7.42 45.79 2.98 19.08 9.21 6.24 9.29 
5 7.26 44.71 3.05 19.38 8.99 6.42 10.19 
6 7.4 44.49 3.65 19.17 8.86 6.38 10.05 
7 7.6 44.4 4.12 18.76 8.69 6.25 10.18 
8 7.63 44.01 4.54 18.41 8.75 6.18 10.47 
9 7.56 43.72 4.76 18.22 9.05 6.19 10.51 


10 7.55 43.46 4.84 18.18 9.33 6.2 10.45 
 Variance Decomposition of Econ risk:     


1 0.43 0.86 2.38 5.76 0.87 89.7  
2 0.46 1.39 2.2 6.02 3.8 82.74 3.39 
3 0.84 4.47 2.01 10.12 3.62 75.13 3.82 
4 0.91 5.32 2.08 10.34 3.65 73.93 3.78 
5 0.91 5.48 2.07 10.32 3.68 73.76 3.78 
6 0.91 5.48 2.07 10.34 3.74 73.68 3.78 
7 0.93 5.48 2.07 10.39 3.8 73.56 3.78 
8 0.95 5.48 2.07 10.44 3.84 73.45 3.77 
9 0.99 5.5 2.08 10.45 3.86 73.35 3.77 


10 1.02 5.52 2.11 10.47 3.88 73.25 3.76 


Table A4: VAR variance decomposition 
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Graph A1: Impulse Responses to one Standard Deviation innovation in the TOT growth rates 
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Graphical Appendix 
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Graph A2: Growth rates of the monetary Aggregates 
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Graph A3: Interests rates and domestic spread 
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Left scale is the index number for TOT (Export Price Index/ Import Price Index. Seasonally 
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Graph  A4: Terms of Trade 
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Graph A5: Real Aggregate Demand and Real Aggregate Output 
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Graph A6: External Measures of Country Risk 
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Appendix B:     Data definitions and tables 


 
 “Manufactures”: 
Average of annual observations of the percentage of economic activity dedicated to the 
production of manufactures (measured as percentage of the GDP), following the definition given 
by the United Nations, Manufactures comprises  pf the tabulation category D and divisions 15-
37 in the International Standard Industrial Classification of All Economic Activities, Revision 3. 
It is defined as the physical or chemical transformation of materials or components into new 
products, whether the work is performed by power-driven machines or by hand, whether it is 
done in a factory or in the worker's home, and whether the products are sold as wholesale or 
retail. Included are assembly of component parts of manufactured products and recycling of 
waste materials. 
 
“Commodities”: 
Average of annual observations of the percentage of economic activity dedicated to the 
production of agricultural products, mining, hunting, and utilities. 
 
“Reserves”: 
Average of annual observations of the Stock of Reserves over GDP taken during the sample 
period. The sample period depends on data availability. 
 
“NE Volatility”: 
Nominal exchange rate volatility is the average annual volatility. Each annual observation 
corresponds to the percent standard deviation of the monthly nominal rate of the domestic 


currency against the U.S. dollar, )1(
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“Financial Integration”: 


Average of annual observations of Edward’s measure of financial integration (see Capital 
Mobility and Economic Performance:  Are Emerging Countries Different? ) 


“Inflation” 


Average of annual CPI inflation observations 


“Terms of Trade”: 


Average of annual observations of the terms of trade defined as the ratio of the export price 
index to the corresponding import price index, measured relative to the base year 2000. 
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Table B1: Indebtedness Ranking 
1 = Severely Indebted 2 = Moderately Indebted 3 = Less Indebted 


Angola Benin Albania 
Argentina Bolivia Algeria 
Belize Burkina Faso Armenia 
Brazil Cambodia Azerbaijan 
Bulgaria Cameroon Bangladesh 


Burundi Cape Verde Barbados 
Central African Rep. Chile Belarus 
Chad Colombia Bosnia & Herzegovina 
Comoros El Salvador Botswana 
Congo, Republic of Ethiopia China 
Côte d'Ivoire Honduras Costa Rica 
Croatia Hungary Czech Republic 
Dominica Jamaica Djibouti 
Ecuador Kenya Dominican Republic 
Eritrea Lithuania Egypt 
Estonia Madagascar Equatorial Guinea 
Gabon Malaysia Fiji 
Gambia, The Mauritania Georgia 
Grenada Mauritius Ghana 
Guinea Moldova Guatemala 
Guinea-Bissau Mongolia Haiti 
Guyana Niger India 
Indonesia Nigeria Iran, I.R. of 
Jordan Pakistan Lesotho 
Kazakhstan Papua New Guinea Macedonia, FYR 
Kyrgyz Republic Paraguay Maldives 
Lao People's Dem.Rep Philippines Mali 
Latvia Poland Mexico 
Liberia Russia Morocco 
Malawi Slovak Republic Mozambique 
Myanmar Solomon Islands Namibia 
Panama Sri Lanka Nicaragua 
Peru St. Lucia Oman 
Rwanda St. Vincent & Grens. Romania 
Samoa Tunisia Senegal 
São Tomé & Príncipe Turkmenistan South Africa 
Seychelles Uganda Swaziland 
Sierra Leone Venezuela, Rep. Bol. Tanzania 
Somalia  Thailand 
St. Kitts and Nevis  Tonga 
Sudan  Trinidad and Tobago 
Syrian Arab Republic  Ukraine 
Tajikistan  Vanuatu 
Togo  Vietnam 
Turkey  Yemen, Republic of 
Uruguay   
Zambia   
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Table B2: Income Level 
1=Low Income 2=Lower-Middle Income 3=Upper-Middle Income 4=High Income 


Afghanistan, I.S. of Albania Antigua and Barbuda Aruba 
Bangladesh Algeria Argentina Australia 
Benin Angola Barbados Austria 
Burkina Faso Armenia Belize Bahamas, The 
Burundi Azerbaijan Botswana Bahrain, Kingdom of 
Cambodia Belarus Chile Belgium 
Cameroon Bolivia Costa Rica Canada 
Central African Rep. Bosnia & Herzegovina Croatia Hong Kong 
Chad Brazil Czech Republic Macao 
Comoros Bulgaria Dominica Cyprus 
Congo, Republic of Cape Verde Equatorial Guinea Denmark 
Côte d'Ivoire China Estonia Faroe Islands 
Eritrea Colombia Gabon Finland 
Ethiopia Djibouti Grenada France 
Gambia, The Dominican Republic Hungary Germany 
Ghana Ecuador Latvia Iceland 
Guinea Egypt Libya Ireland 
Guinea-Bissau El Salvador Lithuania Israel 
Haiti Fiji Malaysia Italy 
India Georgia Mauritius Japan 
Kenya Guatemala Mexico Kuwait 
Korea Guyana Oman Luxembourg 
Kyrgyz Republic Honduras Panama Malta 
Lao People's Dem.Rep Indonesia Poland Netherlands 
Lesotho Iran, I.R. of Russia Netherlands Antilles 
Liberia Iraq Seychelles New Zealand 
Madagascar Jamaica Slovak Republic Norway 
Malawi Jordan South Africa Portugal 
Mali Kazakhstan St. Kitts and Nevis Saudi Arabia 
Mauritania Macedonia, FYR St. Lucia Singapore 
Moldova Maldives St. Vincent & Grens. Slovenia 
Mongolia Morocco Trinidad and Tobago Spain 
Mozambique Namibia Turkey Sweden 
Myanmar Paraguay Uruguay Switzerland 
Nepal Peru Venezuela, Rep. Bol. United Kingdom 
Nicaragua Philippines  United States 
Niger Romania   
Nigeria Samoa   
Pakistan Sri Lanka   
Papua New Guinea Suriname   
Rwanda Swaziland   
São Tomé & Príncipe Syrian Arab Republic   
Senegal Thailand   
Sierra Leone Tonga   
Solomon Islands Tunisia   
Somalia Turkmenistan   
Sudan Ukraine   
Tajikistan Vanuatu   
Tanzania West Bank and Gaza   
Togo    
Uganda    
Vietnam    
Yemen, Republic of   
Zambia    
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Table B3: Data Availability for each country 
 


country start end country start end country start end 


Afghanistan, I.S. of 1979 1981 Gambia, The 1978 1997 Nigeria 1977 2004 
Albania 1984 2003 Georgia 1997 2004 Norway 1970 2004 
Algeria 1970 1997 Germany 1971 2004 Oman 1974 2003 
Angola 1985 2004 Ghana 1975 2004 Pakistan 1970 2004 
Antigua and Barbuda 1977 2002 Grenada 1977 2002 Panama 1977 2004 
Argentina 1970 2004 Guatemala 1970 2004 Papua New Guinea 1976 2001 
Armenia 1993 2004 Guinea 1986 2004 Paraguay 1970 2004 
Aruba 1991 2002 Guinea-Bissau 1982 1997 Peru 1970 2004 
Australia 1970 2004 Guinea-Bissau 2001 2003 Philippines 1970 2004 
Austria 1970 2004 Guyana 1977 1985 Poland 1985 2004 
Bahamas, The 1976 2003 Guyana 1992 2004 Portugal 1972 2004 
Bahrain, Kingdom of 1980 2003 Haiti 1971 2003 Romania 1987 2004 
Bangladesh 1976 2004 Honduras 1974 2004 Russia 1994 2004 
Barbados 1970 2003 Hungary 1982 2004 Rwanda 1976 2004 
Belarus 1993 2004 Iceland 1970 2004 Samoa 1978 1999 
Belgium 2002 2004 India 1970 2003 São Tomé & Príncipe 1974 1990 
Belize 1984 2004 Indonesia 1970 2004 São Tomé & Príncipe 1998 2002 
Benin 1974 2003 Iran, I.R. of 1976 1990 Saudi Arabia 1970 2004 
Bolivia 1970 2004 Iran, I.R. of 1993 2000 Senegal 1974 2003 
Bosnia & Herzegovina 1998 2004 Iraq 1976 1977 Seychelles 1976 2004 
Botswana 1975 2003 Ireland 1970 2004 Sierra Leone 1977 2004 
Brazil 1970 2004 Israel 1970 2004 Singapore 1970 2004 
Bulgaria 1980 2004 Italy 1970 2004 Slovak Republic 1993 2000 
Burkina Faso 1974 1994 Jamaica 1970 2004 Slovak Republic 2002 2003 
Burkina Faso 2000 2001 Japan 1970 2004 Slovenia 1992 2004 
Burundi 1985 2003 Jordan 1970 2004 Solomon Islands 1975 1999 
Cambodia 1992 2004 Kazakhstan 1995 2004 Somalia 1977 1989 
Cameroon 1977 1995 Kenya 1975 2004 South Africa 1970 2004 
Canada 1970 2004 Korea 1970 2004 Spain 1970 2004 
Cape Verde 1986 2003 Kuwait 1975 2003 Sri Lanka 1970 2004 
Central African Rep. 1977 1994 Kyrgyz Republic 1993 2004 St. Kitts and Nevis 1980 2002 
Chad 1977 1994 Lao People's Dem.Rep 1984 2001 St. Lucia 1979 2002 
Chile 1970 2004 Latvia 1992 2004 St. Vincent & Grens. 1978 2002 
China 1982 2004 Lesotho 1975 2004 Sudan 1977 2004 
Hong Kong 1998 2004 Liberia 1979 1987 Suriname 1977 2004 
Macao 2002 2002 Libya 1977 1987 Swaziland 1974 2004 
Colombia 1970 2004 Libya 1990 2004 Sweden 1970 2004 
Comoros 1980 1995 Lithuania 1993 2004 Switzerland 1970 2004 
Congo, Republic of 1978 2003 Luxembourg 1995 2004 Syrian Arab Republic 1970 2004 
Costa Rica 1970 2004 Macedonia, FYR 1996 2004 Tajikistan 2002 2004 
Côte d'Ivoire 1970 2004 Madagascar 1974 2003 Tanzania 1988 2004 
Croatia 1993 2004 Malawi 1977 2002 Thailand 1970 2004 
Cyprus 1976 2004 Malaysia 1970 2003 Togo 1974 2003 
Czech Republic 1993 2004 Maldives 1980 2004 Tonga 1975 1993 
Denmark 1970 2004 Mali 1975 2003 Tonga 2001 2002 
Djibouti 1992 1995 Malta 1971 2004 Trinidad and Tobago 1970 2003 
Dominica 1977 2002 Mauritania 1975 1998 Tunisia 1970 2004 
Dominican Republic 1970 2004 Mauritius 1980 2004 Turkey 1970 2004 
Ecuador 1970 2004 Mexico 1970 2004 Turkmenistan 1996 1997 
Egypt 1970 2004 Moldova 1994 2004 Uganda 1980 2004 
El Salvador 1970 2004 Mongolia 1993 2004 Ukraine 1994 2004 
Equatorial Guinea 1987 1996 Morocco 1970 2004 United Kingdom 1970 2004 
Eritrea 1992 2000 Mozambique 1980 2004 United States 1970 2004 
Estonia 1992 2004 Namibia 1990 2004 Uruguay 1970 2004 
Ethiopia 1981 2004 Nepal 1976 2004 Vanuatu 1982 2003 
Euro Area 1998 2004 Netherlands 1970 2004 Venezuela, Rep. Bol. 1970 2004 
Fiji 1979 1999 Netherlands Antilles 1980 1985 Vietnam 1996 2002 
Finland 1970 2004 New Zealand 1970 2004 Yemen, Republic of 1990 2004 
France 1970 2004 Nicaragua 1977 2004 Zambia 1978 1991 
Gabon 1978 2003 Niger 1974 2003 Zambia 1997 2000 
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Table B4: Estimated β for each country* 
 


Name Beta SE 
Ye
ars 


R-
squared Name Beta SE 


Ye
ars R-squared 


Albania -0.864 [0.170]*** 19 0.4337 Kazakhstan -1.036 [0.45]* 9 0.4668
Algeria -0.499 [0.196]** 27 0.2159 Kenya -0.597 [0.18]*** 29 0.3039
Angola -1.018 [0.192]*** 19 0.5085 Korea -0.336 [0.1]*** 34 0.1715
Antigua and Barb. -0.531 [0.169]*** 25 0.2654 Kuwait -0.859 [0.06]*** 28 0.4328
Argentina -0.396 [0.083]*** 34 0.1896 Kyrgyz Republic -0.669 [0.245]** 11 0.3358
Aruba -1.216 [0.270]*** 11 0.6406 Lesotho -0.369 [0.159]** 29 0.1855
Australia -0.333 [0.144]** 34 0.1534 Liberia -0.71 [0.344]* 8 0.2223
Austria -0.342 [0.196]* 34 0.1659 Libya -0.764 [0.27]*** 24 0.37
Bahamas, The -0.422 [0.198]** 27 0.2768 Luxembourg -1.235 [0.31]*** 9 0.6728
Bahrain, Kingdom of -0.543 [0.167]*** 23 0.2777 Macedonia, FYR -1.024 [0.426]* 8 0.4954
Bangladesh -0.436 [0.144]*** 28 0.2207 Madagascar -0.397 [0.170]** 29 0.2189
Barbados -0.236 [0.071]*** 33 0.184 Malawi -0.558 [0.19]*** 25 0.2794
Benin -0.87 [0.095]*** 29 0.4344 Malaysia -0.275 [0.115]** 33 0.114
Bolivia -0.716 [0.234]*** 34 0.3455 Maldives -0.263 [0.117]** 24 0.2686
Botswana -0.371 [0.158]** 28 0.1934 Mali -0.684 [0.278]** 28 0.3379
Brazil -0.214 [0.093]** 34 0.0841 Malta -0.249 [0.106]** 33 0.1074
Bulgaria -0.515 [0.189]** 24 0.2707 Mauritius -0.514 [0.16]*** 24 0.3008
Burkina Faso -0.449 [0.228]* 21 0.2525 Mexico -0.413 [0.15]*** 34 0.2041
Burundi -1.153 [0.215]*** 18 0.5653 Mongolia -0.512 [0.244]* 11 0.2986
Cambodia -0.845 [0.141]*** 12 0.4238 Morocco -0.2 [0.115]* 34 0.0936
Cameroon -0.837 [0.358]** 18 0.3319 Mozambique -0.41 [0.151]** 24 0.2075
Canada -0.194 [0.107]* 34 0.0816 Nepal -0.312 [0.121]** 28 0.1609
Cape Verde -0.25 [0.121]* 17 0.1713 New Zealand -0.498 [0.14]*** 34 0.2497
Central African Rep. -1.015 [0.237]*** 17 0.5007 Niger -0.593 [0.19]*** 29 0.3091
Chad -0.52 [0.193]** 17 0.2594 Nigeria -0.615 [0.16]*** 27 0.2834
Chile -0.447 [0.117]*** 34 0.2108 Norway -0.118 [0.090] 34 0.0428
China -0.506 [0.152]*** 22 0.2379 Oman -0.676 [0.15]*** 29 0.3454
Hong Kong -0.506 [0.173]** 6 0.3946 Pakistan -0.347 [0.145]** 34 0.1785
Colombia -0.361 [0.136]** 34 0.1842 Panama -0.4 [0.192]** 27 0.1984
Comoros -0.604 [0.150]*** 15 0.302 Papua New Guinea -0.276 [0.122]** 25 0.1239
Congo, Republic of -0.629 [0.137]*** 25 0.3085 Paraguay -0.334 [0.157]** 34 0.1621
Costa Rica -0.329 [0.103]*** 34 0.1602 Peru -0.533 [0.19]*** 34 0.2844
Côte d'Ivoire -0.272 [0.117]** 34 0.1252 Philippines -0.285 [0.123]** 34 0.1364
Croatia -0.714 [0.298]** 11 0.4914 Poland -0.717 [0.23]*** 19 0.3541
Cyprus -0.404 [0.124]*** 28 0.2039 Portugal -0.325 [0.09]*** 32 0.1774
Czech Republic -0.626 [0.184]*** 11 0.4961 Rwanda -0.887 [0.23]*** 28 0.4664
Denmark -0.142 [0.072]* 34 0.066 Samoa -0.402 [0.212]* 21 0.2103
Dominica -0.658 [0.308]** 25 0.3384 Saudi Arabia -0.225 [0.101]** 34 0.1048
Dominican Republic -0.477 [0.232]** 34 0.1703 Seychelles -0.47 [0.14]*** 28 0.23
Ecuador -0.73 [0.185]*** 34 0.3629 Sierra Leone -0.619 [0.232]** 27 0.3095
El Salvador -0.917 [0.196]*** 34 0.47 Slovenia -0.702 [0.12]*** 12 0.5682
Eritrea -0.42 [0.133]** 8 0.3374 Solomon Islands -0.601 [0.20]*** 24 0.3213
Ethiopia -0.818 [0.225]*** 23 0.3456 Somalia -0.837 [0.20]*** 12 0.456
Euro Area -0.732 [0.263]** 6 0.3507 South Africa -0.434 [0.165]** 34 0.2458
Fiji -0.537 [0.145]*** 20 0.2653 Spain -0.247 [0.118]** 34 0.1023
France -0.346 [0.132]** 34 0.1711 Sri Lanka -0.47 [0.14]*** 34 0.2363
Gabon -0.435 [0.140]*** 25 0.2133 St. Kitts and Nevis -0.456 [0.167]** 22 0.209
Gambia, The -0.331 [0.132]** 19 0.2128 St. Lucia -0.43 [0.175]** 23 0.2742
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Georgia -1.051 [0.115]*** 7 0.8795 St. Vincent & Gren. -0.56 [0.14]*** 24 0.3311
Ghana -0.585 [0.165]*** 29 0.3038 Sudan -0.359 [0.129]** 27 0.1894
Grenada -0.317 [0.160]* 25 0.1633 Suriname -0.642 [0.16]*** 27 0.3163
Guatemala -0.627 [0.165]*** 34 0.3334 Swaziland -0.216 [0.083]** 30 0.1343
Guinea -1.033 [0.280]*** 18 0.5167 Syria -0.527 [0.13]*** 34 0.268
Guinea-Bissau -0.125 [0.132] 17 0.034 Thailand -0.198 [0.05]*** 34 0.0907
Guyana -0.297 [0.096]*** 20 0.1822 Togo -0.838 [0.20]*** 29 0.6201
Haiti -0.282 [0.126]** 32 0.153 Tonga -1.004 [0.25]*** 19 0.5141
Honduras -0.586 [0.163]*** 30 0.2968 Trinidad & Tobago -0.382 [0.11]*** 33 0.2019
Hungary -0.385 [0.225] 22 0.1799 Tunisia -0.407 [0.14]*** 34 0.1996
Iceland -0.722 [0.153]*** 34 0.3515 Turkey -0.764 [0.18]*** 34 0.3605
India -0.189 [0.108]* 33 0.0736 Uganda -0.372 [0.194]* 24 0.1863
Indonesia -0.358 [0.126]*** 34 0.1789 United Kingdom -0.237 [0.101]** 34 0.1315
Iran, I.R. of -0.992 [0.214]*** 21 0.5216 United States -0.008 [0.070] 34 0.0004
Israel -0.403 [0.165]** 34 0.2148 Uruguay -0.494 [0.13]*** 34 0.2462
Italy -0.425 [0.171]** 34 0.2136 Vanuatu -0.887 [0.14]*** 21 0.4174
Jamaica -0.507 [0.142]*** 34 0.2612 Venezuela -0.656 [0.13]*** 34 0.3164
Japan -0.222 [0.090]** 34 0.1013 Vietnam -0.499 [0.218]* 6 0.409
Jordan -0.586 [0.158]*** 34 0.2926 Zambia -0.926 [0.18]*** 16 0.4478
 
* significant at 10%; ** significant at 5%; *** significant at 1% 
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Figure 1 
The time line 
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End of period 1: 


Liquidity shock materializes; an adverse shock 0; <δδ  induces deposit drop 
of 1( )l Hδ μ− .     Reserves 1R  are used to finance any liquidity shock and to 
hire non-traded specific input z (at 1p ).   Costly liquidation of capital from 1K
to 111; KKK ≤  would boost liquidity by 0);1/(][ 11 ≥+− θθKK . 


Beginning of period 1: 


Entrepreneurs with initial wealth 1H , subject to collateral constraint μ, use 


bank financing 1Hμ .   The combined liquidity 1)1( Hμ+  finances 


investment 1K  and hoarding reserves, 1R , 111)1( RKH +=+ μ . 
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Figure 2 
Volatility and planned investment 
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Figure 3 
Volatility and relative expected output 


  
 
The simulation corresponds to the case where 2.0=θ  0.5; 1; 1; 1.l Hβ μ= = = =   The bold 
curve corresponds to no liquidation and optimal precautionary demand for reserves, the solid 
curve corresponds to zero precautionary demand, where all the adjustment is made by 
liquidation. 
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Table 1: REER vs. Terms of Trade Shocks and Mitigation through Reserve Accumulation 
Dependent  
Variable: Log REER All Developing Industrial Manufactures 


Natural 
 Resources LATAM ASIA 


Log Terms of Trade shock 1.802*** 1.836*** 0.95 0.442 4.376*** 1.642** 2.269** 


 [0.244] [0.255] [0.594] [2.077] [0.779] [0.802] [1.104] 
Log TOT*Reserves -3.873*** -3.937*** -1.603 12.269 -10.676 -0.537 -4.672** 
 [0.746] [0.766] [4.607] [23.668] [7.013] [9.164] [2.280] 


Observations 1863 1260 603 271 253 343 202 
R-Squared 0.4549 0.4367 0.5947 0.4066 0.6162 0.3903 0.2161 
Years 1970-2004 1970-2004 1970-2004 1970-2004 1970-2004 1980-2004 1970-2004 


Robust standard errors in brackets 
* Significant at 10%; ** significant at 5%; *** significant at 1% 
 


 


Table 2: REER vs. Lagged Terms of Trade Shocks and Mitigation through Reserve 


Accumulation 
Dependent  
Variable: Log REER All Developing Industrial Manufactures 


Natural 
 Resources LATAM ASIA 


Lagged Log TOT shock 1.773*** 1.806*** 0.784 0.23 4.362*** 1.205 1.762 


 [0.278] [0.289] [0.581] [1.895] [0.759] [0.827] [1.103] 
Lagged Log TOT*RES -3.557*** -3.633*** 0.988 6.282 -11.528* 4.654 -4.024* 
 [0.887] [0.910] [4.573] [21.767] [6.473] [10.059] [2.388] 


Observations 1852 1263 589 262 252 343 201 
R-Squared 0.4465 0.4302 0.5947 0.4027 0.6165 0.3898 0.2047 
Years 1970-2004 1970-2004 1970-2004 1970-2004 1970-2004 1980-2004 1970-2004 


Robust standard errors in brackets 
* Significant at 10%; ** significant at 5%; *** significant at 1% 


 


 


Table 3: Log REER vs. TERMS OF TRADE: Selective Individual Countries 
 


Dependent Variable 
Log REER 


Terms of 
Trade  


Terms of  
Trade * Reserves  Obs R-squared 


Total Effect 
1990-99 


Total Effect 
2000-04 


Volatility 
of TOT 


Argentina 44.994 [6.597]*** -793.738 [113.969]*** 25 0.5594 -0.76438 -27.4739 0.0099 
Chile 8.436 [1.561]*** -50.188 [13.080]*** 23 0.6338 -1.46511 -0.97332 0.0517 
Ecuador 7.158 [1.322]*** -46.25 [21.816]** 23 0.66 3.386239 5.400608 0.0573 
Mexico 3.841 [2.048]* -177.211 [71.729]** 23 0.1901 -5.69239 -9.71975 0.0360 
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Table 4: Current account Persistence across subgroups 


 


Dependent 
Variable 
D(CU/GDP) Lag(CU/GDP) SE Obs. R-squared 


All Sample All -0.437*** [0.026] 4053 0.2548 
1970-2004 Developing -0.441*** [0.027] 3346 0.2608 
 OECD -0.260*** [0.036] 707 0.2315 
 MA -0.250*** [0.056] 273 0.3655 
 NR -0.362*** [0.049] 391 0.4182 
 LATAM -0.432*** [0.088] 594 0.3082 
 ASIA -0.217*** [0.063] 298 0.3812 
1980-1992 All -0.544*** [0.041] 1661 0.3316 
 Developing -0.546*** [0.042] 1394 0.3336 
 OECD -0.433*** [0.057] 267 0.2228 
 LATAM -0.523*** [0.091] 234 0.3395 
 ASIA -0.248*** [0.067] 114 0.1626 
1993-2004 All -0.563*** [0.046] 1708 0.3421 
 Developing -0.568*** [0.047] 1445 0.3443 
 OECD -0.347*** [0.059] 263 0.2224 
 LATAM -0.507*** [0.059] 216 0.3963 
 ASIA -0.315*** [0.087] 112 0.166 
Indebtedness DEBT1 -0.435*** [0.047] 1016 0.2737 
 DEBT2 -0.512*** [0.040] 930 0.3515 
 DEBT3 -0.412*** [0.057] 999 0.2449 
Income Level INCOME1 -0.413*** [0.044] 1137 0.2679 
 INCOME2 -0.495*** [0.056] 1105 0.3302 
 INCOME3 -0.496*** [0.057] 844 0.2809 
 INCOME4 -0.315*** [0.050] 961 0.224 


 
Table 5: Estimated β for selective countries* 


 
Name β SE Observations R-squared 


Argentina -0.396 [0.083]*** 34 0.1896
Brazil -0.214 [0.093]** 34 0.0841
Chile -0.447 [0.117]*** 34 0.2108
Costa Rica -0.329 [0.103]*** 34 0.1602
Dominican Republic -0.477 [0.232]** 34 0.1703
Ecuador -0.73 [0.185]*** 34 0.3629
El Salvador -0.917 [0.196]*** 34 0.47
Haiti -0.282 [0.126]** 32 0.153
Honduras -0.586 [0.163]*** 30 0.2968
Mexico -0.413 [0.149]*** 34 0.2041
Uruguay -0.494 [0.128]*** 34 0.2462
Venezuela -0.656 [0.129]*** 34 0.3164
 
* significant at 10%; ** significant at 5%; *** significant at 1% 
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Table 6: Univariate Regressions 
Dependent Variable :Alpha ALL Non OECD 


RESERVES 0.068 0.183 
 [0.110] [0.100]* 


NOMINAL EXCHANGE VOLATILITY -0.056 0.058 
 [0.247] [0.240] 


FINANCIAL INTEGRATION 0.142 -0.042 
 [0.110] [0.113] 


TERMS OF TRADE 0.058 0.116 
 [0.083] [0.085] 


GDP GROWTH 1.701 2.119 
 [0.635]*** [0.639]*** 


% SHARE OF COMMODITIES -0.415 -0.311 
 [0.096]*** [0.102]*** 


INLFATION -0.017 0.009 
 [0.044] [0.044] 


Robust standard errors in brackets 
* significant at 10%; ** significant at 5%; *** significant at 1% 
 
 
 
 
Table 7: Multivariate Regression 
 
Alpha ALL Non Oecd 


Reserves 0.058 0.192 
 [0.089] [0.082]** 
Inflation -0.101 -0.072 
 [0.042]** [0.043]* 
NE Volatility 0.566 0.545 
 [0.303]* [0.294]* 
TOT 0.177 0.195 
 [0.088]** [0.098]* 
Financial Int 0.298 0.076 
 [0.114]** [0.127] 
Manufactures 0.784 0.628 
 [0.212]*** [0.225]*** 


Observations 94 80 
R-squared 0.2084 0.1618 
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Abstract


Standard DSGE small open economy models have failed to generate the
cyclical properties of middle-income countries (MICs). These models, compared
to the data, predict excessive consumption smoothing, low procyclicality of
investment and procyclical, instead of counter cyclical, real net exports. In
the literature the solution to this problem has been to increase the persistence
of shocks or to lower the intertemporal elasticity of substitution. This paper
tackles this problem by introducing market imperfections relevant for MICs
into an otherwise standard model. More specifically, we build a model with
limited access to the foreign capital market, identified as an external borrowing
constraint, and asymmetric financing opportunities across tradable and non-
tradable sectors, identified as sector-specific labor financing wedges. Given the
lack of data on the overall economy’s net foreign asset position and on sectoral
financing costs, the exercise consists on deducing the key parameters associated
with these market imperfections to replicate the data for Chile between 1986
and 2004. This exercise permits to lower the discussion to whether the cyclical
properties of these variables make sense according to theory, or whether they
can be representing some other distortions not identified in the model.
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1 Introduction


Empirical analysis suggest three regularities that stand out for MICs: 1) Consumption
is highly procyclical and more volatile than output, 2) investment is highly procyclical
and three to four times as volatile as output, and 3) real net exports are countercyclical
and highly volatile. Standard DSGE small open economy models have failed to match
these regularities, as they predict excessive consumption smoothing, low procyclicality
and volatility of investment, and procyclical real net exports. Previous studies have
atacked these problems by increasing the persistence of shocks (Aguiar and Gopinath
[1]) or by setting a lower intertemporal elasticity of substitution, as when utilizing
the preferences introduced by Greenwood et. al [26] (GHH henceforth), for which
such elasticity is zero (Mendoza [35] and [36], and Neumeyer and Perri [37]).


This study attempts to account for these empirical regularities by recognizing
market imperfections that are relevant for MICs; limited access to the foreign capital
market, identified as an external borrowing constraint on the households, and asym-
metric financing opportunities across tradable and non-tradable firms, identified as
sector-specific labor financing wedges (Caballero [12] and Tornell and Westermann
[44]). The key parameters associated to these frictions are deduced to match the data
for Chile between 1986 and 2004, obeying to the lack of data on the overall economy’s
net foreign asset position and on sectoral financing costs. However, deducing these
parameters permit to lower the discussion to whether the cyclical properties of these
variables make sense according to theory, or whether they can be representing some
other distortions not identified in the model.


This study concludes that a model with imperfect access to the foreign capital
market can capture the procyclical and volatile path of investment, and reproduce
the cyclical regularities of real net exports. However, it generates counter cyclical
employment and does not increase consumption volatility. Introducing asymmetric
financing opportunities across tradable and non tradable firms enables the model
to reproduce the cyclical properties of these other variables as well. Moreover, the
cyclical properties of the external borrowing constraint multiplier and the sector spe-
cific labor financing wedges are consistent with previous studies (Caballero [12] and
Tornell and Westermann [44]).


The external borrowing constraint may arise from problems of enforceability and
risk of default. Atkeson and Rios-Rull [6] and Caballero and Krishnamurthy [13]
identified this friction as a collateral constraint, in which part of the exportable
sector’s profits or revenues could be seized by external lenders in case of default.
Eaton and Gersovitz [19], Bulow and Rogoff [10], Atkeson [5], Kehoe and Levine [29],
Kocherlacota [30], Alvarez and Jermann [4] and Jeske [28] considered the exclusion
from the external capital market as the punishment by defaulting.


Atkeson [5] presents a nice theoretical justification for an external borrowing con-
straint in MICs, which will be used in this paper to discuss the implications of such
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friction. In his study, foreign lending takes place under moral hazard and risk of
repudiation. External lenders can not observe whether borrowers are investing the
borrowed funds efficiently or consuming them, and sovereign borrowers can repudi-
ate their debt at any time. When there is no moral hazard and risk of repudiation,
the optimal contract produces full risk sharing between domestic agents and external
lenders. But when these problems exist, external lenders can only infer the domes-
tic agents’ allocations after output is realized. The optimal lending contract would
reduce risk sharing, trespassing part of the output risk to the domestic borrowers,
inducing them to undertake efficient investment decisions and repay their loans.


In this study, and for practical convenience, the constraint is specified as the
external lenders’ requirement to the domestic households to self finance a fraction
0 < Ψt < 1 of their expenditures with their current income at each date t, as in
Mendoza [36]. The requirement (Ψt) is deduced to match the path of the real net
exports in Chile between 1986 and 2004. This specification can replicate the optimal
contract under Atkeson [5] setup: Full risk sharing would be equivalent to a sufficiently
procyclical Ψt, so that domestic agents could borrow more relative to income in bad
times, smoothing the impact of shocks on their expenditures. With moral hazard
and risk of repudiation, the optimal contract would be consistent with a less than
sufficiently procyclical Ψt, thus with less risk sharing. In this case the constraint
would always bind to avoid domestic agents building savings that would make them
repudiate their debt.


In the simulations for Chile, the external constraint gets slacker when the economy
receives positive shocks, and tighter when facing negative shocks, but not enough to
produce full risk sharing. External financing becomes more (less) expensive during
recessions (booms), increasing the procyclicality and volatility of investment, and
reducing the procyclical fluctuations in the exportable output as there is less reallo-
cation of production factors to this sector in response to shocks, making net exports
as counter cyclical as in the data. However, introducing only this friction makes
employment countercyclical, which is procyclical in the data, and does not increase
enough consumption volatility, particularly in the non tradable sector. Counter cycli-
cal labor financing wedges would help the model match these moments by increasing
the procyclical fluctuation on labor demand.


The sectoral labor financing wedges reflect credit constraints at the firm level.
They may arise from informational, moral hazard or enforcement problems, which
could be particularly severe for small and medium size firms with lack of collateral
to secure their loans. Holmstrom and Tirole [27] derive them from moral hazard
problems, while Bernanke and Gertler [9] do it from costly state verification prob-
lems. Albuquerque and Hopenhayn [3] and Medina [32] derive them from enforcement
problems. Kiyotaki and Moore [31] and Caballero and Krishnamurthy [13] represent
them as collateral constraints.


Tornell andWestermann [44], using firm level data for 27 MICs, find that financing
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is a more severe obstacle for firms in the non tradable sector to run their businesses,
as they are mostly small and medium size firms with lack of collateral to secure their
loans. This paper sets this friction as firms’ specific labor financing wedges, which
represent the cost of paying wages in advance to production as in Chari et al [16].
The wedges can be interpreted as a lending spread over the market interest rate that
each firms pays according to their availability of collateral. They are deduced to allow
the model replicate output dynamics similar to the data for each sector.


Consistent with economic theory, the resulting wedges are counter cyclical, partic-
ularly in the non tradable sector, reflecting a lower cost of domestic financing during
booms when the value of firm’s collateral increases, and a higher cost during down-
turns when the opposite valuation effect occurs. The fluctuations in the wedges allow
the model generate procyclical employment as labor demand becomes more procycli-
cal and volatile, and increase consumption volatility, particularly of non tradable
goods.


Although this study does not endogeneize the source of market imperfections, it
presents a simulated scenario for a lower incidence of frictions as to show what would
have been the cyclical properties of the economy for an environment of enhanced
transparency on economic and financial data, as well as of improved supervision of
the financial and corporate sector. The self financing requirement is made more pro-
cyclical and volatile to get an invariant borrowing constraint multiplier over time,
and the sector specific labor financing wedges cyclical fluctuations are reduced. This
exercise shows that the cyclical properties of the economy would be qualitatively sim-
ilar to the friction less economy case. The volatility of consumption and investment
would be smaller, and total hours of work and output of exportable goods would
be more procyclical and volatile, resulting in procyclical and less volatile real net
exports. This scenario would be welfare improving, as households value a smoother
path of consumption over time.


The paper is organized as follows: section 2 presents a discussion of the empirical
evidence and related literature, section 3 presents the model and simulations for the
standard friction-less economy, sections 4 presents the model and simulations for an
externally credit constrained economy, section 5 presents the model and simulations
of an economy with asymmetric financing opportunities, section 6 presents the model
and simulations for an economy that features both frictions, and Section 7 concludes.


2 Empirical Evidence and Related Literature


This section compares some cyclical moments between MICs and small developed
economies (SDEs) to highlight those features that are particular to MICs. Table 1
presents selected statistics for output, consumption, investment and real net exports
for a sample of 16 SDEs and 28 MICs for annual data between 1980 and 2004. Each
series was detrended using the Hodrick-Prescott filter, with a smoothing parameter
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of 100, and the statistics are calculated over the log-deviation of each variable from
its trend. These are the first order autocorrelation and standard deviation of GDP
(columns 1 and 2 respectively), and the contemporaneous cross-correlations and rela-
tive standard deviations of consumption, investment and real net exports with respect
to GDP (columns 3, 4, 5, 6, 7 and 8 respectively).


The first distinct feature of the data is that on average MICs’ GDP is almost twice
as volatile as in the SDEs, but only slightly less persistent. The second one is that
while investment shows roughly the same volatility relative to output in both groups
of countries, consumption and real net exports are significantly more volatile relative
to output in the MICs than in the SDEs. Finally, the third distinct feature is that all
three expenditure items present roughly the same contemporaneous cross-correlation
with GDP in both groups of countries.


These findings are robust to different data frequency. Table 2 from Aguiar et al.
[1] presents similar evidence at a quarterly frequency for a sample of 13 SDEs and 13
MICs between 1980 and 2003. They find that the same differences in volatility, and
similarities in contemporaneous cross-correlations with output, remain when looking
at quarterly data, with the only difference on the ratio of real net exports to GDP,
which is more countercyclical in the MICs than in the SDEs at quarterly frequency.


One concern with the regularities for MICs presented in tables 1 and 2 is whether
they are representative of normal business cycles fluctuations or are biased as result
of crises. Although tables 1 and 2 do not abstract from periods of crises, Tornell et
al [43] argued that the typical lending booms that characterize MICs business cycles
commonly end in a soft landing with the same moments than in periods of crises,
although with less volatility. To avoid this problem, this paper studies the case of
Chile between 1986 and 2004, abstracting from its last crises in 1982.


Three different approaches have been proposed in the literature to explain the
higher volatility of consumption and real net exports in MICs than in SDEs: a lower
intertemporal elasticity of substitution of leisure, a higher persistence of shocks, and
more severe financial frictions, particularly in the access to the foreign capital market
and the domestic financing opportunities across tradable and non tradable sectors.
For the first approach, Mendoza [35] and [36] and Neumeyer at al. [37] used DSGE
small open economymodels to replicate the cyclical moments of Mexico and Argentina
respectively. In all three studies the authors approached the problem by setting
GHH preferences (Mendoza [36] and Neumeyer et al [37]), or by setting standard
preferences with a lower intertemporal elasticity of substitution (Mendoza [35] and
Neumeyer et al. [37] in the appendix). The GHH preferences make the labor-leisure
decision independent of consumption and wealth, setting it only as a function of real
wages. This makes hours of work, and consequently consumption and investment,
more procyclical and volatile, and makes real net exports counter cyclical. Standard
preferences with a low intertemporal elasticity of substitution of leisure produces
roughly the same cyclical moments


5







Although some empirical studies have estimated a lower intertemporal elasticity of
substitution for MICs than for SDEs (Ostry et al. [38] and Barrionuevo [7]), Domeij
[18] showed that such estimates would be biased downwards if there are borrowing
constraints ignored in the estimation. Applying standard econometric methods on
artificial data constructed for credit constrained agents, but ignoring the constraints
in the estimation, they estimated an intertemporal elasticity of substitution 50 percent
lower than the true elasticity with which the data was built.


For the second approach, Aguiar et al. [1] introduced a permanent shock to
the trend growth rate of productivity, into an otherwise standard DSGE small open
economy model, to replicate the cyclical regularities of Mexico. Such a model was
able to replicate the high volatility of consumption and real net exports observed
in the MICs, but relied largely on the strong persistence of the shock to the trend
growth of productivity, which creates larger procyclical fluctuations in consumption
and investment, and larger counter cyclical fluctuations in real net exports relative
to the ones produced by the standard shocks to productivity around a trend.


There is no evidence, however, that foreign or domestic shocks are more persis-
tent in MICs than in SDEs. Although there is no data on total factor productivity
across countries, we can infer so by looking at the cyclical properties of output and
investment. Presumably, more persistent productivity shocks would result in more
persistent fluctuations in output and more procyclical and persistent fluctuations in
investment as the marginal productivity of capital varies directly with the shock.
However, column 1 in Table 1 shows that output is slightly less persistent in the
MICs than in the SDEs, while columns 3 and 4 in Table 3 show that fixed capital
formation is less procyclical and persistent in the MICs. For foreign shocks, Table
3, columns 6 and 7, shows that the terms of trade are less persistent in the MICs,
although more volatile, while the foreign interest rate shocks should be as persistent
and volatile across groups as long as each country’s risk premium is endogenous.


Finally, there is some empirical support for the third approach. Caballero [11]
studied the source of volatility on three Latin American MICs: Argentina, Chile and
Mexico, finding that they were weak in two dimensions: the links with the foreign
capital market and the development of the domestic financial market. The former
is observed in the low levels of current account deficits compared to a neoclassical
benchmark, the large swings in capital flows with little relation to fundamentals, and
the high volatility of sovereign spreads. The latter is observed in the high illiquidity of
stocks, low levels of M3, claims on the private sector and stock market capitalization.
He concluded that these frictions, either directly or by leveraging a variety of shocks,
could account for much of fluctuations and crises in modern Latin America.


Tornell et al. [43] and [44] showed evidence of asymmetric financing opportunities
across tradable and non tradable firms for a sample of 27 MICs. Estimating an
ordered probit model, they found that financing was a more severe obstacle for the
non tradable firms to run their businesses, as they were mostly small and medium
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size firms with lack of collateral to secure their loans. Their result was robust to
controlling by the firm’s age and share of government’s property.


Caballero and Krishnamurthy [10] analyzed the interaction of this two frictions
in a stylized model with two types of collateral constraints: Firms in the domestic
economy have limited borrowing capacity from international investors, and limited
borrowing capacity with each other. The interaction between these two frictions
produced two suboptimal allocations. The first is disintermediation: a fire sale of
domestic assets causes banks to fail reallocating resources across firms leading to
wasted international collateral. The second is a dynamic effect, in which firms with
limited domestic collateral and a binding international collateral constraint will not
adequately precaution against adverse shocks, increasing their severity. However,
they did not evaluate the role of these frictions in a DSGE framework.


Chile is taken as a case study in this paper for three reasons: First, it presents
roughly the same cyclical regularities than other MICs, although a lower output
volatility. Comparing the moments in Chile between 1986 and 2004 (columns 1 to 4
in Table 6) with those of MICs between 1980 and 2004 (columns 1 to 8 in Table 1),
we see that the first order autocorrelation of output is roughly the same, while the
standard deviation of output in Chile is about half the average of MICs. Consumption
and investment are both a little more procyclical in Chile than in other MICs, but
as volatile, while real net exports are more counter cyclical in Chile, but a little less
volatile. Second, Chile is frequently cited in the literature by its disciplined economic
policy, which makes it reasonable to abstract the analysis from monetary and fiscal
policy shocks, reducing the model to a simple exchange - production economy, similar
to the ones used by Aguiar [1], Mendoza [35] and [36], and Neumeyer et al [37].


Third, Caballero [11] and [12] discussed the active role of the two financial frictions
studied in this paper as source or amplifier of Chile’s business cycles during the 1990s.
Regarding the limited access to the foreign capital market, he showed that in 1999
consumption and the current account deficit fell more than what could be explained
by the negative terms of trade shock, the remaining explained in part by the decline
in capital inflows. Regarding the domestic financing opportunities, he showed that
domestic banks reacted to the shock by slowing down private loans even though
domestic deposits continued growing fast. They substituted private domestic loans
by public debt and external assets, and allocated a higher fraction of their credit to
large firms, reducing considerably the access to credit to small and medium size firms.
Large firms, most of them in the tradable sector, could substitute their financial needs
in the domestic financial market, while small and medium size firms, most of them
in the non tradable sector, were not able to do so.


The objective of this study is to evaluate quantitatively, in a DSGE framework,
whether considering an external borrowing constraint and sector specific labor fi-
nancing wedges into an otherwise standard small open economy model, can replicate
the high volatility of consumption and counter cyclicality of net exports observed
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in MICs. The model is calibrated and simulated to match the cyclical moments of
Chile’s between 1986 and 2004. First, a friction-less version of the model is simulated
for exogenous shocks to the terms of trade, foreign interest rate and total factor pro-
ductivity. Then, consecutively each friction is considered separately into the model
to quantify its specific role in the domestic cycles. Finally, a model that features both
frictions is simulated for the same shocks.


3 Model 1: Friction-Less Small Open Economy


Consider a small open economy perfectly integrated to the world in goods, but faces
an aggregate upward sloping supply of external funds:


Rt = R∗t + η
¡
b− bt


¢
(1)


where Rt is the domestic rate of return, R∗t the foreign rate of return, bt is the net
foreign assets position, b the level of foreign assets at which the risk premium is zero,
and η the elasticity of such premium with respect to bt. The external interest rate is
stochastic, according to the following process:


R∗t = exp(εRt )R∗ (2)


where R∗ is its unconditional mean and εRt its stochastic shock, which follows a first
order autoregressive process:


εRt+1 = ρRεRt + vRt+1 with E
£
vRt+1


¤
= 0 and V


£
vRt+1


¤
= σ2


R. (3)


This is an approximation to a friction-less setup, in which households have free and
cost-less access to foreign financing. As noted by Correia et al. [17], when this model
is log-linearized around the steady state, it yields a unit root process for consumption,
work hours, investment, net exports and net foreign assets. To have a unique steady
state it is necessary to anchor the level of external debt in equilibrium. This can
be done by setting an upward sloping supply of external funds, a cost function of
adjusting the external asset portfolio or an endogenous discount factor. Schmitt-
Grohe et al. [40] showed that either form yields the same first and second moments.
The first was chosen to be consistent with the later specifications, and η was made
small to make this model a good approximation of the friction-less setup.


There are three goods in this economy: an exportable (X), an importable (M) and
a non tradable (N), and two production factors, labor (L) and capital (K). The home
economy produces the exportable and non tradable goods, using labor and capital
inputs. Capital is sector specific and labor is freely mobile across sectors. The law of
one price holds for both tradable goods. The external price of the importable good is
normalized to one and assumed constant, while the external price of the exportable
is stochastic, according to the following process:


PX
t = exp(εP


X


t )PX∗ (4)
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where PX∗ is its unconditional mean and εP
X


t is the terms of trade shock, which
follows a first order auto regressive process:


εP
X


t+1 = ρP
X


εP
X


t + vP
X


t+1, with E
h
vP


X


t+1


i
= 0 and V


h
vP


X


t+1


i
= σ2


PX (5)


There are two types of domestic agents: households and firms. Households own the
firms, consume the non tradable and importable goods, which is also the investment
good, and supply labor and capital to the firms. They are the only ones with access
to foreign financing. There are two firms, the exportable and the non tradable, both
use labor and capital to produce their goods. The economy follows a balanced growth
path at the rate of growth (γ − 1) and population is constant. In the following, the
model is set in stationary form.


3.1 Households


Households maximize their lifetime utility 6:


U = E0


" ∞X
t=0


β∗t
©
cαt (1− ht)


1−αª1−σ


1− σ


#
(6)


where β∗ = βγα(1−σ), β is the intertemporal discount factor, ht are the normalized
hours of work and ct is the following CES aggregation of consumption of importable¡
cMt
¢
and non tradable


¡
cNt
¢
goods:


ct =
³
'cM ρ


t + (1−') cN ρ
t


´ 1
ρ


(7)


Where
1


σ
and


1


1− ρ
are the intertemporal elasticity of substitution and the elasticity


of substitution between imported and non traded goods respectively. The upward
sloping supply of funds not only reproduces a unique steady state, but also allows
the rate of time preference to be different from the external interest rate. Since the
international traded bond and capital are the only assets in this economy, markets of
contingent claims are incomplete and the economy’s wealth varies with the state of
nature. The households flow budget constraint is:


wtht + qXt k
X
t + qNt k


N
t + Rtbt = cMt + PN


t cNt + iXt + iNt + γbt+1 (8)


where wt is the wage rate, q
j
t the rental rate of capital in sectors j = X,N , kjt the


capital stock in sectors j = X,N , PN
t the relative price of non tradable to importable


goods, and ijt the investment expenditures for capital in sectors j = X,N . Investment
is used to replace depreciated capital, accumulate new capital and cover the capital
adjustment costs, according to the following law of motion:


γkjt+1 = (1− δ) kjt + ijt −
θ


2


¡
ijt
¢2


For j = X,N (9)
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where δ is the depreciation rate and θ the coefficient on the quadratic adjustment
costs. Households choose the sequence


©
cMt , cNt , ht, i


X
t , i


N
t , k


X
t+1, k


N
t+1, bt+1


ª∞
t=0


to max-
imize 6, subject to 8 and 9. Their first order conditions are:


α'
³
'cM ρ


t +(1−') cN ρ
t


´α
ρ
(1−σ)−1


(1−ht)(1−α)(1−σ) c
M (ρ−1)
t = λt (10)


α (1−')
³
'cM ρ


t +(1−') cN ρ
t


´α
ρ
(1−σ)−1


(1−ht)(1−α)(1−σ) c
N (ρ−1)
t = PN


t λt (11)


(1−α)
³
'cM ρ


t +(1−') cN ρ
t


´α
ρ
(1−σ)


(1−ht)α(σ−1)−σ = λtwt (12)


φXt = λt + φXt θ iXt (13)


φNt = λt + φNt θ iNt (14)


γφXt = βEt


©
λt+1q


X
t+1 + φXt+1 (1− δ)


ª
(15)


γφNt = βEt


©
λt+1q


N
t+1 + φNt+1 (1− δ)


ª
(16)


γλt = βEt {λt+1Rt+1} (17)


Et


h
lim
t→∞


βtλt
¡
kXt+1 + kNt+1 + bt+1


¢i
= 0 (18)


where λt, φ
X
t and φNt are the lagrange multipliers on 8 and 9, respectively.


3.2 Firms


Both firms have Cobb-Douglas constant return to scale technologies and choosen
hfjt , kfjt


o∞
t=0


to maximize profits, with j = X,N. Their first order conditions are:


Non Tradable Firm


wt = (1− αN)PN
t exp


¡
εNt
¢ÃkfNt


hfNt


!αN


(19)


qNt = αNP
N
t exp


¡
εNt
¢ÃhfNt


kfNt


!(1−αN )


(20)


Exportable Firm


wt = (1− αX)PX
t exp


¡
εXt
¢ÃkfXt


hfXt


!αX


(21)


qXt = αXP
X
t exp


¡
εXt
¢ÃhfXt


kfXt


!(1−αX)


(22)


Where εjt is the productivity shock in each sector j = X,N respectively, which follow
a first order auto regressive process:


εjt+1 = ρjεjt + vjt+1, with E
£
vjt+1


¤
= 0 and V


£
vjt+1


¤
= σ2


j (23)
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3.3 Competitive Equilibrium


Given b0, kX0 and kN0 , and shocks’ processes
³
εRt , ε


PX


t , εXt , ε
N
t


´
, a competitive equi-


librium correspond to sequences of allocations
©
cMt , cNt , ht, i


X
t , i


N
t , k


X
t+1, k


N
t+1, bt+1


ª∞
t=0


,n
hfXt , hfNt , kfXt , kfNt


o∞
t=0
and prices


©
PX
t , PN


t , qXt , q
N
t , wt, Rt


ª∞
t=0
, such that:


Given prices, b0, kX0 , k
N
0 and shocks’ processes,


©
cMt , cNt , ht, i


X
t , i


N
t , k


X
t+1, k


N
t+1, bt+1


ª∞
t=0


solve the households’ problem.


Given prices and shocks’ processes,
n
hfXt , kfXt


o∞
t=0


solve firm X’s problem.


Given prices and shocks processes,
n
hfNt , kfNt


o∞
t=0


solve firm N’s problem.


Market clearing conditions are satisfied:
cNt = yNt , k


X
t = kfXt , kNt = kfNt and ht = hfXt + hfNt


The resource constraint is satisfied: Rtbt + PX
t Y X


t − cMt − iXt − iNt − γbt+1 = 0


3.4 Steady State and Calibration


The parameters were calibrated to match Chile’s average macroeconomic ratios be-
tween 1986 and 2004. Table 4 presents them and the ratios in the data and implied
by the model in steady state. The external risk premium elasticity η was set at 0.001
as in Schmitt-Grohe et al [40], the steady state level of net foreign assets was set at
-19 percent of GDP, while b was set at 8.8 percent of GDP to get a spread between
the domestic and the foreign interest rate of 200 basis points in steady state. The
value of γ was set equal to 1.056, reflecting the average annual growth of GDP in the
sample, while β was set at 0.94 according to equation 17 in steady state.


Before calibrating the other parameters, it is necessary to construct the sectoral
series of output and hours of work. For output, the sectoral series of GDP from
national accounts were allocated as exportable or non tradable following the crite-
ria used by Stockman et al [41] and Mendoza [35]. The exportable sector’s GDP
was defined as the sum of GDP in the Mining, Agriculture and Forestry, Fishery
and Manufacturing sectors, equivalent to 36 percent of GDP, while the non tradable
sector’s GDP corresponds to the sum of GDP of the Wholesale and Retail Trade,
Construction, Electricity, Gas and Water, Financial Services, Housing, Personal Ser-
vices, Public Administration and Transport, Storage and Communication sectors,
equivalent to 64 percent of GDP.


A similar aggregation was used to construct the sectoral series of hours of work.
Assuming that the average hours of work per employee is similar across sectors, the
relative allocation of total hours of work corresponds to the sectoral allocation of em-
ployees. Employment in the exportable sector is defined as the sum of total employees
in the Mining, Agriculture, Hunting and Fishery, and Manufacturing sectors, equiv-
alent to 33 percent of total employment, while the non tradable sector’s employment
corresponds to the sum of total employees in the Construction, Electricity, Gas and
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Water, Trade, Transport and Communication, Financial Services and Social Services
sectors, equivalent to 67 percent of total employment.


Consumption of non tradable was made equal to non tradable output, while con-
sumption of importable goods is equal to the rest of total consumption. Note that in
steady state the current account balance has to be equal to zero, while in the data it is
in deficit, which required to adjust some ratios in the model to calibrate a consistent
steady state. The ratio of exportable GDP to total GDP was increased from 0.37 in
data to 0.40 in the model, the one of investment was reduced from 0.30 in data to
0.29 in the model, and the one of consumption of importable goods was reduced from
0.13 in the data to 0.10 in the model. As result, the ratio of real net exports to GDP
was increased from -0.06 in the data to 0.01 in the model.


The relative allocations of hours of work were also adjusted proportionally to
be consistent with the adjustments in output. The ratio of hours of work in the
exportable sector to total hours of work was increased from 0.33 in the data to 0.36
in the model, while the one of the non tradable sector was reduced from 0.67 in the
data to 0.64 in the model. The relative prices of exportable and non tradable goods
to the importable one were both set equal to one in steady state.


The values of σ and ρ were set as in Mendoza [35] for the industrialized economies1,
while α, ', λ, φX and φN were calibrated from equations 10 to 14 in steady state
respectively. The capital income shares in the exportable and non tradable sectors,
αX and αN respectively, were calibrated to generate a sectoral allocation of labor
consistent with the adjusted ratios in the model and with an overall capital income
share of 0.46, as estimated by Gallego et al [22] and Garcia et al [24]. Table 3 shows
that the calibration is consistent with the macroeconomic ratios in the data, except
for the adjustments made to calibrate a consistent steady state.


3.5 Simulations


3.5.1 Shocks processes


The model is simulated for exogenous shocks to the terms of trade, foreign real interest
rate and productivity in the exportable and non tradable sectors. The foreign real
interest rate is defined as the US Fed Funds rate minus ex-post inflation, and the
terms of trade as the ratio of prices of exports to imports of goods and services. The
total factor productivity for each sector corresponds to the Solow residual, for which
the sectoral series of output described in the previous section were used, while the
aggregate and sectoral series of hours of work and capital were constructed.


The series of total hours of work was built using total employment from the
National Institute of Statistics and average hours worked per employee from the


1The benchmark parameters for industrialized economies were chosen because the ones for the
developing economies can be biased due to more severe credit constraints ignored in the estimation.
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ILO. The normalized hours of work correspond to the average hours worked times
the number of employees, divided by the potential working time of the working age
population. Its sectoral allocation was estimated assuming that labor is freely mobile
across sectors and that both sectors present Cobb-Douglas production functions with
constant return to scale. The sectoral allocation of labor is derived equating its
marginal productivity in both sectors according to equation 24:


hNt
hXt


=
(1− αN)PN


t yNt
(1− αX)PX


t yXt
(24)


The aggregate capital stock (kt) was estimated using the following law of motion:


γkt+1 = (1− δ) kt + it −
θ


2
i2t (25)


Where kt and it are overall capital and fixed capital investment at date t respectively.
The sectoral allocation of capital was derived assuming that capital is sector specific,
but investment is freely allocable to either sector’s capital stock. A three step pro-
cedure was used: First, the relative allocation for freely mobile capital was obtained,
equating its marginal productivity across sectors according to equation 26:


kNt
kXt


=
αNP


N
t yNt


αXPX
t yXt


(26)


Second, the implicit series of investment were derived from these allocations consid-
ering capital as sector specific. Third, a non negativity condition for investment in
each sector was checked, finding that the freely mobile allocation was consistent with
positive investment in both sectors. Then, acknowledging that sector specific capital
would only create one period discrepancies in the sectoral allocation of capital relative
to freely mobile capital, it was decided to take the latter as the historical one2.


Figure 1 presents the trajectories of all four shocks in log deviation from their HP
trend between 1986 and 2004. Table 5 presents the autocorrelations, standard devia-
tions, and cross-correlations among the innovations of all four shocks. The persistence
of the two productivity shocks and the terms of trade is low, with autocorrelations
coefficients ranging between 0.3 and 0.4. Only the foreign real interest rate is more
persistent. The terms of trade shocks are the most volatile, with a standard deviation
about three times the one of output, while both productivity shocks and foreign real
interest rate are less volatile than GDP. Finally, the innovations to all four shocks
are positively cross-correlated among them, particularly between both productivity
shocks, and between the terms of trade and the foreign real interest rate.


2This allocation can be interpreted as optimal if domestic agents could foresee the future shocks
and take their investment decisions accordingly.
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3.5.2 Results


The model was log-linearized around the steady state, thus the variables represent
percentage deviations from their steady state values. Table 6, columns (5) to (8),
present the cyclical moments of the main aggregates when model 1 is simulated for
the shocks described in the previous subsection. When compared to the data, columns
(1) to (4), it is appreciated that model 1 predicts an excessive consumption smoothing
of both goods, importable and non tradable, a lower volatility and procyclicality of
investment, and procyclical, instead of counter cyclical, real net exports.


The households incentives to smooth consumption result in a less procyclical and
volatile output of non tradable goods, but in a more procyclical and volatile output of
exportable goods. As the temporary terms of trade shocks are the main drivers of the
domestic cycles, the economy react to them by reallocating hours of work from (to) the
non tradable sector to (from) the exportable sector in response to positive (negative)
shocks respectively. Hours of work in the exportable sector are highly procyclical,
which contrast with the high counter cyclicality of those in the non tradable sector.
At the same time, households react to these shocks by making the aggregate hours
of work more volatile and procyclical.


Figure 2 presents the series in the data and simulated byModel 1 between 1986 and
2004. The model predicts a smaller fall in aggregate and non tradable consumption
between 1990 and 1991 and between 2001 and 2003, but a lower expansion in them
between 1994 and 1998, resulting in the lower procyclicality and volatility relative
to the data in Table 6. A similar pattern is observed for investment, for which the
model predicts a lower expansion in 1989 and between 1995 and 1998, and a smaller
fall between 1991 and 1992 and between 1999 and 2004, which also results in the
lower volatility and procyclicality of this variable relative to the data in Table 6.


Aggregate and exportable hours of work present a similar path than the terms
of trade shocks, as these are the main driver of the domestic cycles in the model.
Households make labor supply more procyclical and volatile than in the data, which
together with the large procyclical reallocations of labor from the non tradable to the
exportable sector, results in highly volatile and procyclical output and employment
in the exportable sector. This, together with the smooth path of consumption and
investment result in procyclical, instead of counter cyclical, real net exports.


To highlight the importance of the choice of the intertemporal elasticity of sub-
stitution, Table 7 presents simulated moments for the same economy and shocks, but
for different values of such elasticity. It shows that lowering such elasticity increases
the volatility of consumption, specially of non tradable goods, and makes real net
exports counter cyclical as result of more procyclical investment and consumption of
importable goods. However, hours of work become too volatile, particularly in the
non tradable sector, the volatility of investment never reaches the values of the data,
and real net exports become counter cyclical only at the cost of making aggregate
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consumption too volatile compared to the data.


Table 8 presents a similar exercise, in which besides changing the elasticity of
substitution, the coefficient on the adjustment cost of investment (θ) was modified
in each case to make the model replicate the volatility of investment in the data. In
this case it is still observed that reducing the intertemporal elasticity of substitution
increases the volatility of consumption and the counter cyclicality of the real net
exports, although not as much as in the previous case. However, the aggregate hours
of work are still too volatile and the real net exports are not as counter cyclical as in
the data, despite the higher volatility of consumption.


Thus a friction-less DSGE small open economy with standard preferences, and
for a wide range of values for the intertemporal elasticity of substitution, is not able
to generate the empirical regularities observed in most MICs. For normal values of
such elasticity, the model predicts excessive consumption smoothing and procyclical
real net exports, while that for lower values of it the model is able to reproduce the
counter cyclical pattern of real net exports, but at the cost of making aggregate hours
of work and consumption too volatile relative to the data. The next section explores
wether adding an external borrowing constraint to this friction-less setup can improve
the ability of the model to reproduce these cyclical moments.


4 Model 2: Borrowing Constrained Economy


Consider a small open economy perfectly integrated to the world in goods, but faces
individual specific external borrowing constraints identified as the external lenders’
requirement to the domestic households to finance at least a fraction Ψt of their
expenditures with their current income at date t (Mendoza [36]):


wtht + qXt k
X
t + qNt k


N
t ≥ Ψt


¡
cMt + PN


t cNt + iXt + iNt −Rtbt
¢


(27)


Where the left hand side is the households’ current income and the right hand side
the minimum fraction of expenditures to be self financed. Combining equations 27
and 8, and imposing equilibrium conditions, this constraint can re-expressed as:


bt+1 ≥ −
1−Ψt


γΨt


¡
PX
t Y X


t + PN
t Y N


t


¢
(28)


Such constraint can replicate an optimal contract in a setup as Atkeson [5], in which
foreign lending occurs under moral hazard and risk of repudiation. External lenders
can not observe if borrowers are investing the borrowed funds efficiently or consuming
them, and sovereign borrowers could repudiate their debt at any time. The optimal
contract is such that external lenders trespass part of the output risk to the domestic
borrowers, inducing them to undertake efficient investment decisions and repay their
loans. Furthermore, the external borrowing constraint should always bind to avoid
domestic accumulating savings that would induce them not to repay their loans.
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When there is no moral hazard and risk of repudiation, the optimal contract pro-
duces full risk sharing between domestic agents and external lenders. But when these
problems exist, external lenders can only infer the domestic agents’ allocations after
output is realized. For a bad realization of it, is more likely that a bad allocation
of investment was made in the previous period, while that for a good one it is more
likely the opposite. The optimal lending contract would reduce risk sharing, trespass-
ing part of the output risk to the domestic borrowers, inducing them to undertake
efficient investment decisions and repay their loans.


In our setup, full risk sharing would be equivalent to a sufficiently procyclical Ψt,
so that domestic agents can borrow more relative to income in bad times, smoothing
the impact of shocks in their expenditures. An optimal contract with moral hazard
and risk of repudiation would be consistent with a less than sufficiently procyclical
Ψt, thus with less expenditures’ smoothing. The exercise consists in deducing Ψt at
each date t to allow the model replicate the net repayment made by households to
the foreign lenders, proxied by the path of real net exports in the data. Then, the
deduced Ψt and the corresponding borrowing constraint multiplier are discussed to
see whether they make sense according to theory.


The rest of the model is the same. There are three types of agents: Domestic
households and firms, and foreign lenders. Foreign lenders set the borrowing con-
straint on the domestic households. Domestic households own firms, consume the
importable and non tradable goods, and supply labor and capital to the firms. There
are two firms, the exportable and the non tradable, which demand capital and labor
to produce their goods. The economy follows a balanced growth path and population
is assumed constant. In the following, the model is set in stationary terms.


4.1 Households


Households choose the sequence
©
cMt , cNt , lt, it, kt+1, bt+1


ª∞
t=0
to maximize their lifetime


utility 6 subject to 8, 9 and 27. Their first order conditions are:
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t (λt+µtΨt) (30)


(1−α)
³
'cMρ


t +(1−') cN ρ
t


´α
ρ
(1−σ)


(1−ht)α(σ−1)−σ =(λt+µt)wt (31)


φXt = (λt + µtΨt) + φXt θ iXt (32)


φNt = (λt + µtΨt) + φNt θ iNt (33)


γφXt = βEt


©¡
λt+1 + µt+1


¢
qXt+1 + φXt+1 (1− δ)


ª
(34)


γφNt = βEt


©¡
λt+1 + µt+1


¢
qNt+1 + φNt+1 (1− δ)


ª
(35)
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γλt = βEt


©¡
λt+1 + µt+1Ψt+1


¢
Rt+1


ª
(36)


Et


h
lim
t→∞


βtλt
¡
kXt+1 + kNt+1 + bt+1


¢i
= 0 (37)


Where λt, φ
X
t , φ


N
t and µt are the lagrange multipliers on 8, 9 and 27 respectively.


4.2 Firms


Both firms solve the same problem as in Model 1, thus their first order conditions are
given by equations 19 and 20 for the non tradable firm and by equations 21 and 22
for the exportable one respectively.


4.3 Competitive Equilibrium


Given b0, kX0 and k
N
0 , and shocks’ processes


³
εRt , ε
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t , εXt , ε
N
t ,Ψt


´
, a competitive equi-
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©
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, such that:


Given prices, b0, kX0 , k
N
0 and shocks’ processes,


©
cMt , cNt , ht, i


X
t , i


N
t , k


X
t+1, k


N
t+1, bt+1


ª∞
t=0


solve the households’ problem.


Given prices and shocks’ processes,
n
hfXt , kfXt


o∞
t=0


solve firm X’s problem.


Given prices and shocks processes,
n
hfNt , kfNt


o∞
t=0


solve firm N’s problem.


Market clearing conditions are satisfied:
cNt = yNt , k


X
t = kfXt , kNt = kfNt and ht = hfXt + hfNt


The resource constraint is satisfied: Rtbt + PX
t Y X


t − cMt − iXt − iNt − γbt+1 = 0


4.4 External Lenders


External lenders are risk neutral and face a complete asset market. Their problem is
to maximize their profit function 38 subject to the borrowing constraint they impose
over the domestic households 27:


Π∗ = E0


" ∞X
t=0


Qt γ
t {Rtbt − (1 + Φ) γbt+1}


#
With Qt =


1
tQ


s=0


R∗s


(38)


where Φ is the marginal cost of extending new loans. Their first order conditions are:


Qt (1 + Φ) = Qt+1Rt+1


¡
1− µt+1Ψt+1


¢
(39)


which yields the following endogenous upward sloping supply of funds:


Rt −R∗t = R∗tΘ + RtµtΨt (40)


17







This supply of funds does not depend only on net foreign assets as in Model 1, but
also on current expenditures and income, all of which get reflected in the multiplier
µt. As before, this functional form allows the model to have a unique steady state.


4.5 Steady State and Calibration


The parameters are calibrated to match Chile’s average macroeconomic ratios be-
tween 1986 and 2004. These, and the implied macroeconomic ratios from the model
in steady state, are the same as in the friction-less setup as the calibrated value of
µ is small. The only difference with respect to Model 1 is that the parameters as-
sociated to the previous upward supply of funds


¡
η and b in equation 1


¢
not longer


apply, but rather the coefficients associated to the endogenous upward supply of funds
(Ψ and µ in equation 40) , which are presented in Table 4.


4.6 Simulations


4.6.1 Shocks Processes


The self financing requirement Ψt is introduced as a shock, and is deduced to allow
the model replicate Chile’s real net exports between 1986 and 2004. The model is
simulated for this shock and for the other four shocks studied in Model 1. Table
7 presents the autocorrelation and standard deviation of Ψt, as well as the cross-
correlation between its innovations and the ones of the other shocks. It shows that
Ψt is highly persistent, with an autocorrelation of 0.7, and almost twice as volatile as
output. Its innovations are positively cross correlated to all other shocks, particularly
to the terms of trade and to a lower extent to productivity in the exportable sector.
Note that a high cross correlation between the innovations toΨt and the terms of trade
is consistent with a high risk sharing between domestic households and foreign lenders
when shocks are observable, while the lower cross correlation with the innovations to
productivity is consistent with a lower risk sharing when the shocks are not observable.


Figure 3, Panel A, presents the series of Ψt and µt between 1986 and 2004. House-
holds were required to self finance an increasing fraction of their expenditures between
1986 and 1995, a decreasing one afterwards until 1998, remaining stable until 2003,
and increasing again in 2004. The multiplier shows that the constraint became sud-
denly more binding in 1990 and 1991, when the domestic economy faced negative
shocks to productivity and terms of trade, coinciding with the sharp increase in real
net exports in the data. Then, it became continuously slacker when the economy
faced positive shocks to productivity and terms of trade (1992 and 1998), coinciding
with the continuous deterioration in real net exports observed in this period. Finally,
the constraint became suddenly more binding again in 1999 when the economy re-
ceived negative shocks, and real net exports increased. Thus, this constraint may
have contributed to the boom between 1995 and 1998, and to the bust between 1999
and 2003, by not accommodating enough to isolate expenditures from shocks.
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4.6.2 Results


Table 6, columns (9) to (12), present the cyclical moments when this economy is sim-
ulated for shocks to Ψt, r


∗
t , P


X
t , zXt and z


N
t . Comparing them to Model 1, columns (5)


to (8), we see that Model 2 reproduces better the volatilities of output of exportable
and non tradable goods, consumption of importable goods and aggregate investment.
It also reduces the excessive volatility of hours of work in the exportable sector, but
increases the volatility of the aggregate and non tradable ones relative to the data.


Figure 4 presents the trajectories of these series in the data and the simulations
for Model 1 and 3 between 1986 and 2004. It shows that introducing the external
borrowing constraint to replicate the path of real net exports in the data, improves
the model’s ability to reproduce the trajectories of investment, consumption of im-
portable goods and output of exportable. As discussed in Model 1, the low persistence
of the terms of trade shocks does not create enough procyclicality and volatility of
investment, but the deduced Ψt is more persistent and highly correlated to these
shocks, increasing the procyclicality and volatility of investment. The tighter con-
straint between 1990 and 1991, and between 1999 and 2003, increased the spread
between the domestic and foreign interest rates, producing larger and longer lasting
reductions in investment, while the slacker one between 1992 and 1998 reduced such
spread, generating larger and longer lasting expansions on investment.


On the other hand, when the economy receives positive shocks and the constraint
gets slacker, as between 1992 and 1998, makes households increase consumption of im-
portable and non tradable goods, and reduce labor effort. The former can be obtained
abroad, while the latter has to be produced domestically, generating a reallocation of
labor from the exportable to the non tradable sector. The reduction in overall labor
effort further reduces employment in the exportable sector and partially compensates
the increase in employment in the non tradable one. Thus, the demand for tradable
goods increases, and its domestic production falls, relative to the friction-less setup,
generating counter cyclical real net exports. A negative shock triggers the opposite.


The main drawback of this setup is that hours of work are counter cyclical and
overall and non tradable consumption are smoother than in the data. Figure 5 shows
that the simulated hours of work are significantly higher in the period of negative
shocks and tighter constraint (1990 - 1991 and 1999 - 2003 respectively) than in the
period of positive shocks and slacker constraint (1992-1998), which contributes to
generate a smoother path of output and consumption of non tradable goods than
in the data. As the counter cyclical fluctuations in work hours are produced by
counter cyclical shifts in the labor supply, the next section explores whether con-
sidering counter cyclical labor financing wedges across exportable and non tradable
firms can produce sufficiently procyclical fluctuations in the labor demand to make
the model replicate the cyclical properties of hours of work and output in the data.
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5 Model 3: Asymmetric Financing Costs


Consider a small open economy perfectly integrated to the world in goods, but faces
an aggregate upward sloping supply of external funds given by equation 1. There are
two types of domestic agents: households and firms. Households own firms, consume
the importable and non tradable goods, and supply labor and capital to the firms.
The exportable and non tradable firms demand capital and labor, facing a specific
labor financing wedge that captures their asymmetric access to domestic financing.


Chari et al [16] and Appendix 1 show that this specification has the same reduced
form than a model in which firms face a collateral credit in advance constraint, in
which they need to borrow resources from domestic banks to pay workers in advance to
production, and this credit by the firm’s specific availability of collateral. This friction
is motivated by the evidence found by Tornell et al [43] and [44] about asymmetric
financing opportunities across tradable and non tradable firms inMICs, and by similar
evidence presented by Caballero [12] specifically for Chile.


Given the lack of data on sectoral financing costs, the exercise consists on deducing
the sector specific labor financing wedges that would make the model replicate the
trajectories of output of both sectors in the data between 1986 and 2004. The wedges
and simulated moments are then discussed to see whether they make sense according
to theory. The economy follows a balanced growth path and population is constant.
In the following the model is set as stationary.


5.1 Households


Households solve the same problem as in the friction-less economy setup, thus their
first order conditions are given by equations 10 to 18 respectively.


5.2 Firms


Each firm’s labor financing wedge is set as augmenting the cost of labor by a fraction
τ jt , with j = X,N respectively. Their total cost of production is given by 41:


qjtk
j
t + wtl


j
t (1 + τ jt) For j = X,N (41)


The costs associated to the wedges are rebated to the households as a lump sum
transfer such that the resource constraint remain unchanged with respect to the
previous specifications. The firms’ static problem is to choose the allocation


©
ljt , k


j
t


ª
to maximize profits, and their first order conditions are given by:


Non Tradable Firm


wt(1 + τNt ) = (1− αN)PN
t exp


¡
εNt
¢µkNt


lNt


¶αN


(42)
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qNt = αNP
N
t exp


¡
εNt
¢µ lNt


kNt


¶(1−αN )


(43)


Exportable Firm


wt(1 + τXt ) = (1− αX)PX
t exp


¡
εXt
¢µkXt


lXt


¶αX


(44)


qXt = αXP
X
t exp


¡
εXt
¢µ lXt


kXt


¶(1−αX)


(45)


5.3 Competitive Equilibrium


Given b0, kX0 and kN0 , and shocks’ processes
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Given prices, b0, kX0 , k
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©
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X
t , i


N
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X
t+1, k


N
t+1, bt+1


ª∞
t=0


solve the households’ problem.


Given prices and shocks’ processes,
n
hfXt , kfXt


o∞
t=0


solve firm X’s problem.


Given prices and shocks processes,
n
hfNt , kfNt


o∞
t=0


solve firm N’s problem.


Market clearing conditions are satisfied:
cNt = yNt , k


X
t = kfXt , kNt = kfNt and ht = hfXt + hfNt


The resource constraint is satisfied: Rtbt + PX
t Y X


t − cMt − iXt − iNt − γbt+1 = 0


5.4 Steady State and Calibration


Both wedges, τXt and τNt , are set as in Model 4 to ensure consistency across speci-
fications, in which the wedge for the non tradable firm in steady state is about one
percentage point above the one of the exportable firm. This specification only changes
marginally the relative allocation of labor across sectors in steady state, while the
other parameters and macroeconomic ratios remain as in Model 1.


5.5 Simulations


5.5.1 Shocks processes


The labor financing wedges, τXt and τ
N
t , are introduced as shocks, and deduced so that


the model replicates the path of output of exportable and non tradable goods between
1986 and 2004 respectively. The model is simulated for these shocks and for the
other four shocks studied in Model 1. Table 10 presents all shocks’ autocorrelations,
standard deviations and contemporaneous cross-correlations among their innovations.
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Note that the non tradable firm’s wedge is more persistent and less volatile than
the one of the exportable firm. Its innovations are negatively cross-correlated to
both productivity shocks and roughly uncorrelated to the terms of trade, while the
innovations to the exportable firm’s wedge are highly cross-correlated to the terms of
trade, and to a lower extent, to productivity. The negative cross-correlation between
the wedge and productivity of the non tradable sector is consistent with the hypothesis
that the cost of domestic credit for small and medium size firms is lower during booms
than during recessions, particularly if the collateral corresponds to a fraction of the
firms output. However, the positive cross-correlations between the exportable firm’s
wedge and the terms of trade is not consistent with theory, and it might be just
reducing the excessive reallocation of hours of work across sectors in response to the
shocks instead of measuring changes in the cost of domestic financing.


Figure 3, Panel B, presents the deducted trajectories of τXt and τ
N
t between 1986


and 2004. The wedge of the non tradable firm
¡
τNt
¢
decreased continuously between


1991 and 1998 and increased suddenly in 1999, after which remained stable at high
levels until 2004. This mirrors the path of non tradable output, which increased
between 1991 and 1998 and fell suddenly in 1999, remaining low until 2004. On the
other hand, the labor wedge of the exportable firm


¡
τXt
¢
mimics the path of the terms


of trade in the data, likely reducing the excessive reallocation of labor across sectors
rather than measuring changes in domestic financing costs.


5.5.2 Results


Table 11, columns 5 to 8, presents the simulated moments for Model 3, which com-
pared to the data, columns 1 to 4, shows that it does replicate the moments of output
in both sectors by construction. Relative to Model 2, Model 3 is more able to repro-
duce the volatility and procyclicality of aggregate consumption, and total and sectoral
hours of work, but not the observed procyclicality and volatility of investment and
consumption of importable goods, or the counter cyclicality of real net exports.


Figure 5 presents the series in the data and simulated by models 1 and 3 between
1986 and 2004. As discussed above, Model 3 replicates better aggregate consumption,
as the model replicates the path of consumption of non tradable by construction. Also,
as the wedges generate a procyclical labor demand, Model 3 replicates better the path
of total and non tradable hours of work, in particular the increase in employment
between 1994 and 1998, and its sudden fall between 1999 and 2003. It does not,
however, capture the path of hours of work in the exportable sector.


The main drawback of Model 3 is that real net exports are procyclical, as the model
does not generate sufficiently procyclical and volatile investment and consumption of
importable goods. Thus, both financial frictions seem to complement each other: The
external borrowing constraint creates a procyclical and volatile demand for imported
goods, and a lower reallocation of labor across sectors, while that the labor financing
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wedges create a more procyclical and volatile consumption of non tradable goods and
hours of work. The next section considers both frictions at the same time.


6 Model 4: External Borrowing Constraint and
Asymmetric Financing Costs


Consider a small open economy perfectly integrated to the world in goods, but with
a limited access to the external capital market. There are two types of domestic
agents, households and firms, and foreign lenders. Foreign lenders set individual
specific borrowing constraints on the domestic households according to equation 27.
Households own firms, consume the importable and non tradable goods, and supply
labor and capital to the firms. The exportable and non tradable firms demand capital
and labor to produce their goods, facing a specific labor financing wedge that captures
their asymmetric access to domestic financing.


As in Models 2 and 3, the exercise consists on deducing the self financing re-
quirement Ψt and the sector specific labor financing wedges, τXt and τNt , that would
allow the model replicate the trajectories of real net exports and output of exportable
and non tradable goods in the data between 1986 and 2004 respectively. The cycli-
cal properties of Ψt, τXt and τNt , as well as the simulated moments from the model
are then compared to those of Models 2 and 3, and discussed to see whether they
make sense according to theory. The economy follows a balanced growth path and
population is constant. In the following the model is set as stationary.


6.1 Households


Households solve the same problem as in Model 2, thus their first order conditions
are given by equations 29 to 37 respectively.


6.2 Firms


Both firms solve the same problem as in Model 3, thus their first order conditions are
given by equations 42 and 43 for the non tradable firm, and by equations 44 and 45
for the exportable firm respectively.


6.3 Competitive Equilibrium


Given b0, kX0 and kN0 , and shocks’ processes
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Given prices, b0, kX0 , k
N
0 and shocks’ processes,


©
cMt , cNt , ht, i


X
t , i


N
t , k
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N
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ª∞
t=0


solve the households’ problem.


Given prices and shocks’ processes,
n
hfXt , kfXt


o∞
t=0


solve firm X’s problem.


Given prices and shocks processes,
n
hfNt , kfNt


o∞
t=0


solve firm N’s problem.


Market clearing conditions are satisfied:
cNt = yNt , k


X
t = kfXt , kNt = kfNt and ht = hfXt + hfNt


The resource constraint is satisfied: Rtbt + PX
t Y X


t − cMt − iXt − iNt − γbt+1 = 0


6.4 Steady State and Calibration


The self financing requirement Ψt is set as in Model 2, while both wedges, τXt and τ
N
t ,


are set such that they are always greater or equal to zero3. The non tradable firm’s
wedge in steady state is about one percentage point above the one of the exportable
firm, changing only marginally the relative allocation of labor across sectors, while
the other parameters and macroeconomic ratios remain as in Models 1 and 2.


6.5 Simulations


6.5.1 Shocks processes


As before, Ψt, τ
X
t and τNt are introduced as shocks, and deduced so that the model


replicates the path of real net exports and sectoral output in the data between 1986
and 2004 respectively. The model is simulated for these shocks and for the shocks to
r∗t , P


X
t , zXt and z


N
t . Table 12 presents all shocks’ autocorrelations, standard deviations


and contemporaneous cross-correlations among their innovations.


The new Ψt presents roughly the same moments as in Model 2, while the new
wedges are slightly less persistent than in Model 3, but more volatile particularly in
the non tradable sector. The innovations to both wedges are highly cross-correlated,
while in Model 3 they were uncorrelated, suggesting that the exportable firm’s wedge
is now playing a smaller role in reducing the excessive reallocation of labor across
sectors, as the external borrowing constraint reduces the incentives to do so.


As in Model 3, the innovations to the non tradable firm’s wedge are negatively
correlated to productivity in both sectors, but now they are also negatively corre-
lated to the terms of trade and roughly uncorrelated to the innovations to Ψt. The
innovations to the exportable firm’s wedge are no longer as correlated to the terms
of trade, but are highly correlated to the innovations to Ψt. The lower but still high
correlation with PX


t shows that although the external credit constraint reduces the
incentive for labor reallocation across sectors, the wedge is still playing some role in
doing so. The high correlation with the innovations to Ψt could reflect a spurious
correlation, as the innovations to Ψt and PX


t are highly cross-correlated.


3In fact, they are equal to zero in 1998, and grater than zero in all other years in the sample.
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Figure 6 presents the deduced trajectories of Ψt, µt, τ
X
t and τNt between 1986


and 2004. Panel A shows that the labor financing wedges do not affect how the
external borrowing constraint affects households, as the self financing requirement and
borrowing constraint multiplier present a similar path as in Model 2. Panels B shows
that although the new non tradable wedge is more volatile than in Model 3, it presents
roughly the same path than before, falling continuously between 1991 and 1998,
raising suddenly in 1999 and remaining high until 2004. The new exportable wedge,
however, is more similar to the one of the non tradable firm, although higher in the
years of large positive terms of trade shocks, suggesting that it is more representative
of the cost of domestic financing for that sector than in Model 3.


The path of both wedges is similar to the external borrowing constraint multiplier,
with a cross-correlation of 0.7, suggesting that both frictions are related. According
to Appendix 1, a high correlation between τ jt and µt would suggest that the firm j’s
cost of financing will not only vary with the domestic interest rate, but also with addi-
tional direct changes in its specific lending spread. When the economy faces negative
shocks and a tighter external borrowing constraint, the firms’ domestic financing be-
comes more expensive not only because the domestic interest rate increases above the
foreign one, but also because the firm’s specific lending spread over the domestic rate
raises. At the same time, domestic financing becomes cheaper when the economy
faces positive shocks and a slacker external borrowing constraint, as the domestic
interest rate and the firms’ specific lending spread fall.


6.5.2 Results


Table 11, columns 9 to 12, presents the simulated moments for Model 4, which match
the moments in the data for real net exports and output of both sectors by construc-
tion. Relative to Models 2 and 3, this specification reproduces better the volatility
and procyclicality of aggregate consumption and investment, as well as the observed
counter cyclicality and volatility of real net exports. Although it also replicates bet-
ter the observed volatility and cross-correlation with output of hours of work in the
exportable and non tradable sectors, it does so at the cost of over estimating the
volatility and procyclicality of total hours of work.


Figure 7 present the time series in the data and simulated by models 2 and 4
between 1986 and 2004. As previously discussed, Model 4 replicates better aggregate
consumption as it replicates the path of consumption of non tradable goods in the
data by construction. It also replicates better the path of investment and consump-
tion of importable goods, which is required to reproduce the counter cyclical path
of real net exports in the data. Regarding total hours of work, Model 4 under es-
timates employment in 1991, when the borrowing constraint multiplier and wedges
are highest, and underestimate employment in 1997 and 1998, when both were lower.
As the procyclical labor demand generated by the counter cyclical labor financing
wedges more than offset the counter cyclical labor supply generated by the external
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borrowing constraint, employment becomes more procyclical and volatile than in the
data, particularly in the non tradable sector.


This exercise suggests that an adequate characterization of Chile’s business cycles
since the mid 1980’s, and of those of most MICs, should consider the two financial
frictions considered in this section, a external borrowing constraint and sector specific
labor financing wedges. The former makes investment and consumption of importable
goods more procyclical and volatile, reduces the excessive reallocation of labor across
sectors, and makes real net exports as counter cyclical and volatile as in the data The
latter makes hours of work and consumption of non tradable goods as procyclical
and volatile as in the data, which together with the more procyclical and volatile
consumption of importable goods results in a better reproduction of the cyclical
properties of aggregate consumption as well.


6.6 Lower incidence of Frictions


Although this study does not endogeneize the source of the market imperfections
considered to draw policy implications, it presents a simulated scenario for a lower
incidence of frictions as to give a sense of what would have been the cyclical properties
of the economy for an environment of enhanced transparency on economic and finan-
cial data, as well as of improved supervision of the financial and corporate sector. The
self financing requirement is made more procyclical and volatile to get an invariant
borrowing constraint multiplier over time, and the standard deviations of the sector
specific labor financing wedges are reduced to a thirty percent of its value in the data.
Figure 8 presents the trajectories of this variables, showing that Ψt should have been
higher than in Model 4 between 1996 and 2001, but lower in 2002 and 2003.


Table 13 presents the autocorrelations, standard deviations and cross-correlations
of innovations in this new set of shocks. Two distinct features arise from this exercise.
First, Ψt should have been a little less persistent, but a little more volatile, to obtain
a higher degree of risk sharing between the domestic households and the external
lenders. Second, a higher risk sharing would have also required a higher correlation
between Ψt and the shocks to the terms of trade and productivity in both sectors.


Figure 9 and Table 14 present the trajectories and cyclical moments of the main
macroeconomic variables in the data, Model 4 and the hypothetical reduced incidence
of frictions scenario. It shows that the cyclical properties of the economy would be
qualitatively similar to the friction less economy case. The volatility of consump-
tion and investment would have been smaller, and total hours of work and output
of exportable goods would have been more procyclical and volatile, resulting in pro-
cyclical and less volatile real net exports. This scenario would have also been welfare
improving compared to the data and Model 4, as households value a smoother path
of consumption over time.


26







7 Conclusions


Business cycles in middle income countries are characterized by a highly procyclical
and volatile consumption and by counter cyclical and volatile real net exports. Stan-
dard DSGE small open economy models have failed reproducing these features, as
they predict an excessive consumption smoothing, and procyclical, instead of coun-
tercyclical, real net exports. Previous work have approached the problem either by
increasing the persistence of shocks or by lowering the intertemporal elasticity of
substitution, as when setting GHH preferences.


This study shows that data and theory can be reconciled, without changing pref-
erences or shocks’ persistence, if two market frictions relevant for MICs are considered
into an otherwise standard DSGE small open economy model: An imperfect access to
the foreign capital market and asymmetric financing opportunities across tradable and
non tradable firms. The former, identified as an external borrowing constraint on the
households, generates more procyclical and volatile investment and consumption of
importable goods, reduces the excessive reallocation of labor between the exportable
and non tradable sectors and lowers the volatility of exportable output, resulting in
counter cyclical and volatile real net exports. However, it produces counter cyclical
employment, and does not increase enough consumption volatility.


The asymmetric financing opportunities across sectors, identified as sector specific
labor financing wedges, create procyclical fluctuations in the labor demand, increasing
the procyclicality and volatility of hours of work and output of non tradable goods,
and through this increases the procyclicality and volatility of aggregate consumption.
The exercise suggests that an adequate characterization of Chile’s business cycles
since the mid 1980’s, and probably of those of most MICs, should consider the role
played by these two frictions, as they seem to complement each other to generate the
observed regularities in the data.


Finally, although this study does not endogeneize the source of the market imper-
fections considered to draw policy implications, it presents a simulated scenario for a
lower incidence of frictions to give a sense of the cyclical properties of the economy
for an environment of enhanced transparency on economic and financial data, as well
as of improved supervision of the financial and corporate sector. The self financing
requirement is made more procyclical and volatile to get a constant borrowing con-
straint multiplier over time, and the sector specific labor financing wedges cyclical
fluctuations are reduced. This exercise shows that the cyclical properties of the econ-
omy would be qualitatively similar to the friction less economy case, the volatility of
consumption and investment would be smaller, and total hours of work and output of
exportable goods would be more procyclical and volatile, resulting in procyclical and
less volatile real net exports. This would have been welfare improving, as households
value a smoother path of consumption over time.
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Appendix


7.0.1 Labor Financing Wedges Based on Collateral Constraints


Consider a small open economy perfectly integrated to the world in goods, but faces
individual specific external borrowing constraints identified as the external lenders
requirement to the domestic households to finance at least a fraction Ψt of their
expenditures with their current income at date t according to equation 27.
There are four types of agents in this environment: Foreign lenders and domestic


households, firms and banks. The foreign lenders set the individual specific external
borrowing constraints on the domestic households. Households own firms and banks,
consume the importable and non tradable goods, and supply labor and capital to the
firms. They supply funds infinitely elastically to internal banks within the period at
the internal rate of return Rt, and demand funds infinitely elastically from the firms
within the period at the same rate.
There are two firms, the exportable and the non tradable. Both have constant


return to scale Cobb-Douglas technologies, and use labor and capital as inputs. They
pay their wages before production is realized, facing a credit in advance constraint
in the domestic financial market. The timing is as follows: Firms get credit from the
banks at the beginning of each period at a rate of return Rlj


t with j = X,N , but have
to pay wages only at the end of the period, just before production is materialized.
Thus, after receiving the loan, they can lend it to the households intraperiod at the
rate of return Rt, which results in a net interest cost of the loan of R


lj
t −Rt ≥ 0.


Banks face an infinitely elastic supply of deposits from households within the pe-
riod at the rate of return Rt, and lend to each firm subject to firms’ specific collateral
constraints. The collateral corresponds to the fraction of the firm’s output they can
seize at the end of the period, once production is realized. This results in a lending
rate Rlj


t with j = X,N greater than the domestic rate of return Rt. All costs caused
by this distortion are rebated to the households as a lump sum transfer such that the
resource constraint does not change. The economy follows a balanced growth path
and population is constant. In the following the model is set in stationary terms.


Households The households problem is the same as in Model 2, thus they choose
the sequence


©
cMt , cNt , lt, i


X
t , i


N
t , k


X
t+1, k


N
t+1, bt+1


ª∞
t=0


to maximize 6 subject to 8, 9 and
27. Their first order conditions are given by equations 29 to 37 respectively.


Firms Both firms get the credit at the beginning of each period, after the shocks
are realized, and repay it at the end of the same period once production is realized.
They lend this credit within the period to the households at the rate of return Rt.
As the lending rate of return Rlj


t is greater than the domestic rate of return Rt, their
optimal decision is to hold just the necessary credit to pay wages in advance in each
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period. Thus, the credit in advance constraint is satisfied in equality:


zjt = wtl
j
t For j = X,N (46)


Where zjt is the credit received by firm j from the domestic banks. The total cost of
production for each firm is:


wtl
j
t (1 + Rlj


t −Rt) + qjtk
j
t For j = X,N (47)


The static problem for each firm is to choose the allocation
©
ljt , k


j
t


ª
in each period to


maximize profits. Their first order conditions are:


Non Tradable Firm


wt(1 + RlN
t −Rt) = (1− αN)PN


t exp
¡
εNt
¢µkNt


lNt


¶αN


(48)


qNt = αNP
N
t exp


¡
εNt
¢µ lNt


kNt


¶(1−αN )


(49)


Exportable Firm


wt(1 + RlX
t −Rt) = (1− αX)PX


t exp
¡
εXt
¢µkXt


lXt


¶αX


(50)


qXt = αXP
X
t exp


¡
εXt
¢µ lXt


kXt


¶(1−αX)


(51)


Banks The banking industry is perfectly competitive. The role of banks is to take
deposits from the households and lend them to the firms, for which they need to secure
the loans with collateral. Banks can only seize a fraction Ωj


t of firm j’s output at the
end of the period, which is the collateral. Thus, they face the following constraint
when allocating the loans:


Ωj
tY


j
t ≥ zjt For j = X,N (52)


The banks static problem is to choose the allocation
©
zXt , z


N
t


ª
in each period to


maximize their profits. Their first order conditions are:


RlX
t −Rt = ηXt (53)


RlN
t −Rt = ηNt (54)


Where ηXt and ηNt are the lagrange multipliers on 52, for X and N respectively.
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Competitive Equilibrium Given initial values of foreign assets b0, capital kX0 and


kX0 and shocks’ processes
³
εRt , ε


PX


t , εXt , ε
N
t ,Ψt,Ω


X
t ,Ω


N
t


´
, a competitive equilibrium


is a sequence of allocations
©
cMt , cNt , lt, l


X
t , l


N
t , i


X
t , i


N
t , k


X
t+1, k


N
t+1, bt+1, z


X
t , z


N
t


ª∞
t=0


and
prices


©
PX
t , PN


t , qXt , q
N
t , wt, Rt, R


lX
t , RlN


t


ª∞
t=0
, such that:


Given prices, b0, kX0 , k
X
0 and shocks’ processes,


©
cMt , cNt , lt, i


X
t , i


N
t , k


X
t+1, k


N
t+1, bt+1


ª∞
t=0


solve the household’s problem.
Given prices and shocks’ processes,


©
lXt , k


X
t , z


X
t


ª∞
t=0


solve firm X’s problem.
Given prices and shocks processes,


©
lNt , k


N
t , z


N
t


ª∞
t=0


solve firm N’s problem.
Given prices and shocks processes,


©
zXt , z


N
t


ª∞
t=0


solve bank’s problem.
Market clearing conditions are satisfied: cNt = yNt , and lt = lXt + lNt .
The resource constraint is satisfied: Rtbt + PX


t Y X
t − cMt − iXt − iNt − γbt+1 = 0


7.0.2 Equivalence to Labor Financing Wedges


Note that the reduced for of this model is the same as the one of Model 4, with
τ jt = ηjt = RlX


t − Rt. Thus, the sector specific labor financing wedges deducted in
Models 3 and 4 can be interpreted as the spread that each firm pays by its credit over
the domestic interest rate.
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Figure 1. Chile: Main Domestic and External Shocks.
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Figure 2. Data and Model 1 Simulations.
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Figure 2. Data and Model 1 Simulations (Continuation)
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Figure 3. Self Financing Requirement and Labor Financing Wedges
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Figure 4. Data, Model 1 and Model 2 Simulations.
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Figure 4. Data, Model 1 and Model 2 Simulations (Continuation).
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Figure 5. Data, Model 1 and Model 3 Simulations.
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Figure 5. Data, Model 1 and Model 3 Simulations (Continuation).
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Figure 6. Self Financing Requirement and Labor Financing Wedges.
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Figure 7. Data, Model 2 and Model 4 Simulations.
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Figure 7. Data, Model 2 and Model 4 Simulations (Continuation).
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Figure 8. Self Financing Requirement and Labor Financing Wedges.


Panel A


Panel B


Self Financing Requirement


-0.1


-0.08


-0.06


-0.04


-0.02


0


0.02


0.04


0.06


0.08


1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004


Model 4 Reduced Frictions


Borrowing Constraint Multiplier


-80


-64


-48


-32


-16


0


16


32


48


1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004


Model 4 Reduced Frictions


Exportable Firm's Labor Financing Wedge


-0.20


-0.15


-0.10


-0.05


0.00


0.05


0.10


0.15


0.20


1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004


Model 4 Reduced Frictions


Non Tradable Firm's Labor Financing Wedge


-0.20


-0.15


-0.10


-0.05


0.00


0.05


0.10


0.15


0.20


1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004


Model 4 Reduced Frictions


42







Figure 9. Data, Model 4 and Lower Incidence of Frictions
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Figure 9. Data, Model 4 and Lower Incidence of Frictions (Continuation)
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Table 1. Business Cycles Moments, Annual Data: 1980 - 2004.


(1) (2) (3) (4) (5) (6) (7) (8)
Autocorr St.Dev. Correl. SD C/ Correl. SD I/ Correl. St.Dev.


Y Y C to Y SD Y I to Y SD Y NE/Y to Y NE/Y


Small Developed Countries


Australia 0.505 0.017 0.578 0.620 0.873 4.573 -0.354 1.103
Austria 0.634 0.014 0.797 0.789 0.584 3.076 0.184 0.764
Belgium 0.666 0.016 0.798 0.693 0.858 5.723 -0.566 1.134
Canada 0.635 0.024 0.784 0.761 0.825 3.285 -0.275 1.266
Denm ark 0.702 0.019 0.641 0.771 0.926 5.637 -0.780 1.417
Finland 0.782 0.039 0.917 0.832 0.977 3.232 -0.626 1.525
Greece 0.532 0.020 0.616 0.781 0.821 3.255 -0.045 1.028
Iceland 0.674 0.034 0.871 1.269 0.764 3.678 -0.530 3.137
Ireland 0.660 0.027 0.724 0.924 0.825 4.230 -0.565 1.086
Netherlands 0.691 0.019 0.883 0.831 0.878 3.260 -0.430 0.743
Norway 0.721 0.021 0.799 0.789 0.782 4.478 -0.487 1.558
New Zealand 0.584 0.023 0.815 0.976 0.746 4.257 -0.484 1.155
Portugal 0.771 0.032 0.929 1.085 0.887 2.908 -0.753 1.820
Spain 0.830 0.023 0.910 1.182 0.971 3.860 -0.923 1.749
Sweden 0.725 0.023 0.710 0.895 0.840 4.991 -0.531 1.197
Switzerland 0.635 0.018 0.854 0.613 0.760 3.317 -0.003 0.882


Average 0.672 0.023 0.789 0.863 0.832 3.985 -0.448 1.348


M iddle Income Countries1


Argentina 0.552 0.059 0.926 1.215 0.906 3.270 -0.904 2.168
Bolivia 0.816 0.030 0.558 0.881 0.552 5.586 0.167 2.960
Brazil 0.574 0.038 0.912 0.973 0.906 2.778 -0.407 1.119
Chile 0.668 0.057 0.971 1.224 0.932 3.083 -0.899 2.559
Colom bia 0.710 0.025 0.864 1.212 0.714 6.250 -0.560 3.128
Costa Rica 0.569 0.035 0.809 1.205 0.657 4.211 -0.381 3.423
Dom inican Rep. 0.496 0.033 0.793 1.396 0.700 3.659 -0.589 3.722
Ecuador 0.291 0.030 0.810 1.019 0.687 5.029 -0.470 3.837
El Salvador 0.660 0.030 0.839 1.166 0.301 3.531 -0.014 2.425
Guatem ala 0.848 0.031 0.982 0.853 0.576 4.118 -0.002 1.248
Honduras 0.396 0.023 -0.052 1.760 0.534 7.200 0.051 1.965
Hong Kong 0.263 0.030 0.714 1.020 0.544 3.345 -0.140 2.715
Indonesia 0.627 0.047 0.637 1.225 0.942 3.266 -0.483 3.215
Korea, Rep. of 0.504 0.032 0.887 1.116 0.862 3.356 -0.650 2.868
Malaysia 0.686 0.047 0.854 1.464 0.950 4.292 -0.830 6.729
Mexico 0.643 0.043 0.929 1.051 0.838 3.893 -0.635 3.099
Panam a 0.648 0.055 0.602 1.103 0.809 5.886 -0.663 3.402
Paraguay 0.764 0.039 0.649 1.293 0.910 3.109 -0.408 3.435
Peru 0.618 0.067 0.890 1.072 0.762 2.477 -0.641 1.599
Philipines 0.696 0.043 0.926 0.563 0.916 3.998 -0.585 2.466
Singapur 0.634 0.042 0.657 0.677 0.841 3.512 -0.432 2.518
Sri Lanka 0.578 0.018 0.773 1.352 0.592 5.485 -0.335 3.253
Taiwan 0.581 0.025 0.728 1.101 0.792 4.362 -0.379 2.584
Thailand 0.748 0.054 0.966 0.916 0.949 3.876 -0.847 4.400
Turkey 0.177 0.034 0.894 1.052 0.847 3.669 -0.629 2.726
Uruguay 0.680 0.061 0.972 1.207 0.886 3.705 -0.889 3.786
Venezuela 0.373 0.046 0.691 1.175 0.783 5.389 -0.525 4.058


Average 0.585 0.040 0.785 1.122 0.766 4.161 -0.485 3.015


Source: International Monetary Fund, W orld Econom ic Outlook Database.
1 Exclude m iddle-incom e countries from  Africa and the Middle East.
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Table 2. Business Cycles Moments, Quarterly Data: 1980-2003.


(1) (2) (3) (4) (5) (6) (7) (8)
ρ(Yt ,Yt-1) σ(Y) ρ(C,Y) σ(C)/σ(Y) ρ(I,Y) σ(I)/σ(Y) ρ(NX/Y,Y) σ(NX/Y)


A. Small Developed Economies


Australia 0.84 1.39 0.48 0.69 0.80 3.69 -0.43 1.08


Austria 0.90 0.89 0.74 0.87 0.75 2.75 0.10 0.65


Belgium 0.79 1.02 0.67 0.81 0.62 3.72 -0.04 0.91


Canada 0.91 1.64 0.88 0.77 0.77 2.63 -0.20 0.91


Denmark 0.49 1.02 0.36 1.19 0.51 3.90 -0.08 0.88


Finland 0.85 2.18 0.84 0.94 0.88 3.26 -0.45 1.11


Netherlands 0.77 1.20 0.72 1.07 0.70 2.92 -0.19 0.71


New Zealand 0.77 1.56 0.76 0.90 0.82 4.38 -0.26 1.37


Norway 0.48 1.40 0.63 1.32 0.00 4.33 0.11 1.73


Portugal 0.72 1.34 0.75 1.02 0.70 2.88 -0.11 1.16


Spain 0.82 1.11 0.83 1.11 0.83 3.70 -0.60 0.86


Sweden 0.53 1.52 0.35 0.97 0.68 3.66 0.01 0.94


Switzerland 0.92 1.11 0.58 0.51 0.69 2.56 -0.03 0.96


Mean 0.75 1.34 0.66 0.94 0.67 3.41 -0.17 1.02


B. Middel Income Countries


Argentina 0.85 3.68 0.90 1.38 0.96 2.53 -0.70 2.56


Brazil 0.65 1.98 0.41 2.01 0.62 3.08 0.01 2.61


Ecuador 0.82 2.44 0.73 2.39 0.89 5.56 -0.79 5.68


Israel 0.50 1.95 0.45 1.60 0.49 3.42 0.12 2.12


Korea 0.78 2.51 0.85 1.23 0.78 2.50 -0.61 2.32


Malaysia 0.85 3.10 0.76 1.70 0.86 4.82 -0.74 5.30


Mexico 0.82 2.48 0.92 1.24 0.91 4.05 -0.74 2.19


Peru 0.64 3.68 0.78 0.92 0.85 2.37 -0.24 1.25


Philippines 0.87 3.00 0.59 0.62 0.76 4.66 -0.41 3.21


Slovak Republic 0.66 1.24 0.42 2.04 0.46 7.77 -0.44 4.29


South Africa 0.89 1.62 0.72 1.61 0.75 3.94 -0.54 2.57


Thailand 0.89 4.35 0.92 1.09 0.91 3.49 -0.83 4.58


Turkey 0.67 3.57 0.89 1.09 0.83 2.71 -0.69 3.23


Mean 0.76 2.74 0.72 1.46 0.77 3.92 -0.51 3.22


Source: Aguiar, M. and G. Gopinath (2004), "Emerging Market Business Cycles: The Cycle is the Trend". Working Paper No. 
04-4, Federal Reserve Bank of Boston.
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Table 3. Productive Factors and Terms of Trade Moments.


(1 ) (2 ) (3 ) (4 ) (5 ) (6 ) (7 )
A u to c o rr S D  L / A u to c o rr C o rre l. S D  F I/ A u to c o rr . S D  T O T /


L S D  Y F I F I to  Y S D  Y T O T S D  Y


S m a ll D e v e lo p e d  C o u n tr ie s


A u s tra lia 0 .6 0 2 1 .0 5 1 0 .4 3 0 0 .8 5 9 3 .5 0 7 0 .4 9 9 2 .7 1 4
A u s tr ia 0 .8 1 2 0 .8 1 7 0 .6 7 9 0 .6 9 8 2 .9 5 7 0 .3 4 4 1 .8 4 9
B e lg iu m 0 .6 6 9 0 .8 3 2 0 .7 1 4 0 .9 1 1 4 .5 3 6 0 .5 0 4 1 .2 0 6
C a n a d a 0 .6 7 1 0 .7 8 9 0 .6 4 6 0 .8 3 0 2 .7 2 6 0 .3 7 7 0 .9 8 1
D e n m a rk 0 .8 0 9 0 .8 9 4 0 .7 1 8 0 .9 0 7 5 .0 3 8 0 .5 4 6 1 .1 2 4
F in la n d 0 .7 9 8 0 .9 0 2 0 .7 8 2 0 .9 5 5 3 .1 2 1 0 .7 4 8 0 .7 9 5
G re e c e 0 .2 8 4 0 .6 1 0 0 .3 3 3 0 .7 0 6 2 .7 0 4 0 .5 0 4 4 .3 4 8
Ic e la n d 0 .6 9 8 0 .6 9 7 0 .5 5 7 0 .7 9 1 3 .3 7 7 0 .5 9 6 0 .8 9 0
Ire la n d 0 .6 9 8 0 .9 1 4 0 .7 2 0 0 .8 7 3 3 .5 0 4 0 .7 2 3 1 .0 3 4
N e th e r la n d s 0 .7 6 1 0 .8 9 1 0 .6 7 2 0 .8 6 8 2 .5 8 8 0 .3 5 6 0 .4 3 3
N o rw a y 0 .7 9 4 0 .9 8 5 0 .7 6 5 0 .7 0 4 3 .9 0 3 0 .4 9 9 3 .2 7 9
N e w  Z e a la n d 0 .4 3 4 1 .4 7 8 0 .5 5 3 0 .8 1 9 3 .5 2 8 0 .4 0 7 1 .5 3 3
P o r tu g a l 0 .5 7 2 0 .9 8 9 0 .6 3 8 0 .8 5 4 2 .8 3 6 0 .5 1 7 2 .0 0 6
S p a in 0 .7 6 1 1 .4 4 1 0 .8 1 7 0 .9 6 1 3 .5 1 1 0 .7 3 0 1 .9 5 7
S w e d e n 0 .7 7 6 1 .1 2 2 0 .7 4 4 0 .9 3 9 4 .0 3 2 0 .7 3 6 1 .4 5 6
S w itze r la n d 0 .8 0 8 0 .8 2 4 0 .6 2 0 0 .7 6 7 2 .4 5 6 0 .4 3 6 1 .5 6 3


A v e ra g e 0 .6 8 4 0 .9 5 2 0 .6 4 9 0 .8 4 0 3 .3 9 5 0 .5 3 3 1 .6 9 8


M id d le  In c o m e  C o u n tr ie s 1


A rg e n tin a 0 .3 5 5 0 .4 4 6 0 .5 0 9 0 .9 7 6 3 .0 6 0 0 .3 5 9 1 .4 1 6
B o liv ia 0 .3 9 1 2 .1 3 0 0 .5 1 0 0 .5 6 1 4 .8 5 6 0 .2 3 9 4 .2 8 2
B ra z il 0 .5 0 8 0 .5 5 8 0 .6 1 0 0 .9 4 7 2 .5 9 2 0 .4 4 7 0 .5 4 8
C h ile 0 .5 0 4 0 .5 1 6 0 .5 1 2 0 .9 4 3 2 .8 7 3 0 .3 3 1 1 .1 6 2
C o lo m b ia 0 .5 4 5 0 .9 5 5 0 .6 5 5 0 .7 4 5 5 .7 1 6 0 .2 4 2 3 .1 7 7
C o s ta  R ic a 0 .3 3 8 0 .7 5 5 0 .4 3 4 0 .8 3 7 3 .6 7 6 0 .4 7 7 1 .9 0 2
D o m in ic a n  R e p . 0 .4 0 7 0 .8 4 0 0 .4 0 7 0 .6 8 7 3 .7 3 8 0 .3 1 7 2 .3 2 6
E c u a d o r 0 .5 0 6 0 .9 2 5 0 .4 0 3 0 .5 6 4 4 .2 8 0 0 .3 7 1 3 .3 0 4
E l S a lv a d o r 0 .5 7 6 1 .9 0 7 0 .5 9 5 0 .5 0 6 2 .5 6 6 0 .2 1 1 3 .5 8 9
G u a te m a la 0 .7 0 4 0 .8 2 6 0 .6 3 2 0 .7 8 7 4 .1 5 1 0 .3 5 3 2 .3 5 1
H o n d u ra s 0 .4 6 3 1 .1 8 0 0 .5 8 5 0 .4 9 7 5 .9 2 9 0 .2 3 9 2 .3 2 6
H o n g  K o n g 0 .7 7 3 0 .5 1 3 0 .6 7 7 0 .3 7 0 2 .9 8 4 0 .1 9 5 0 .3 8 6
In d o n e s ia n .a . n .a . 0 .8 6 5 0 .4 8 3 4 .8 9 7 0 .5 6 4 2 .8 4 7
K o re a , R e p . o f 0 .6 0 6 0 .6 5 4 0 .6 0 4 0 .8 6 6 2 .9 0 0 0 .8 2 6 1 .4 2 7
M a la ys ia 0 .3 0 6 0 .2 3 5 0 .6 9 6 0 .9 4 4 4 .3 8 2 0 .2 2 9 0 .8 2 8
M e x ic o 0 .4 8 5 1 .0 0 7 0 .5 3 5 0 .9 1 4 3 .3 5 3 0 .6 2 9 3 .1 7 1
P a n a m a 0 .2 7 0 0 .5 3 7 0 .6 0 0 0 .8 8 1 5 .6 5 0 0 .5 0 4 1 .3 5 6
P a ra g u a y n .a . n .a . 0 .7 1 9 0 .9 1 5 3 .2 8 4 0 .3 1 8 2 .0 3 4
P e ru 0 .3 8 9 0 .1 0 1 0 .6 2 1 0 .7 9 3 2 .3 9 6 0 .3 6 7 1 .7 2 3
P h ilip in e s 0 .2 8 2 0 .3 8 2 0 .6 0 5 0 .9 0 7 3 .5 5 0 0 .4 7 8 1 .0 1 7
S in g a p u r 0 .3 3 4 0 .6 1 1 0 .9 1 6 0 .4 7 2 5 .8 4 3 0 .5 6 8 0 .2 7 2
S r i L a n k a n .a . n .a . 0 .7 1 8 0 .6 4 2 5 .4 5 4 0 .2 6 7 4 .7 0 4
T a iw a n 0 .5 4 8 0 .3 6 3 0 .7 0 7 0 .6 4 1 3 .5 4 2 0 .5 8 3 0 .9 8 0
T h a ila n d 0 .2 5 7 0 .3 6 6 0 .7 2 1 0 .9 7 7 3 .5 9 6 0 .3 1 2 0 .7 2 6
T u rk e y 0 .2 2 2 0 .6 1 4 0 .2 6 2 0 .8 2 7 2 .9 3 5 0 .4 5 1 2 .3 0 9
U ru g u a y 0 .5 0 7 0 .4 1 6 0 .7 9 8 0 .8 8 0 4 .2 0 4 0 .5 7 7 0 .9 5 5
V e n e zu e la 0 .4 6 0 0 .4 7 4 0 .3 9 0 0 .9 2 7 3 .2 5 2 0 .3 1 8 3 .6 5 6


A v e ra g e 0 .4 4 7 0 .7 2 1 0 .6 0 3 0 .7 5 0 3 .9 1 3 0 .3 9 9 2 .0 2 9


S o u rc e : In te rn a tio n a l M o n e ta ry  F u n d , W o r ld  E c o n o m ic  O u tlo o k  D a ta b a s e .
1  E x c lu d e  m id d le - in c o m e  c o u n tr ie s  fro m  A fr ic a  a n d  th e  M id d le  E a s t.
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Table 4. Calibrated Parameters.
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Table 5. Shocks Processes in Model 1.
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Table 6. Data Moments and Simulations
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Table 7. Data and Simulations, Different Intertemporal Elasticities of Substitu-
tion.
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Table 8. Data and Simulations, Different Intertemporal Elasticities of Substitution
and Adjustment Cost of Investment.
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Table 9. Shocks Processes in Model 2
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Table 10. Shocks Processes in Model 3
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Table 11. Data Moments and Simulations
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Table 12. Shocks Processes in Model 4
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Table 13. Shocks Processes in Reduced Frictions Model
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Table 14. Data Moments and Simulations
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Financial Diversification and Sudden Stops∗


K. Cowan J. De Gregorio A. Micco C. Neilson


First Draft: November 2006


1 Introduction


The financial crises of the second half of the nineties have led to renewed
interest in understanding the causes and consequences of international capital
flows. Sudden stops, defined as large drops in net capital inflows, have received
particular attention. This is not surprising as the costs of the current account,
and capital account, reversals commonly associated with these episodes in
terms of output and investment is large. For example, Edwards (2003) finds
that the current account reversals associated with sudden stops lead to an
average drops in GDP growth of close to 4%.1


The premise in most of the sudden stop literature is that emerging market
economies (henceforth EMEs) are exposed to large fluctuations in the supply
of external capital, that originate in imperfections in international financial
markets themeselves (see Calvo, Izquierdo and Mej́ıa 2004, Guidotti et al
2004, Cavallo and Frankel 2005). “Wall Street” is therefore either the carrier
of financial contagion or the originator of the shock itself. The existence of
these imperfections in international financial markets – usually stemming from
informational asymmetries – is plausible, and has recently received consider-
able empirical support. Evidence of the role of “wall street” in contagion


∗Prepared for the tenth Central Bank of Chile annual conference, Current Accounts and
External Financing. K. Cowan, J. De Gregorio and C. Neilson are from the Central Bank
of Chile. A. Micco is from the Ministry of Finance of Chile. The usual disclaimers apply.


1Other estimates of the cost of sudden stops are presented in Guidotti et al (2004).
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can be found in the transmission of shocks from a crisis country to one be-
longing to the same asset class (Rigobon 2001), borrowing from the same
international banks (Van Rijckeghem and Weder 2000) or sharing a set of
overexposed mutual funds (Broner and Gelos 2003). Evidence of international
financial markets as a source of instability can be found in the recent literature
that explores the role of risk premia in developed economy (DEs) capital mar-
kets on spreads in emerging market bonds (Guerrero and Ortiz 2006, Daude
and Ramos-Ballester 2006).


This is a view of capital account dominance, in which the current account
responds to shocks in the capital account. Put simply, the origin of the stop
in capital inflows is not a shift in investment and savings decision in the lo-
cal economy, and hence a change in the marginal productivity of capital in
the EME economy, but rather in the spread between returns in the domestic
economy and returns offshore. If this is the case, vulnerability to these shocks
becomes a key policy dimension. Holding international reserves as a means
of self ensuring against sudden stops is one example (see Calvo 2006, Garćıa
and Soto 2006 Jeanne and Ranciere 2006).2 The use of contingent instruments
that provide flows offseting these sudden stops is a second example (Caballero
and Panageas 2005). Furthermore, Edwards (2003) and Guidotti et al (2004)
both have emphasized the importance of trade openness and the exchange rate
regime as a means of reducing the impact of sudden stops to capital flows on
output.


If, on the other hand, it is changes in economic fundamentals – policy in-
duced or otherwise – that are the main drivers of capital flows, then authorities
should concentrate mainly on avoiding policies that can become a source of
shocks, as emphasized in much of the crisis literature prior to the Mexican and
Asian crises.


Under floating exchange rates, current account and capital account rever-
sals occur simultaneously and we cannot identify, just by looking at changes
in net capital flows, which one is the source of the reversal. In addition, we
cannot identify whether the reversals are the results of adjustment to funda-
mental changes, i.e. terms of trade shocks, domestic policy changes or external
financial shocks coming from, say, “wall street”. For this reason we think that
it is necessary to explore gross flows in order to find a first characterization of
reversals, or sudden stops as termed in the recent literature.


Indeed, the jury is still divided regarding the relative role played by fun-
damentals and external financial factors in explaining recent crises. Asia is a


2For a discussion on the benefits and costs of self insurance and external insurance see
Caballero and Cowan (2006).
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case in point – with two clear sets of explanations. On the one hand Sachs,
Tornell and Velasco (1996), Furman and Stiglitz (1998), Radelet and Sachs
(1998) and Chang and Velasco (1999) argue that excessive reliance on short-
term external debt left east emerging-market economies vulnerable to shocks
(and panics) from international financial markets. The alternative view is
that the Asia financial crises largely reflected policy distortions in the region,
in particular distortions that led to excessive borrowing by corporations and
excessive lending by domestic banks (Corsetti, Pesenti and Roubini 1998).


This paper studies two distinct, but closely related, issues. The first one is
the use of gross capital flows (the change of international assets and liabilities)
to disentangle fundamental driven sudden stops, or more properly reversals,
from “wall street” driven sudden stops, which is a more accurate definition of
sudden stops. This is motivated by previous research on the events surrounding
the Chilean “sudden stop” of 1998 that has argued that the Chilean sudden
stop is atypical in Latin America, as it was completely driven by a rise of
capital outflows (increase in the foreign assets of residents) instead of a sudden
reduction of inflows (Cowan and De Gregorio 2006). Under the assumption
that inflows (changes in gross international liabilities) should be more sensitive
to changes in conditions in international financial markets that outflows, the
authors argue that the stable inflows are evidence that Chile did not experience
a “wall street” driven sudden stop, rather a sudden start of outflows.


Specifically, in the first section of the paper we split sudden stops into two
varieties according to the importance of gross inflows in the overall reversal
of capital flows. We then compare the impact of the two varieties of sudden
stops on key macroeconomic variables. This exercise is useful as it allows us
to build a measure of sudden stops that is closer to the premise many of the
papers discussed above have in mind, i.e external shocks to the capital ac-
count. Using this approach we find that close to 25% of large capital account
reversals actually correspond to “sudden starts” in capital outflows. Taken
face value this implies that the incidence of externally driven sudden stops has
likely been overestimated in the literature, with implications for optimal re-
serve management, the design of state contingent instruments etc. In addition,
we report some simple stylized facts that characterize the countries experienc-
ing the different varieties of sudden stops. Here we extract two preliminary
lessons. First, that the economic consequences of the two varieties of sudden
stops are quite different, with the “sudden starts” leading to lower output and
investment losses. The second, is that the countries that experiencing the two
varieties of sudden stops are different in the run up to the capital reversal, with
“sudden start” economies having more developed domestic financial systems,
higher reserves and more open economies. This in turn may explain previous
results in the literature linking growth performance after sudden stops with
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trade openness.


Finally, we look at large reversals in inflows (non FDI in particular) and
discuss the degree of coincidence between these large inflow stops and the (net)
sudden stops. The main finding is that inflow stops are prevalent in both EME
and DEs, but that a much smaller share of inflow reversals in DEs coincide
with sudden stops. This suggests an offsetting response in outflows, and issue
we turn to in detail in the second half of the paper.


Whereas the first part of the paper concentrates on the lower tail of the
distribution of changes in the net capital account, the second issue we address
is a more complete characterization of capital flows. Thus, the second half of
the paper presents and discusses stylized facts for the overall distribution of
net flows, inflows and outflows. Not surprisingly, we find that emerging mar-
ket economies have more volatile capital accounts that developed economies.
Interestingly, however, this greater variance is not the result of more volatile
capital inflows to EMEs – as in fact the volatility of gross inflows is remarkably
similar across country groups – but the result of a higher covariance between
inflows and outflows in DEs. This is the continuos counterpart to the finding
that sudden stops, more properly reversals of the capital account, are highly
correlated with stops to inflows in EMEs but not in DEs. Indeed, we find
that the correlation between net and gross inflows decreases with income per
capita and effective financial integration (measured by gross international as-
sets over GDP). This result is robust to changes in the sample period and
country coverage, and holds even within the EMEs and DE groups.


We present a conceptual framework that is consistent with this finding. In
our framework the key difference across countries is the spread, (country risk
premium) charged by international investors on assets in that country. This
spread introduces a wedge between the expected marginal product of capital in
the economy and in the international financial market, and becomes the price
domestic savers must pay if they wish to diversity their portfolios by allocating
wealth offshore. A country with a low spread will have large asset holdings
offshore. Emerging countries, that rely more on foreign capital and have high
spread – on the other hand – will have insufficient foreign assets to offset the
inflow shock, and a sudden stop to the net capital account will result. As
evidence of this assumption we show that gross foreign assets are decreasing
in the EMBI spreads of an economy, even after controlling for overall economic
development. In the event of a shock to the preferences of international savers,
that leads to a reduction in gross inflows, a small change in the domestic rate
of return will lead to a reversal of outflows offsetting the inflow shock.


Summing up, we argue that sudden stops to inflows are prevalent in inter-
national financial markets but that international assets provide the first “line
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of defence” against non-fundamental shocks to capital flows. The key price
variable here is the expected return in the domestic economy. The second
line of defense is provided by productive assets, capable of generating export
revenues that offset the inflows. This is the role of the tradable sector in
the Calvo, Izquierdo and Mejia (2004) model. The key price variable for this
second line of defense is the real exchange rate.


This interpretation of our stylized facts has several policy implications.
The first, relates directly to the current debate on global imbalances. Our
results suggest that shocks to the demand for US assets arising from portfolio
decisions of foreign investors that are not accompanied by changes in the US
returns will likely be offset by shifts in US foreign asset position. The US will
not have to adjust its current account and the impact on output will be small.
The flip side is that countries outside the US will experience a sudden stop
to inflows from the US, leading to an unwinding of gross international asset
positions in those economies with gross asset positions and a capital account
reversal in poorer economies. The second is that optimal reserve and con-
tingent asset policies followed by governments need to take into consideration
total foreign asset positions when deciding the optimal level of coverage against
external financing shocks. A key issue in this discussion is the development
of the domestic financial system. Foreign assets and liabilities are not likely
to be held by the same agents in the economy – and will therefore need to be
allocated though the domestic financial system. Financial underdevelopment
will therefore distort the decision to save abroad in the first place, and then
will distort the decision to repatriate assets in case of a sudden stop. It re-
mains to be seen, in this sense, whether the Chilean institutional investors will
repatriate their foreign assets in the event of a shock to the cost of Chilean
external financing.


This paper is closely related to several strands of literature. First, to the
literature that has studied the causes and consequences of current account and
capital account reversals (which includes, but is not limited to Calvo, Izquierdo
and Mej́ıa 2004, Edwards 2003, Razin and Milessi-Ferretti 1998). Second to a
recent (and small) literature, that has looked at the behavior of different forms
of capital inflows around sudden stops (Lebcenko and Mauro 2006). However,
the three papers closest to this paper are Faucette at al (2005), Cowan and De
Gregorio (2006) and Rothenberg and Warnock (2006). Faucette et al (2005)
separate capital account reversals into outflow and inflow induced, and argue
that only the first correspond to sudden stops. Cowan and De Gregorio (2006)
focus on the behavior of gross capital flows to Chile in the 1998 capital account
reversal. Finally, Rothenberg and Warnock (2006) follow a similar route to
the one of section 2 of this paper by looking at sudden stops caused by large
drop in inflows, finding similar results to those of the next section.
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The rest of the paper proceeds as follows. The second section discusses
sudden stops, and the role played by inflows and outflows. Section 3 describes
the main stylized facts characterizing gross and net capital flows to DEs and
EMEs. Finally section 4 concludes.


2 Inflow and Outflow Induced: Sudden Stops


2.1 Data and definitions


Following balance of payment conventions capital inflows are defined as changes
in the gross international liabilities of domestic residents. International liabili-
ties include foreign ownership of equity (FDI and portfolio), bonded debt held
by non-residents and loans from non-resident banks. As they are changes in
stocks, inflows can be positive or negative (a reversal). Capital outflows, in
turn, are changes in the foreign assets of domestic residents. By convention an
outflow has a negative sign. International assets include offshore FDI, foreign
equity and bonds held by resident and loans to non residents (or deposits off-
shore). The capital account is simply the sum of net of inflows and outflows.
We use annual data on inflows and outflows from the IFS for the period 1975
to 2004.


As we are primarily concerned with changes in private capital flows we
follow the literature on sudden stops and limit our sample to emerging market
economies, i.e, those economies with access to voluntary private capital flows,
and developed economies. Appendix A lists the countries in our sample. As a
basic test for the quality of the flow data we analyze the behavior of the errors
and omissions term in the balance of payments. This leads us to drop two
countries from the initial sample. Panamá (all years) that has large (over 10%
of GDP) swings in the errors and omissions line, that exactly offset changes in
the financial account, and South Africa that reports large errors and omission
prior to 1985 but zero in the financial account.


For most of the exercises reported in this paper we scale capital flows
(inflows, outflows and net capital flows) by a linear trend of dollar GDP. This
allows us to disentangle capital account volatility from the volatility of real
output and the real exchange rate. As is evident from appendix B, however,
alternative measures that scale gross and net inflows by lagged GDP or a
lagged moving average lead to very similar results.


Before moving on, a word on semantics. Throughout the paper we will
refer to large drops in net capital inflows as sudden stops. In doing so we
follow the literature, without discussing the appropriateness of the expression,
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although as should be clear from our discussion it may be misleading. In
addition, we will sometime talk about inflow stops, a “true sudden stop,´´
and outflow starts, to refer to large drops in gross capital inflows and large
(absolute) increases in outflows, respectively.


2.2 Varieties of Sudden Stops


2.2.1 Identifying the varieties


We follow Guidotti et al (2004) and define a sudden stop episode as a year
in which the annual change in the capital account (scaled by GDP) is one
standard deviation below the average, and below 5% of GDP. We take this
definition because it is fairly representative of what the literature in this area
has termed sudden stops. Both standard deviation and average are country
specific. This leads us to identify 100 sudden stop episodes in our sample of
1580 observations (roughly 6% of the sample). We then build a measure of
the contribution of the fall in inflows in each sudden stop episode


SI
t =


∆It


∆It + ∆Ot


,


where ∆It , ∆Ot are the changes in inflows and outflows between t-1 and
the current (sudden stop) period. Figure 1 plots the histogram of SI


t for all
100 episodes. Most observations (75%) are between 0 and 1, indicating that
inflows and outflows moved in the same direction: foreign liabilities falling and
foreign assets rising. Values above 1 (approx. 25% of observations) mean that
outflows undid the reversal of inflows, offsetting the impact on the financial
account. Values below 0 (approx. 10% of observations) mean that inflows
actually rose in the sudden stop episode.


We then proceed to split the sudden stop episode into three categories:
outflow starts which we define as SI


t < 0.25, inflow stops (SI
t > 0.75) and


mixed cases. Our premise is that outflow starts do not correspond to external
financing shocks, as the reaction of inflows is so much smaller than of outflows.
At the other extreme, inflow stops are most likely driven by external financing
shocks since outflows increase by much less than inflows, and in most cases
fall. Figure 2 ilustrases the split.


Of the 100 sudden stops in the sample, just over half (57) correspond to
inflow stops, whereas slightly below a fifth (18) are outflow starts. Interest-
ingly, these ratios change considerably when we split the sample into EME
and DEs. Of the 36 sudden stops in DEs, only 40% are inflow stops. For
EMEs this ratio rises to 65%. Sudden stops (as defined in the literature) are
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a better proxy for external financing shocks in EMEs than in DEs. On the
flip side, even in EMEs inflow stops are considerably less frequent than the
net sudden stop measure suggests. In other words, many experiences that are
called sudden stops are better described as a current account reversal. From
the policy point of view, if external insurance decisions are based on sudden
stop probabilities, then countries will be overinsuring.


Figure 3 plots the different sudden stop episodes by year. As the figure
shows, there is much higher bunching of inflow stops than outflow starts (as
one would expect if these events are driven by events in financial markets).
The figure also shows that outflow starts are a fairly recent phenomenon. This
may be more related to portfolio diversification by domestic residents, possible
as the result of capital account liberalization. We return to this point below.


2.2.2 Does the distinction matter - Outcomes?


The next step is to determine whether the distinction between the two vari-
eties of sudden stops matters for macroeconomic outcomes. We explore this
issue by looking at the behavior of key macroeconomic variables in 6 year win-
dows around the sudden stops. In particular, we compare the output growth,
investment, exports, the exchange rate, domestic credit and reserves of inflow
stops and outflow starts. The results are reported in figure 4. In turn, table ??
reports summary statistics based on the same series: the difference between
the pre and post means and the cumulative deviation in the post sudden stop
period vis-a-vis the pre period average . In addition the last columns report
differences in pre sudden stop averages of the variables for countries experi-
encing and inflow stop and an outflow start. In these figures the variables are
scaled by current GDP.


When comparing inflow stop and outflow start episodes a series of differ-
ences emerge:


• GDP growth falls more in the inflow stop group, so that the average
cumulative post sudden stop growth loss is -7.2%, three times as much
as the cumulative loss for inflow stop episodes, which amounts -1.9% for
outflow episodes.


• The decline in gross fixed capital formation over GDP is similar, which
implies a larger absolute fall in investment in those countries experiencing
inflow stops, since the decline in GDP is greater.


• In both types of episode, exports rise as a share of GDP after the sudden
stop. Possibly driven by the larger real exchange rate depreciation in
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inflow stop episodes, the proportional change in exports is larger in this
group. Note also that exports over GDP is considerably higher in the
outflow start group. One interpretation, therefore is that after a term
of trade shock that increase export revenues, countries save this windfall
abroad. This also lends support to the view that economies more open,
measured as the share of exports on GDP, are less likely to suffer sudden
stops of inflows, and reversals are more associated with an increase in
outflows.


• Reserves and bank credit fall in both types of episodes. Once again
similar absolute changes imply larger relative drops after and inflow stop.
Note also that the average level of reserves to GDP and credit to GDP
are higher in outflow starts – this last difference possible explained by
the larger share of DEs in the outflow starts (11 of the 18 episodes are
in DEs), or vice versa.


Thus, there appear to be relevant differences in the impact of sudden stops
on key macroeconomic variables depending on the type of inflow. With the
evidence we report it is not possible to disentangle whether these differences
are due to the nature of the shock itself or to differences in the characteristics
of the economies experiencing the sudden stop. An interesting extension to
this work would be to analyze to what extent the determinants of sudden stops
differ from the determinants of inflow stops. Our previous results suggest they
are different, in particular, figure 3 suggests that inflow stops are more driven
by events in financial markets than outflow start.


2.3 Inflow vs net sudden stops


The previous subsection split sudden stops according to the importance of the
inflow drop in the change in the net financial account. However, by doing so
we may be missing episodes in which inflows to a country are curtailed, but
outflows adjust to offset the stop. In this case we would not detect this sudden
stop of inflows since it would not be accompanied by a reversal. To explore
this, in this subsection we build a direct measure of inflow stops and compare
the incidence of these events with the sudden stop events discussed above.


What type of inflow is relevant for building this measure? If we are con-
cerned about shocks originating in financial markets, then non FDI inflows
is the correct measure to consider. Indeed, a recent paper by Levchenco and
Mauro (2006) finds that FDI is much more stable around sudden stops that
non FDI inflows. To ilustraste this point, figure 5 plots FDI inflows, non FDI
inflows and the financial account for EMEs and DEs over the 1974-2004 period
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(data are averaged across two years). The panel for EME shows the collapse
of non FDI flows in 1982 around the debt crisis and latter in 1998 following
the Asian crisis. FDI flows, on the other hand, are remarkably stable. Indeed,
the average FDI inflow does not fall in EMEs untill 2000-01, and then only
slightly. The same pattern is apparent in figure 6, that plots gross inflows
(FDI and other) for selected sudden stop episodes.


We define an inflow stop as a period in which the change in non FDI inflows
net of the average country change (scaled by trend GDP) is below 5%. Defined
in this way, table 1 shows that the share of inflow stops in our sample is 9%,
that is 147 cases out of 1580. The share of inflow stops is higher in DEs (12%)
than in EMEs (7%).


We compare this definition with the Guidotti et al (2004) definition used
in the previous subsections where the sudden stop is defined on the basis of
the magnitude of the reversal in the capital account. A line with a 1 indicates
the number of sudden stops according to the definition based on net flows,
and a 0 no sudden stop. A row with a 1 indicates sudden stop of non FDI
inflows. Therefore, the cells both with a 1 in the row and the column are the
intersection between both measures.


The most interesting fact is that in the full sample there are 85 episodes
of sudden stops of inflows that did not occur together with a reversal of the
capital account, more than half the total of sudden stop of inflows. Notably,
this is mostly concentrated in developed economies, where there are 63 of such
episodes, representing three quarters of sudden stop of inflows. In emerging
market economies two thirds of sudden stops of inflows are also reversals of
the capital account.


Thus (once again) a dummy for sudden stops (capital account reversal) is
a better proxy of inflow stops in EMEs than in DEs. However, there are still a
third of episodes of sudden stop measured by a reversal of the capital account
that did not ocurred with sudden stop of non FDI inflows. More importantly,
however, this simple episode analysis suggests that the key distinction between
DEs and EMEs is not in the volatility of non FDI inflows – but in the covariance
between inflows and outflows. We turn to this aspect of gross capital flows in
the following section.


3 Gross and Net Capital Flows: Stylized Facts


The previous section focused on the lower tails of the distributions of net and
gross capital inflows. Moreover it reduced the analysis of the tails to a set of
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somewhat arbitrary dummy variables. These dummy variables are a reason-
able approach if one thinks that the world behaves in a non linear way, with
economies running in to vertical supply constraints, as in the work of Ca-
ballero and Krishnamurthy (2005) and others. However, by focusing on these
episodes we are not taking into account a lot of information on gross and net
capital flows from our sample. Moreover, the episodes approach necessarily re-
quires discretionary choices in the establishment of thresholds, which may not
coincide with the “vertical” episodes theoretical models have in mind. With
these concerns in mind, in this section we characterize gross and net capital
flows for our sample of EMEs and DEs. We start with a characterization
that emphasizes differences and similarities between the two (also arbitrary)
groups of countries in our sample. We then move to a more general (and ro-
bust) approach that differentiates the behavior of capital flow across income
levels and degrees of financial integration.


3.1 Gross and Net Capital Flows: Emerging and De-
veloped Economies


Gross capital flows swamp net capital flows in DEs (figure 7), and increas-
ingly in EMEs. This is the flow counterpart of the increasing level of financial
integration documented by Lane and Milesi-Ferretti (2004). The growth in
gross inflows and outflows in DEs took off in earnest in the second half of
the nineties leveling off in the current decade. Gross flows in EMEs lag con-
siderably behind those of DEs, despite moderate growth in the last ten years.
Indeed, as clear from the figure, gross outflows and inflows in 2004 in DEs
were similar in level to gross flows of DEs in the mid seventies.


The group averages presented in figure 7, hide considerable cross country
varation. This is evident from figure 8, that plots average inflows and outflows
over trend GDP over 1999-04 for all countries in our sample.3 In this figure
EMEs are mostly in the lower left-hand-side corner. As mentioned above, there
is also considerable variance in the level of gross flows, within both country
groups.


We turn now to the variance of the change in gross inflows and outflows and
net flows. We work with changes instead of levels motivated by the sudden
stop and reversal literature. Gross and net flows are normalized by trend
GDP. In addition we remove the (usually non significant) country mean of


3We exclude offshore financial centers, in which inflows and outflows are automatically
matched, as capital is raised an funneled offshore once again. We decide therefore to exclude
from our sample Ireland, Belgium, Switzerland and Great Britain. They are outliers in terms
of size of average inflows and outflows.
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the changes to separate country trends from volatility. For notation we refer
to change in the net financial account as ∆F, changes in inflows as ∆I and
changed in outflows as ∆O.


EMEs have more volatile net capital flows (table 2). The standard devia-
tion of ∆F in the average (median) EME is 60% (90%) higher than in the
average (median) DE. Focusing on the lower tail of the distribution shows
that large negative values of ∆F are more common in EMEs than in DEs.
The final panel reports the sudden stop measure used in the previous section
and a dummy for absolute sudden stops: ∆F < −5% that does not take into
consideration individual country variance. Both are more prevalent in EMEs.


To pull apart the determinants of this higher volatility we carry out a simple
decomposition exercise, splitting the variance in both groups into the variance
of non FDI inflows, FDI inflows and outflows and their respective covariances.
We report the results in table 3. Most of the difference is explained by the much
larger negative covariance between non FDI inflows and outflows in DEs. The
higher variance of non FDI inflows in EMEs and a smaller covariance between
FDI inflows and outflows explains the remainder. We analyze these differences
in detail next, since we think that precisely what makes reversals much less
common in DEs compared to EMEs, is that the correlation between inflows
and outflows in DEs is strongly negative. We interpret this result in section 4.


Table 4 takes a more detailed look at changes in gross inflows ∆I. The
standard deviation of ∆I is only marginally higher in EMEs, much less so that
the difference in the standard deviation of ∆F . Large reversals in inflows are
equally likely in EMEs than in DEs. To ilustraste this point further, figure
9, plots the negative segment of the cdf’s for ∆F , ∆I and non FDI inflows
in both DEs and EMEs. The distribution of changes in non FDI inflows and
FDI inflows is also remarkably similar across both groups of economies (panel
B and C).


One possible explanation, is that DEs have a larger share of more stable
FDI inflows. Data on stocks of liabilities (scaled by GDP) from the Lane
and Milesi-Ferretti Database show that this is not the case, however. An
alternative explanation is that shocks to non FDI inflows are generated by
portfolio adjustments, so that countries with larger gross liabilities (DEs) will
experience larger fluctuation in gross inflows in terms of GDP. To explore this
possibility, columns (4) to (6) of table 4 report similar statistics for ∆I and
its components, scaled not by GDP but by the gross liability stocks of each
category. Here the story changes. All categories of gross inflows in EMEs are
more volatile than in DEs, although gross inflows, relative to gross outflows,
are larger in EMEs than in DEs. Furthermore, the likelihood of large reversals
in non FDI inflows (scaled by liabilities) is larger in EMEs.
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3.2 Gross and Net Capital Flows: Income and Financial
Integration


In the previous subsection we discussed diffences in the variances and covari-
ances of inflows and outlflows in EMEs and DEs. In this section we move
beyond the simple sample split and analyze specific characteristics of DEs and
EMEs that may explain these differences. We start with a simple cross section
regression of variances and covariances of gross and net flows over the period
1975-2004 on average per capita income over the same period. Specifically we
estimate


σ75−04
ji = α + βj ln(y75−04


i ) + εij


for the 54 countries (i) in our sample. σ75−04
ij is one of the j sample second


moments of ∆F , the components of ∆I and ∆O for the period 75-04 and
ln(y75−04


i ) is the log of per capita GDP in constant (ppp) dollars. Table 5
reports the estimated β′js . We find a significant negative correlation between
income levels and variance of ∆F, the covariance of ∆ non FDI inflows and
∆ outflows and the covariance of ∆ FDI inflows and ∆ outflows). We find
a significant positive correlation between income levels and the variance of ∆
FDI inflows and ∆ outflows. To delve further into the correlation of inflows
and outflows we estimating the following regresion (by OLS)


∆Ft = δ + γ∆SIit + υit.


This specification is a simple linear transformation of a regression of inflows
and outflows, but has a more intuitive economic interpretation, and a closer
link o the first section of this paper. Recall that we discussed shares of the
adjustment to ∆Fit explained by ∆SIit in sudden stops. The advantage on
the cross section approach is to take better advantage of the time variation in
income levels in our sample.


Table 6 reports the γ̂ for various subsamples: DEs and EMEs, time periods
and sudden stop episodes. In panel A the rhs variable is the change in non FDI
inflows (∆SIit), in B the change in total inflows (∆Iit). More than the actual
coefficients (which are biased because of endogeneity), what is important is
the differences in these coefficients across samples. The advantage of this
dif-in-dif approach is that it is dificult to find an explanation for why the error
term is more (or less) correlated with the gross flows across samples to explain
the differences in γ̂. The main results in table 6 are:


• γ̂ is higher in EMEs, ie, gross inflows and the financial account are more
closely correlated.
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• γ̂ falls over time in both groups of countries.


• γ̂ in both periods of SS and tranquil periods γ̂ is higher in EMEs.


All of these differences are statistically significant (interaction regression
are available).


Next we interact ∆SIit with the one period demeaned lagged per capita
income levels (log GDP demeaned) yi,t−1 and a simple measure of financial
diversification: the ratio of gross international assets to GDP (lagged one
period) Ai,t−1 . Hence, our specification is


∆Fit = δ+γ1∆SIitυit+γ2yi,t−1×∆SIit+γ3Ai,t−1×∆SIit+θ1yi,t−1+θ2Ai,t−1+µit


(1)


We are particularly interested in γ2 and γ3 the impact of income per capita
and gross assets on the correlation between ∆Ft and ∆SIit


We report the results of estimating (1) in table 7. These results confirm our
simple cross section approach: gross inflows have a larger positive correlation
with net inflows in lower income economies. This result holds in the full
sample and in the subsamples of DE and EMEs. This finding is not simply
due to the fact that richer countries hold larger assets, which they can unwind
in case of a sudden stop to inflows The estimated coefficient on γ2 remains
negative and significant even after including the Ai,t−1 × ∆SIit interaction.
As expected, estimated values of γ3 are negative (and significant), so that
countries holding more gross assets (more financially integrated) show lower
correlations between net inflows and gross inflows. Again, this result holds in
the full sample and within the EME and DE groups (columns 5 and 6). Panel
B replicates this analysis using ∆Iit as the measure of inflows. All results
remain qualitatively unchanged. We postpone interpretation of these results
to the following section.


As we discussed above, our interaction terms will be biased if the error
is correlated with the interaction term. One possibility for this is terms of
trade shock. If terms of trade shocks are more correlated with gross inflows
in high income economies, then our results would be spurious. To control for
this we introduce a terms of trade shock in our specification. The shock is
the residual from an AR(1) regression on the terms of trade data from the
WDI and the results are presented in table 9. In columns (1) and (3) we
interact the terms of trade shock with the estimated persistence of the shocks
for each country which should condition the impact of terms of trade on the
current (and financial) account. Columns (2) and (4) include interactions of
the terms of trade shocks with emerging market dummies. In all cases our
previous results remain unchanged.
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4 Discussion of Results


In this section we offer a stylized interpretation of the results presented above.


Consider a small open economy in which there is a time varying premium
(positive) between domestic returns, r and international returns r∗. Assume
that the variance in this premium comes from events in international financial
markets: changes in the risk appetite of international investors (as in the recent
global risk aversion literature), or changes in the perception of risk (as in the
“wake up call” literature).


Risk averse domestic savers then face a tradeoff between international di-
versification (holding foreign assets) and receiving the higher domestic returns
(a direct result of this premia). Assume, in addition, that countries vary across
two dimensions: the risk premia and their wealth. Countries with higher av-
erage risk premia will have a lower share of wealth invested in international
assets. Countries with low wealth will also have few international assets.


To evaluate the validity of this assumption, table 10 estimates the correla-
tion between gross international assets over GDP, income per capita (a proxy
of financial wealth) and the EMBI spread. The sample is limited to coun-
tries for which data on the EMBI is available. Column (1) is the simple cross
section correlation for 2001 between external assets over GDP and the log of
the EMBI spread. As expected the correlation is negative and signifcant. In
column (2) we include the log of per capital GDP. The estimated signs are as
expected, however significance is lost. Results are similar in columns (3) and
(4) which pool all available years. Column (4) drops extreme EMBI values
(EMBI>3000). Finally, column (5) reports results for a country fixed effects
regression. Although significance in several cases is small, the correlation be-
tween the EMBI and gross international assets is negative.


What happens in this setting when a country is hit by a inflow stop? The
sudden stop is nothing more than a rise in the international risk premium.
Therefore foreign capital leaves the country. This fall in foreign capital leads
to a rise in the domestic marginal productivity of capital leading to an fall in
the foreign assets of domestic residents, which in part offsets the sudden stop.


How do EMEs and DEs vary in this setting, and how does it relate to the
stylized facts shown above?


One explanation is that in most EMEs, the premium is so high that foreign
assets are such that before the sudden stop they should have to be negative to
offset the rise in the premium. If insurance is costly, there is underinsurace.


The alternative explanation is that EMEs have more frequent (and larger)
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shocks to domestic productivity. These shocks lead to co-movements in inflows
and outflows (all rush to the gate), and this would explain the lower negative
correlation in EMEs. Although this explanation is relevant, it is not the full
story. To start, we control for terms of trade shocks. Second, even after we
control for per capita GDP (a good proxy for institutions), countries with
larger foreign assets have a more negative covariance.


The simple framework that follows illustrates these mechanisms.


4.1 A simple model of gross flows


In this section we develop a mean-variance portfolio model to describe changes
in the gross international liabilities and assets of domestic residents in a small
open economy.


We assume that domestic residents have a stock of wealth (Kd) they can
invest at home (Kd


h) or abroad (Kd
a). Gross returns at home (Rd) are a de-


creasing function of total capital (Rd = A − αKT ), an assumption aimed to
capture decreasing marginal returns. Investment abroad yields a fixed return
R∗.


We assume risk neutral international investors, so that the following inter-
national arbitrage condition holds for capital inflows:


A− αKT = R∗ + ρ, (2)


where ρ is the country risk premium, whish we assume is a random variable.
From equation (2), total capital at home (KT ), which we assume is propor-
tional to GDP, will be equal to (A−R∗ + ρ)/α. ρ is the only source of uncer-
tainty in this model. We assume that domestic agents do not observe realized
ρ when deciding their portfolios, but that capital inflows do move according
to changes in ρ.


Domestic residents maximize a mean variance utility function, which after
substituting for returns yields


Kd
hE(A− αKT ) + Kd


aR∗ − 1


2
γ


(
Kd 2


h Var(A− αKT )
)


From the first order conditions we obtain:


Kd
h =


E(ρ)


γVar(ρ)
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Kd
a = Kd − E(ρ)


γVar(ρ)
.


The stock of wealth of domestic residents invested at home is increasing in
the expected level of country’s risk premium and decreasing in its volatility.
This is an intuitive result: domestic agentes must sacrifice higher domestic
returns to diversify. The higher the expected premium, the higher the cost of
diversification.


Using the previous results we have that international liabilities and assets
of domestic residents are:


KT −Kd
h = max


{
A−Rd − ρ


α
− E(ρ)


γVar(ρ)
, 0


}


−Kd
a = min


{
E(ρ)


γVar(ρ)
−Kd, 0


}


Finally we compute capital inflows and outflows (-) taking first differences.
If the country is not up against any of the non-negativity constraint, then
an increase in a country’s expected risk premium implies a fall on capital
inflows that is compensated by a fall on capital outflows (-). For countries
with volatile country risk premium (large Var(ρ)), these changes are larger.
Therefore “international expectations financial shocks” generate a negative
correlation between inflows and outflows. The size of this correlation will be
‘reduced if the initial stock of international assets is limited. This will happen
in countries with low domestic capital or high expected risk premia.


In turn, a shock to A (productivity) will only lead to an change in inflows,
and thus a zero correlation between inflows and outflows. Productivity in our
case is a broad expression for profitability, which also should include other
factors affecting it, such as policies, terms of trade, etc. Hence, we could ex-
pect that emerging market economies have less assets to compensate portfolio
changes, but also they are affected by greater shocks to profitability.


5 Conclusions


When sudden stops are considered to be sharp reversals in the capital account,
we may be combining too many phenomena. In a world of floating exchange
rate, or limited intervention by the central bank, the reversal could be a cur-
rent account reversal.This current account reversal could be the result, for
example, of a change in the terms of trade or productivity. It could be also
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the result of policy factors, such as a change in public savings o exchange rate
misalignments. These are all changes produced in the saving-investment de-
cisions. However, this could be also a phenomenon triggered in the financial
side, that is, capital account drive. There are two alternatives in this case.
It could be a true curtailment of capital inflows, or the decision of domestic
residents to diversify portfolio and invest abroad. Thus, it is difficult to ar-
gue that a capital account reversal, represents necessarily a sudden stop, a
phenomenon that could be very costly for emerging markets.


For this reason we propose, something that we did not do in this paper
to avoid semantic confusión, to focus on sudden stop as cases were there is a
reversal in the capital account and at the same time a sudden stop of capital
inflows. This narrows substantially the number of episodes, focusing on those,
as we reported in this paper, which has the largest output costs and that
should require some form of insurance. There are many cases in which there
are sudden stops of inflows, but compensated by a parallel sudden stop of
outflows. In this case, more commonly observed in DEs, the sudden stop
does not come with a reversal in the capital account, and it responds more
to portfolio diversification. It could be the result also of a retrenchment of
foreign investors, but the country could have enough domestic assets abroad
to compensate this shock without altering substantially net indebtedness. This
is illustrated in our model. That framework also highlights that some reversals
may be the results of changes in profitability, due to changes in fundamental
factors or policy decisiones, or alternatively the inability to offset negative
shocks to inflows with assets held aborad. In this case, the accumulation of
foreign reserves could be an insurance mechanism. However, in order to use
appropriately the insurance, the call is as to whether the change in capital
flows is the result of a current account adjustment or a truly financial shock.
The misinterpretation of the facts may lead to postpone adjustments, and may
end up being more costly.
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Table 1


Sudden Stop 0 1 Total
Guidoti et al


0 1,395 85 1,480
1 38 62 100


Total 1,433 147 1,580


0 834 22 856
1 20 44 64


Total 854 66 920


0 561 63 624
1 18 18 36


Total 579 81 660


DEs


Inflow Stops and Sudden Stops


Inflow Stop


Full Sample


EMEs







Table 2


DE EME EME/DE


Mean Country 0.030 0.047 1.6
Median Country 0.023 0.043 1.9


5th Percentile -0.053 -0.080 1.5
10th Percentile -0.034 -0.050 1.5
25th Percentile -0.014 -0.020 1.4
median 0.000 0.002 12.6


prob (SS a la GSV) 0.055 0.070 1.3
prob (Absolute SS) 0.050 0.079 1.6


S.Dev of D(financial account) by Country


Distribuion of D(financial account ) 


Incidence of Sudden Stops


The Distribution of Changes in the Financial Account







Table 3


EME DE EME-DE Share of (a)


Var (D Non FDI inflows) 25.7 22.0 3.7 0.2
Var (D FDI inflows) 1.5 3.2 -1.6 -0.1
Var (D Outflows) 7.8 16.0 -8.2 -0.5
Cov (D Non FDI inflows, D FDI inflows) 0.4 -1.1 1.5 0.1
Cov (D  Non FDI inflows, D Outflows) -8.5 -25.6 17.0 1.1
Cov (D  FDI inflows, D Outflows) -1.0 -4.4 3.4 0.2


Var (D Financial Account) (a) 26.0 10.1 15.8 1.0


Variance Decomposition







Table 4


group DE EME EME/DE DE EME EME/DE
(1) (2) (3) (4) (5) (6)


S. Dev 0.05 0.05 1.07 0.06 0.08 1.26
5th Percentile -0.07 -0.08 1.06 -0.10 -0.11 1.13
25th Percentile -0.02 -0.02 0.91 -0.03 -0.03 1.03
Median 0.00 0.00 -- 0.00 0.00 --
P(z)<-0.05 0.10 0.09 0.97


S. Dev 0.05 0.05 1.08 0.07 0.09 1.34
5th Percentile -0.06 -0.08 1.17 -0.11 -0.13 1.22
25th Percentile -0.02 -0.02 0.81 -0.04 -0.04 1.05
Median 0.00 0.00 -- 0.00 0.00 --
P(z)<-0.05 0.09 0.08 0.92


S. Dev 0.02 0.01 0.70 0.14 0.18 1.29
5th Percentile -0.02 -0.02 0.94 -0.16 -0.18 1.07
25th Percentile 0.00 0.00 0.98 -0.06 -0.05 0.95
Median 0.00 0.00 -- -0.01 -0.01 --
P(z)<-0.05 0.01 0.00 0.30


D Non FDI Inflows


D Inflows


Characterizing Capital Inflows in Industrial and Emerging Economies


D  FDI Inflows


Scaled by trend GDP Scaled by Stocks of Libilities (assets)







Table 5


Var (D financial account -59.804 *


Var (D Non FDI inflows) 3.113
Var (D FDI inflows) 6.841 *
Var (D Outflows) 29.175 *
Cov (D Non FDI inflows, D Outflows) -40.015 *
Cov (D FDI inflows, D Outflows) -6.529 *


Variance, Covariance and Income Per Capita







Table 6


Estimated Standard
Coeficients Errors N R2 EME DE 75-89 90-04 SS=1 SS=0


1 0.842 [0.051]*** 781 0.7 x x x x x
2 0.395 [0.042]*** 506 0.34 x x x x x
3 0.945 [0.043]*** 342 0.84 x x x x
4 0.789 [0.071]*** 439 0.63 x x x x
5 0.724 [0.064]*** 236 0.6 x x x x
6 0.322 [0.044]*** 270 0.28 x x x x
7 0.631 [0.123]*** 64 0.63 x x x x
8 0.740 [0.069]*** 717 0.58 x x x x
9 0.219 [0.085]** 31 0.28 x x x x


10 0.301 [0.035]*** 475 0.24 x x x x


1 0.828 [0.048]*** 781 0.73 x x x x x
2 0.379 [0.039]*** 506 0.34 x x x x x
3 0.935 [0.043]*** 342 0.87 x x x x
4 0.776 [0.065]*** 439 0.67 x x x x
5 0.726 [0.062]*** 236 0.62 x x x x
6 0.309 [0.041]*** 270 0.29 x x x x
7 0.649 [0.130]*** 64 0.64 x x x x
8 0.733 [0.062]*** 717 0.62 x x x x
9 0.221 [0.080]*** 31 0.31 x x x x


10 0.293 [0.033]*** 475 0.26 x x x x


Robust standard errors in brackets.  * significant at 10%; ** significant at 5%; *** significant at 1%


Changes in the Financial Account and Changes in Inflows


Dependent variable in all regression is D financial account


Panel A: RHS variables is Non  FDI Inflows


Panel B: RHS variables is  Inflows


Regresion Results
Group Period SS episodes


Sample







Table 7


(1) (2) (3) (4) (5) (6)


Interactions
D Inflows -0.204 -0.163 -0.217 -0.104 -0.073 -0.131
x ln (GDP) (-1) [0.028]*** [0.082]** [0.034]*** [0.048]** [0.091] [0.057]**


D Inflows -0.199 -0.195 -0.208
x Gross Assets to GDP (-1) [0.054]*** [0.073]*** [0.049]***


Main effects
D Inflows 0.7 0.732 0.709 0.764 0.787 0.81


[0.034]*** [0.055]*** [0.060]*** [0.023]*** [0.047]*** [0.108]***


ln (GDP) (-1) 0 0 0 0.001 0 0
[0.001] [0.001] [0.002] [0.001] [0.001] [0.003]


Gross Assets to GDP (-1) -0.001 -0.001 -0.002
[0.001] [0.002] [0.001]


Interactions
D Inflows -0.204 -0.162 -0.202 -0.104 -0.073 -0.121
x ln (GDP) (-1) [0.025]*** [0.075]** [0.032]*** [0.042]** [0.084] [0.042]***


D Inflows -0.2 -0.185 -0.234
x Gross Assets to GDP (-1) [0.047]*** [0.069]*** [0.048]***


Main effects
D Inflows 0.686 0.722 0.667 0.753 0.776 0.812


[0.031]*** [0.052]*** [0.055]*** [0.022]*** [0.045]*** [0.093]***


ln (GDP) (-1) 0 0 0 0.001 0 0
[0.001] [0.001] [0.002] [0.001] [0.001] [0.003]


Gross Assets to GDP (-1) -0.001 0 -0.002
[0.001] [0.002] [0.001]


N 1278 772 506 1271 770 501
Sample All EME DE All EME DE


Robust standard errors in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%


Panel B: Inflows are D all inflows over trend GDP


Panel A: Inflows are D non FDI inflows over trend GDP


Dependent Variable: D Net Financial Account


Baseline Regression: Changes in Net Financial Account and Changes in Gross Inflows







Table 8


(1) (2) (3) (4) (5) (6)


Interactions
SS Inflows -0.37 -0.308 -0.53 -0.022 0.041 -0.033
x ln (GDP) (-1) [0.118]*** [0.247] [0.307]* [0.158] [0.266] [0.440]


SS Inflows -0.827 -1.162 -0.433
x Gross Assets to GDP (-1) [0.251]*** [0.400]*** [0.320]


Main effects
SS Inflows 2.155 2.168 2.413 2.326 2.377 2.064


[0.147]*** [0.247]*** [0.446]*** [0.174]*** [0.271]*** [0.629]***


ln (GDP) (-1) 0.016 0.043 -0.048 -0.073 -0.106 -0.11
[0.058] [0.122] [0.203] [0.077] [0.152] [0.232]


Gross Assets to GDP (-1) 0.245 0.444 0.005
[0.106]** [0.158]*** [0.131]


Interactions
SS Inflows -0.32 -0.322 -0.446 0.064 0.06 0.125
x ln (GDP) (-1) [0.114]*** [0.246] [0.303] [0.145] [0.268] [0.416]


SS Inflows -1.046 -1.355 -0.718
x Gross Assets to GDP (-1) [0.244]*** [0.425]*** [0.279]**


Main effects
SS Inflows 2.189 2.154 2.424 2.429 2.448 2.108


[0.143]*** [0.247]*** [0.439]*** [0.172]*** [0.282]*** [0.629]***


ln (GDP) (-1) 0.014 0.062 -0.102 -0.12 -0.09 -0.235
[0.061] [0.135] [0.200] [0.078] [0.165] [0.197]


Gross Assets to GDP (-1) 0.358 0.456 0.217
[0.114]*** [0.177]** [0.128]*


N 1411 876 535 1368 844 524
Sample All EME DE All EME DE


Robust standard errors in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%


Dependent Variable: Sudden Stop Dummy


Panel A: RHS variables are sudden stops  in non FDI inflows


Panel B: RHS variables are sudden stops in total inflows


Sudden Stops and Inflow Stops: Probit Estimation







Table 9


(1) (2) (3) (4)


D Inflows -0.201 -0.2 -0.101 -0.1
x ln (GDP) (-1) [0.028]*** [0.028]*** [0.048]** [0.048]**


D Inflows -0.2 -0.201
x Gross Assets to GDP (-1) [0.053]*** [0.053]***


Terms of trade Shock -0.029 -0.029
x rho [0.012]** [0.011]***


Terms of trade Shock -0.069 -0.069
[0.032]** [0.031]**


Terms of trade Shock 0.049 0.049
x I(EME) [0.033] [0.032]


D Inflows -0.202 -0.202 -0.101 -0.1
x ln (GDP) (-1) [0.025]*** [0.025]*** [0.042]** [0.042]**


D Inflows -0.2 -0.201
x Gross Assets to GDP (-1) [0.047]*** [0.047]***


Terms of trade Shock -0.035 -0.035
x rho [0.011]*** [0.011]***


Terms of trade Shock 0 -0.07 -0.071
0 [0.030]** [0.029]**


Terms of trade Shock 0 0.045 0.046
x I(EME) 0 [0.031] [0.030]


N 1270 1270 1264 1264
Sample All All All All


Dependent Variable: D Net Financial Account over trend GDP


Panel B: Inflows are D all inflows over trend GDP


Panel A: Inflows are D non FDI inflows over trend GDP


Changes in Net Financial Account and Changes in Gross Inflows - Controling for Terms of Trade







Table 10


(1) (2) (3) (4) (5)


ln(embi) -0.3 -0.219 -0.178 -0.245 -0.107
[0.155]* [0.186] [0.123] [0.144] [0.034]***


ln(gdp per capita) 0.128 0.123 0.081
[0.159] [0.109] [0.121]


N 22 22 156 153 156
R2 0.16 0.19 0.17 0.21 0.89
Sample Year=2001 Year=2001 All All All
Country FE No No No No Yes
Clustered SE No No Yes Yes No


Standard errors in brackets
* significant at 10%; ** significant at 5%; *** significant at 1%


Dependent Variable is External  Assets over GDP


Determinants of Gross International Asset Positions
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Figure 2


Changes in the Finacial Account as Changes in Inflows and Outflows







Figure 3


Histogram of Reversals by Grouped by Cause







Figure 4


Sudden Stop and Sudden Start Episodes







Figure 5
Gross and Net Inflows: EMEs and DEs
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Figure  6


Inflows and Sudden Stops: Four Emblematic Episodes


-.2
-.


1
0


.1
.2


.3


1978 1980 1982 1984 1986
year


Non FDI Inflows FDI Inflows
Outflows


Chile 1982
-.1


0
.1


.2
.3


1992 1994 1996 1998 2000 2002
year


Non FDI Inflows FDI Inflows
Outflows


Thailand 1997


-.0
5


0
.0


5
.1


1990 1995 2000
year


Non FDI Inflows FDI Inflows
Outflows


Mexico 1994


-.1
5


-.
1


-.0
5


0
.0


5
.1


1994 1996 1998 2000 2002
year


Non FDI Inflows FDI Inflows
Outflows


Russia 1998







Figure 7
Gross Inflows: EMEs and Des
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Figure 8
Gross Inflows and Outflows 1999-2004
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Figure 9


Cumulative Distributions: Financial Account, Gross Inflows and Non FDI Inflows
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Country
1 Algeria 28 Jordan
2 Argentina 29 Korea
3 Australia 30 Malaysia
4 Austria 31 Mexico
5 Belgium 32 Morocco
6 Brazil 33 Netherlands
7 Bulgaria 34 NewZealand
8 Canada 35 Nigeria
9 Chile 36 Norway


10 Colombia 37 Pakistan
11 CostaRica 38 Peru
12 Coted'Ivoire 39 Philippines
13 Croatia 40 Poland
14 Denmark 41 Portugal
15 DominicanRepublic 42 Russia
16 Ecuador 43 SouthAfrica
17 Egypt 44 Spain
18 Finland 45 Sweden
19 France 46 Switzerland
20 Germany 47 Thailand
21 Hungary 48 Tunisia
22 Iceland 49 Turkey
23 India 50 UnitedKingdom
24 Indonesia 51 UnitedStates
25 Ireland 52 Uruguay
26 Italy 53 Venezuela,RB
27 Japan


Appendix A: List of Countries







Trend GDP 1
Current GDP 0.9414 1
Lagged GDP 0.9079 0.9217 1
3 year MA of GDP 0.9590 0.9414 0.9473 1


Mean 0.000 -0.001 -0.001 -0.002
St. Dev 0.044 0.046 0.050 0.048
Min -0.336 -0.367 -0.449 -0.282
Max 0.345 0.463 0.461 0.367


Appendix B: Alternative Scaling for Financial Account
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Abstract


In this paper we use a quantitative model to explore the potential frictions that


distinguish emerging market business cycles from developed small open economies. Fol-


lowing Aguiar and Gopinath (2006a) we allow total factor productivity (TFP) to have a


stationary and an integrated component. We also allow for shocks to the consumption


and investment euler equations that operate through the interest rate. These “wedges”


represent changes in the intertemporal marginal rate of transformation, which may be


due to changes in observed interest rates, unobserved borrowing constraints, or other


financial frictions. We estimate the model using data from Mexico and Canada. We


show that interest rate shocks orthogonal to domestic TFP fail to explain the behav-


ior of emerging markets. We then allow for interest rates to respond to/co-vary with


productivity shocks. We find that emerging market business cycles appear to be driven
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by large shocks to trend income combined with relatively small transitory shocks that


co-vary with the interest rate.
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1 Introduction


Business cycles in Emerging Markets are characterized by high levels of volatility in income,


investment and net exports. Consumption is more volatile than income and net exports


are highly counter-cyclical. These facts are summarized in Aguiar and Gopinath (2006a,


henceforth AG (2006a)). Further, the interest rates faced by these economies are highly


volatile and negatively correlated with income. These features of the interest rate process


are summarized in Neumeyer and Perri (2005). In this paper we adopt a standard stochastic


small open economy business cycle model and allow the economy to be driven by produc-


tivity shocks that have permanent and transitory components as well as by shocks to the


interest rate process. We then estimate the role of the different processes in explaining the


business cycle behavior of emerging markets.


In AG (2006a), we examined an economy driven exclusively by shocks to productivity.


Productivity shocks in this context may be viewed as manifestations of deeper frictions in


the economy such as changes in monetary, fiscal and trade policies. For instance, Restuccia


and Schmitz (2004) provide evidence of a 50% drop in productivity within five years in the


petroleum industry in Venezuela following its nationalization in 1975. Conversely, Schmitz


and Teixeira (2004) document almost a doubling of productivity in the Brazilian Iron-Ore


Industry following its privatization in 1991. It is such dramatic changes in productivity


following reforms and undoing of reforms that we view as characterizing emerging markets.


In this set-up we provided a methodology for identifying the role of transitory versus trend


shocks in explaining business cycles. The procedure relied on using the intuition behind the


permanent income hypothesis.


In AG (2006a), we adopted the standard small open economy assumption and modelled


the interest rate as an exogenous international risk-free rate, which we held constant. In this


environment the economy always repays its debt and there is never any default. In Aguiar


and Gopinath (2006b)we allow explicitly for default in an Eaton and Gersovitz set-up. We


specified an endowment economy driven by trend and stationary shocks. We show that
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incorporating trend shocks is important in generating empirically plausible rates of default


as well as simultaneously matching key correlations between the interest rate, output, and


the current account.


In this paper, we extend AG (2006a) to allow for a stochastic interest rate process. We


will consider three specifications. The first is the case of exogenous interest rate shocks that


are independent of the productivity shocks. The second is the case where in addition to


independent shocks the interest rate responds to transitory productivity shocks. The third


case is where the interest rate also responds to trend productivity shocks. We will assume


a reduced form specification for all these processes and provide intuition for the nature of


the process.


It is important to note that we estimate the interest rate process from the Euler Equa-


tions and do not use observed interest rates. This mirrors our treatment of productivity


shocks. We do this for two reasons. Firstly, the observed rates are not risk free rates given


the probability of default. The promised rate observed in the data may therefore not be the


relevant real rate governing behavior.1 Secondly, agents may be constrained in their access


to financial markets. In that case, there is an implicit Lagrange multiplier that governs the


consumption/investment decision rather than the observed market rate. Our estimation


will pick up fluctuations in this multiplier. This approach is different from the work of


Neumeyer and Perri (2005) in that NP take the observed interest rate process and feed this


into the economy. This assumes that the euler equation with repayment is always satisfied


at the observed interest rates.


We show that the model with interest rate shocks that are orthogonal to productivity


shocks does poorly in matching the features of the data for emerging market countries.


Movements in the interest rate affect consumption and investment by setting the price for


intertemporal substitution. An increase in the interest rate reduces consumption relative to


the future as it increases the incentive to save. It also reduces investment as the return from
1See Aguiar and Gopinath (2006b), Arellano (2006), Yue (2006) for explicit models of default.
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investing in the bond is higher. Since in this exercise interest rate shocks are orthogonal to


productivity shocks, the correlation between consumption and income and investment and


income is low, contrary to the data. The response of output, on impact, to a rise in the


interest rate will be small as productivity has not changed and capital takes time to adjust.


Moreover, when consumption and leisure are non-separable, labor supply rises in response


to a drop in consumption which generates an increase in output, which is counterfactual


given that high interest rate periods have been associated with large declines in output.


It is clearly the case that interest rate shocks that are not associated with movements in


productivity will perform poorly in matching the facts for emerging markets. This point is


similar in spirit to the work of Neumeyer and Perri (2005) and Chari and Kehoe (2006).


We next allow the interest rate to respond to productivity shocks—both transitory and


trend shocks. The data suggest that a high level of productivity should be associated


with a lower interest rate. A positive shock to productivity raises consumption and the


increase is amplified by the contemporaneous decline in interest rates. This increases the


relative volatility of consumption for a given income process. Also, investment increases


following the rise in productivity and decline in interest rates. This implies that net-


exports decrease and therefore is negatively correlated with income. The precise moments


of the stationary distribution will depend on the persistence in the income and interest rate


process. For reasons explained below, the model performs better when the interest rate


primarily responds to the transitory income shock.


Lastly, we use GMM and data from Mexico to estimate the parameters of a model that


allows for both exogenous interest rate shocks and productivity shocks and for the interest


rate shock to respond to the transitory income shock. In the benchmark case, where the


model allows only for productivity shocks the random walk component of the Solow residual


is estimated to be 1.02. In AG (2006a) we showed that the random walk component for


Canada was far lower at 0.5. In the case where we allow for the richer specification with


interest rate shocks we estimate the random walk component to be essentially the same at


1.01. This supports the conclusions in AG (2006a) that emerging markets are subject to
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more volatile trend shocks as compared to developed markets. We also find evidence of a


small negative covariance between productivity shocks and the implied interest rate.


We also present here evidence that Chile has features similar to other emerging markets


documented in AG (2006a).2 The correlation between HP-filtered net exports as a ratio


of GDP and HP-filtered log of GDP is -0.82 for Chile. There does not exist a quarterly


series on private consumption before 1996. For the 10 years from 1996-2006 the volatility


of HP-filtered log GDP is 1.63 compared to a volatility of 1.89 for HP-filtered log of private


consumption. This is similar to other emerging markets, which on average experience


consumption volatility that exceeds the volatility of income and net exports that are highly


counter-cyclical.


In Section 2 we describe the stochastic growth model. In Section 3 we describe the


identification strategy and provide intuition by presenting impulse responses to various


shocks. Lastly, in Section 4 we describe the results from a GMM estimation of the model.


2 Stochastic Growth Model


The model here is reproduced from AG (2006a) and augmented to include a stochastic


interest rate process. Technology is characterized by a Cobb-Douglas production function


that uses capital, Kt, and labor, Lt, as inputs


Yt = eztK1−α
t (ΓtLt)α, (1)


where α ∈ (0, 1) represents labor’s share of output. The parameters zt and Γt represent pro-


ductivity processes. The two productivity processes are characterized by different stochastic


properties. Specifically, zt follows an AR(1) process


zt = ρzzt−1 + εzt (2)
2We thank David Rappoport for providing us with this data


6







with |ρz| < 1, and εzt represents iid draws from a normal distribution with zero mean and


standard deviation σz.


The parameter Γt represents the cumulative product of “growth” shocks. In particular,


Γt = egtΓt−1 =
t∏


s=0


egs


gt = (1− ρg)µg + ρggt−1 + εgt ,


where |ρg| < 1 and εgt represents iid draws from a normal distribution with zero mean and


standard deviation σg. The term µg represents productivity’s long-run mean growth rate.


We loosely refer to the realizations of g as the growth shocks as they constitute the stochastic


trend of productivity. We use separate notation for shocks to the level of productivity (zt)


and the growth of productivity (gt) to simplify exposition and calibration.


Given that a realization of g permanently influences Γ, output is nonstationary with a


stochastic trend. For any variable x, we introduce a hat to denote its detrended counterpart:


x̂t ≡
xt


Γt−1
.


Note that we normalize by trend productivity through period t − 1. This insures that if


xt is in the agent’s information set as of time t − 1, so is x̂t. The solution to the model is


invariant to the choice of normalization.


Period utility is Cobb-Douglas,


ut =


(
Cγ


t (1− Lt)
1−γ
)1−σ


1− σ
(3)


where 0 < γ < 1. For well-behaved consumption of the linearized model in the steady state


we require β(1 + r∗) = µ
1−γ(1−σ)
g .


The equilibrium is characterized by maximizing the present discounted value of utility


subject to the production function (1) and the per-period resource constraint:


Ct +Kt+1 = Yt + (1− δ)Kt −
φ


2


(
Kt+1


Kt
− µg


)2


Kt −Bt + qtBt+1. (4)
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Capital depreciates at the rate δ and changes to the capital stock entail a quadratic adjust-


ment cost φ
2


(
Kt+1


Kt
− µg


)2
Kt. We assume international financial transactions are restricted


to one-period, risk-free bonds. The level of debt due in period t is denoted Bt and qt is the


time t price of debt due in period t+ 1.


Fluctuations in the price of debt, qt, will be our focus. We assume that the interest


rate is potentially driven by an exogenous process rt as well as the domestic TFP shocks.


Specifically, the price of debt q is given by the expression below.


1
qt


= 1 + r∗ + e{rt+azzt+ag(gt−µg)} + ψ


[
e


Bt+1
Γt


−b − 1
]
, (5)


where


rt = ρrrt−1 + εrt . (6)


The world interest rate is held constant at r∗. The country-specific shock to the interest rate


is given by εrt , which is orthogonal to z and g. The induced process rt has an autocorrelation


coefficient ρr and a long run mean of zero. The parameters az and ag capture the sensitivity


of the interest rate to the the transitory productivity shock and the trend productivity shock,


respectively. We should note that the correlation of the interest rate and productivity does


not imply a direction of causation between the two. See Aguiar and Gopinath (2006b) for a


model in which exogenous domestic productivity shocks drive an endogenous interest rate,


while Neumeyer and Perri (2005) present a model in which exogenous (foreign) interest rate


shocks drive domestic TFP. b represents the steady-state level of debt, and ψ > 0 governs


the elasticity of the interest rate to changes in indebtedness. This sensitivity to the level


of outstanding debt, takes the form used in Schmitt-Grohe and Uribe (2003).3 In choosing
3This adjustment is typically motivated by the need to make assets in the linearized model stationary. An


alternative is to recognize that we are linearly approximating a non-linear economy for which a stationary


distribution exists (for example, due to borrowing constraints and a world equilibrium interest that is lower


than the discount rate, as in Aiyagari 1994). Quantitatively, since the elasticity of interest rate to changes in


indebtedness is set close to 0 (0.001 to be exact), there is a negligible difference between the two approaches


in terms of the HP-filtered or first-differenced moments of the model.
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the optimal amount of debt, the representative agent does not internalize the fact that she


faces an upward-sloping supply of loans.


In normalized form, the representative agent’s problem can be stated recursively:


V (K̂, B̂, z, g, r) = max
{Ĉ,L,K̂′,B̂′}



(
Ĉγ (1− L)1−γ


)1−σ


1− σ
+ βegγ(1−σ)EV (K̂ ′, B̂′, z′, g′, r′)


 (7)


s.t. Ĉ + egK̂ ′ = Ŷ + (1− δ)K̂ − φ


2


(
eg
K̂ ′


K̂
− eµg


)2


K̂ − B̂ + egqB̂′. (8)


The evolution of the capital stock is given by,


egK̂ ′ = (1− δ) K̂ + X̂ − φ


2


(
K̂ ′


K̂
eg − eµg


)2


K̂. (9)


Given an initial capital stock, K̂0, and debt level, B̂0, the behavior of the economy is


characterized by the first-order conditions of the problem (7), the technology (1) and budget


(8) constraints, and the transversality conditions.


We solve the normalized model numerically by log-linearizing the first-order conditions


and resource constraints around the deterministic steady state. Given a solution to the


normalized equations, we can recover the path of the non-normalized equilibrium by mul-


tiplying through by Γt−1. We also compute the theoretical moments of the model from the


coefficients of the linearized solution.


3 Identification


The primary goal of this paper is to assess the relative importance of interest rate shocks,


transitory productivity shocks and permanent shocks to productivity in explaining the


behavior of emerging markets. In AG (2006a) we described the methodology of exploiting


decisions by informed, optimizing agents to identify the underlying shock process. In this


paper, we extend that methodology to accommodate a richer process for the interest rate.
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The methodology we employ selects parameters of the model to match key moments


of the data. Below, we discuss which moments are particularly useful in identifying the


parameters of interest. However, we note from the start that we do not use market interest


rates on sovereign debt. The reason is that those interest rates represent the price of a


defaultable bond. This is a different asset than that modelled above. To see this, consider


the Euler Equation for bonds from the above model:


β


q
E
uc′


uc
= 1. (10)


Note that while consumption is stochastic, the interest rate paid (conditional on information


at the time of borrowing) is deterministic. In a model with defualtable debt, the consumer


pays the interest rate conditional on no-default, and pays zero (or some fraction) if default


occurs. Therefore, the observed market interest rate cannot be used directly in a simple


Euler Equation, but must be combined with a full specification of in which states default


occurs and what payments are made conditional on default.


Our interest rate process q can be viewed as a wedge in the Euler Equations for con-


sumption and investment. Our estimation will then back out the parameters governing


the stochastic process of this wedge. In this sense, it is similar to the exercise of Chari,


Kehoe, and McGrattan (forthcoming). It also captures unobserved frictions (to a linear ap-


proximation) such as additional borrowing costs or constraints beyond the market interest


rate.


3.1 Interest Rates Shocks Orthogonal to Productivity Shocks


We begin with an exploration of uncorrelated interest rate shocks. That is, shocks to


the interest rate that are orthogonal to total factor productivity. Changes to the inter-


est rate induce changes to consumption and investment for a given path of income due to


inter-temporal substitution. This will raise the relative volatility of consumption and in-


vestment. Therefore, such shocks have the potential to explain the relatively high volatility


of consumption in emerging markets.
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However, by introducing shocks that move consumption and investment independently of


income reduces the covariance of consumption and investment with income. This generates


counterfactual implications for the cyclicality of net exports.


Figure 1 plots the impulse response of consumption, investment, net exports, and income


to a one percent shock to εr. We set ρr = 0.9. As expected, an increase in the interest rate


leads to a drop in consumption, with an initial decline of roughly 3 percent. Investment


declines in an even more dramatic fashion. Output remains steady, declining slightly over


the path due to the lagged declines in investment. This leads to a jump in net exports.


To see how orthogonal interest rate shocks affect key moments of the simulated model,


consider a model in which we set az = ag = 0, but set σr ≡ stdev(εr) > 0. To be precise, we


consider models with various σr ranging from zero to one percent. For each environment,


we compute key moments of the simulated economy and plot them in Figure 2. We fix all


other parameters. We also set γ = 1 so that labor supply is fixed. All moments refer to HP-


filtered variables. In Panel A of Figure 2 we see how the relative variance of consumption,


investment, and net exports increases as we increase σr. This corresponds to the above


intuition. In Panel B, we see that net exports become more pro-cyclical as we increase σr.


This takes us further from the data. Correspondingly, consumption, investment become less


correlated with income. This is because a positive interest rate shock lowers consumption


and investment. As TFP has not changed, this reduces the correlation with income. In fact,


when consumption and leisure are nonseparable, the decreased consumption is associated


with higher labor and therefore higher income, inducing a negative correlation between


consumption and income. In this set-up, a crisis which is associated with a large increase


in interest rates, will reduce consumption but raise output, which is completely counter-


factual.


It is clearly the case that exogenous interest rate shocks will do poorly in explaining


the behave of emerging markets. It will be hard to generate the large counter-cyclicality in


the current accounts and the much larger responsiveness of consumption relative to income.
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This argument is in line with the results in Neumeyer and Perri (2005) and Chari and Kehoe


(2006). A model where the interest rate process does not show up as affecting productivity


will have little hope of matching moments of the business cycle.


3.2 Interest Rate that Co-vary with Productivity Shocks


From the previous section it is clear that we need to interact the interest rate shock with


the productivity shock. As we have two productivity processes, there are two dimensions


along which we can link the interest rate and productivity. We begin by setting ag = 0 and


considering the link between transitory productivity shocks and the interest rate. We then


set az equal to 0 and assume the interest rate responds only to the permanent shock g.


To gain some intuition, in Figure 3 we plot the impulse response of consumption and


income to a shock to εz when az = 0 and when az = −0.1. This latter case generates a fall


in the interest rate when productivity increases. This can be an implication of the Eaton


Gersovitz style models of default in which default occurs during low income realizations (see


Aguiar and Gopinath (2006b) and Arellano (2004)). With persistent shocks, a high shock


today implies on average high shocks tomorrow and a correspondingly low probability of


default. This generates a negative relationship between productivity and the interest rate.


For the benchmark case of az = 0, we see the standard consumption smoothing result —


consumption increases, but income increases much more. The case of az < 0 combines the


income response with a substitution response that favors initial consumption. This generates


a larger initial jump in consumption and a subsequent declining profile of consumption.


Given the transitory nature of the shock, the net effect is that consumption tracks the


shape of the income impulse response. Not depicted is the response of investment, which


has a similar intuition as consumption.


The impulse responses indicate that allowing the interest rate and productivity to co-


move overcome some of the limitation of transitory productivity. Namely, consumption
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and investment respond more to income and in a way that makes net exports negatively


associated with income. To see how this extension affects business cycle moments, we plot


the key moments as a function of az in Figure 4. As az becomes increasingly negative,


this raises the volatility of consumption relative to income. A positive productivity shock


lowers interest rates, generating an increase in consumption above and beyond the income


effect. Unlike the orthogonal interest rate process of Figure 2, the additional consumption


volatility increases the correlation of consumption and income. This effect is driven by the


fact that the interest rate moves one-for-one with productivity. A similar story holds for


investment. These effects make net export countercyclical, a key feature of the data for


emerging markets.


As noted above, an alternative approach is to allow the interest rate to respond to


permanent productivity shocks, i.e. ag < 0. In Figure 5 we plot the impulse response to


a shock to εg in the benchmark case and in the case when ag = −1. Given that g has a


permanent effect on income, we see that consumption responds strongly to the initial shock


in the benchmark case, exceeding the initial response of income. Allowing the interest rate


to respond as well heightens the initial response of consumption. However, subsequently,


the interest falls back quickly to its initial level as g is nearly iid. This generates a sharp


fall in consumption and then a levelling out. However, income jumps and then continues


to rise in response to a growth shock. Therefore, allowing ag < 0 lowers the correlation of


consumption with income, taking us further from the data.


This effect can be seen clearly in Figure 6. As we increase ag (in absolute value),


while the variance of consumption and investment increase, the correlations with income


at business cycle frequencies fall. This reduces the cyclicality of net exports, drawing us


further from the data.


The poor performance of the model with ag < 0 is due to the fact that growth rates have


little persistence, generating interest rates with little persistence. An alternative would be


that interest rates are a function of the level of the stochastic trend Γ. However, this would
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imply a nonstationary interest rate.


3.3 Productivity Shocks Alone


AG (2006a) considered a model in which ag = az = 0. We briefly summarize the intuition


behind the identification of the relative variance σg/σz. In response to a transitory shock


to productivity, agents increase consumption, but by less than the increase in income since


they expect income to be lower in the future and by saving they can smooth consumption.


On the other hand, if the economy is hit by a growth shock which implies permanently


higher income and depending on the persistence of the growth shock an upward sloping


profile of income the agents will increase consumption by at least as much as the increase


in income. Therefore consumption is more volatile relative to income in the world with


permanent shocks relative to transitory shocks. This is difference in the response of σc is


observed in figure 7).


Therefore, by observing the behavior of consumption we can infer the relative impor-


tance of trend versus transitory shocks. Similarly, it follows that given the response of


consumption and we should expect net exports to be far more countercyclical for the econ-


omy with trend shocks and the moment on net exports can be used to identify the underlying


productivity shock.


3.4 Identification Strategy


Given the above results, we restrict σr = ag = 0. That is, we consider a model in which


the interest rate co-varies with transitory productivity shocks and allow for both transitory


and trend shocks to productivity. The patterns depicted in figures 4 and 7 indicate how we


can identify the key parameters. Increases in the magnitude of az and σg/σz have a similar


impact on the cyclicality of the current account. However, while both raise the relative


volatility of consumption, net exports, and investment, the relationships differ. Figure 4
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indicate that az has an almost linear effect on the relative variances, while figure 7 indicates


that the impact of σg/σz eventually dies out. In particular, for large enough az, the relative


volatility of net exports exceeds that of consumption. This reflects the differential sensitivity


of investment and consumption to interest rate shocks. Therefore, the empirical moments


of σ(c) and σ(nx) combined with the empirical covariance of net exports with output pin


down the relative magnitudes of az and σg/σz. Given the relative variance of trend and


transitory shocks, the level of income volatility then identifies the level of σz and σg.


4 Estimates


Following the above identification strategy, in this section we estimate σg, σz, and az by


matching the following (HP-filtered) moments of the data: the standard deviations of in-


come, consumption, and net exports, as well as the covariance of net exports with income.


We use data from Mexico as a representative emerging market and Canada as a repre-


sentative developed open economy. We fix other parameters at the values listed in Table


5


For each set of estimates, we report the relative importance of the random walk com-


ponent of productivity. Beveridge-Nelson (1981) showed that any I(1) series can be decom-


posed into a trend and stationary component. A natural measure of the importance of the


trend component is the ratio of the variance of the growth rate of the trend component to


the growth rate of total TFP.


σ2
∆τ


σ2
∆TFP


=
α2σ2


g


(1− ρg)2σ2
∆TFP


=


α2σ2
g


(1−ρg)2


[ 2σ2
z


1+ρz
+ α2σ2


g


1−ρ2
g
]


(11)


We report the estimates for σg, σz and az in Table 5. In the columns denoted “bench-


mark” we restrict az = 0. This corresponds to the benchmark model of AG (2006a). The


other columns estimate az. The first two columns consider a model in which labor is sup-


plied exogenously. This corresponds to setting the Cobb-Douglas preference parameter on
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consumption (γ) to one, so that leisure does not enter utility. The next two columns allow


labor supply to vary endogenously, setting γ = 0.36. The final two columns estimate the


model using Canadian data.


For the benchmark model using Mexican data (column 1), we see that σg is larger than


σz and that the relative contribution of the random walk component to TFP is 1.02. This is


similar to the results reported in AG (2006a). In the second column of Table 2, we estimate


az along with σz and σg. We find that az < 0, although we cannot reject az = 0 at standard


significance levels. Even allowing for interest rate shocks, we estimate a relatively large σg,


with the contribution of the random walk component estimated to be 1.01.


Allowing labor supply to vary endogenously does not overturn this pattern. In both


specifications, the random walk component of productivity is estimated to be roughly 1.0.


The coefficient az is estimated to be small.


The case of Canada indicates a relatively small random walk component. In both


specifications, we estimate the relative random walk component to be 0.4. The coefficient


az is also estimated to be small and not significantly different from zero.


In Table 5 we report the implied business cycle moments from the estimated models


along with the corresponding empirical moments from Mexico and Canada. The implied


moments for Mexico correspond to the first two columns of Table 5. In respect to Mexico,


we see that both models perform well in matching key features of the data. The empirical


relative volatility of consumption is 1.3, while the models with and without interest rate


shocks both generate relative variances of 1.1. The cyclicality of net exports is -0.8 in the


data and is -0.7 and -0.6 in the models without and with interest rate shocks, respectively.


In general, allowing for interest rate shocks does not markedly improve the fit of the model.


A similar story holds for Canada, as seen in the final columns of Table 5.


In the specification with interest rate shocks, we see that interest rates are countercyclical


in Mexico and procyclical in Canada. However, the variance of the implied interest rates


is negligible. This reflects that while consumption is volatile in emerging markets, it is not
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driven by inter-temporal substitution, but rather by income shocks.


5 Discussion and Conclusion


Emerging Markets are characterized by large volatility in their income and consumption


and large countercyclicality in net exports as compared to developed small open economies.


They also face a volatile interest rate process that is negatively correlated with the level of


GDP in these economies. There is a large amount of literature that attempts to explain


these features of the data and infer the importance of productivity and interest rate shocks


in explaining the patterns observed in the data. In this paper we perform a similar exercise


by extending the framework in AG(2006a) which allowed only for productivity shocks to one


that allows for a richer specification of interest rate shocks and for the interaction between


productivity and interest rate shocks.


One finding, which supports other evidence in the literature, is that interest rate shocks


that do not effect productivity cannot be the main explanation for the business cycles


of emerging markets. These markets are characterized by large movements in output at


business cycle frequencies that are associated with large movements in the solow resid-


ual. Accordingly, interest rate shocks alone will do little to explain these large movements


in output. It is important to uncover channels through which interest rate shocks effect


productivity.


If the interest rate is negatively correlated with the productivity shock, then, we show


that interest rates can indeed play an important role. It can explain, at least qualitatively,


a consumption process that is more volatile than income and counter-cyclical net exports.


When we estimate the model to allow for the interaction between interest rates and produc-


tivity we find a ssmall negative correlation between productivity and interest rates. We also


find that, even in this framework, we obtain a large role for trend shocks which supports the


main result in AAG (2006a) that an important characteristic of emerging markets is that
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shocks to trend productivity play a predominant role in explaining movements at business


cycle frequencies, unlike developed markets.


In this paper we have taken a reduced form approach to modelling both the interest


rate process and productivity shocks. Future work should examine the structural features of


emerging markets that give rise to the particular form of these processes. In AG (2006b) we


explore a model with Eaton-Gersovitz style endogenous default. While this approach does


generate default in equilibrium and can generate a countercyclical interest rate process, it


fails to generate sufficient volatility in the interest rate process. Further research is required


to understand the source of the volatility in the interest rate process.
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Table 1: Benchmark Parameter Values


Time Preference Rate β 0.98


Coefficient of Relative Risk Aversion σ 2


Cobb-Douglas Utility Parameter γ 1, 0.36


Steady State Debt to GDP b 10%


Coeff. on Interest Rate Premium Ψ 0.001


Labor Exponent (Production) α 0.68


Depreciation Rate δ 0.05


Capital Adjustment Cost φ 1.5


Persistence in z process ρz 0.95


Persistence in g process ρg 0.01
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Table 2: Estimates


Mexico Canada


Exogenous Labor Endogenous Labor Endogenous Labor


Benchmark With az Benchmark With az Benchmark With az


σz 0.13 0.16 0.13 0.24 0.72 0.69


(2.42) (0.79) (0.66) (1.06) (0.09) (0.16)


σg 2.78 2.70 2.69 2.68 0.84 0.89


(0.44) (0.33) (0.00) (0.31) (0.15) (0.09)


az -0.40 -0.01 0.01


(1.85) (0.55) (0.02)


Random Walk 1.02 1.01 1.01 1.00 0.39 0.44


Component (0.18) (0.08) (0.05) (0.15) (0.07) (0.13)
Notes: Estimates obtained from matching empirical moments of Mexico and Canada for respective columns. Moments


used were standard deviation of HP-filtered log income, log consumption, and net exports/GDP as well as the


covariance of HP-filtered net exports/GDP and log income. Exogenous Labor model sets γ = 1. Endogenous Labor


model sets γ = 0.36.
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Table 3: Implied Moments


Mexico Canada


Data Model I Model II Data Model I Model II


σ(y) 2.40 2.69 2.63 1.55 1.56 1.55


σ(c)/σ(y) 1.26 1.09 1.10 0.74 0.71 0.72


σ(nx)/σ(y) 0.90 0.74 0.84 0.57 0.59 0.60


σ(i)/σ(y) 4.15 3.52 3.81 2.67 3.23 3.13


σ(r) NA 0.08 NA 0.01


ρ(yt, yt−1) 0.82 0.78 0.78 0.90 0.79 0.79


ρ(c, y) 0.92 0.98 0.98 0.87 0.87 0.85


ρ(nx, y) -0.75 -0.68 -0.61 -0.12 -0.17 -0.13


ρ(i, y) 0.91 0.86 0.82 0.74 0.85 0.84


ρ(r, y) NA -0.01 NA 0.90
Notes: Empirical moments and implied moments from alternative models. Model I and Model II


for Mexico correspond respectively to the first two columns of estimates (exogenous labor supply


model) of Table 2. Model I and Model II of Canada correspond to the respective columns of


estimates for Canada from Table 2.
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Figure 1:  Impulse Response to Interest Rate Shock 
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Note:  Impulse response to a 1 percent shock to εr 


 
Figure 2:  Business Cycle Moments and σr 


Panel A:  Standard Deviation of Investment, Consumption, and Net Exports 
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Note:  Standard Deviation of (HP-filtered, log) consumption, investment, and net exports relative to income 
as a function of σr.  







 
Panel B:  Cyclicality of Investment, Consumption, and Net Exports 
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Note:  Correlation of (HP-filtered, log) consumption, investment, and net exports with income as a function 
of σr.  


 
Figure 3:  Impulse Response to z Shock 
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Note:  Impulse response to a 1 percent shock to εz.  Benchmark model sets az=0.  “az” model sets az=-0.1.   


 







Figure 4: Business Cycle Moments and az 
Panel A:  Standard Deviation of Investment, Consumption, and Net Exports 
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Note:  Standard Deviation of (HP-filtered, log) consumption, investment, and net exports relative to income 
as a function of az.  


 
Panel B:  Cyclicality of Investment, Consumption, and Net Exports 
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Note:  Correlation of (HP-filtered, log) consumption, investment, and net exports with income as a function 
of az.  


 







Figure 5:  Impulse Response to g Shock 
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Note:  Impulse response to a 1 percent shock to εg.  Benchmark model sets ag=0.  “ag” model sets ag=-1.   


 
Figure 6: Business Cycle Moments and ag 


Panel A:  Standard Deviation of Investment, Consumption, and Net Exports 
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Note:  Standard Deviation of (HP-filtered, log) consumption, investment, and net exports relative to income 
as a function of ag.  







 
Panel B:  Cyclicality of Investment, Consumption, and Net Exports 
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Note:  Correlation of (HP-filtered, log) consumption, investment, and net exports with income as a function 
of ag.  


 
Figure 7: Business Cycle Moments and σg/σz 


Panel A:  Standard Deviation of Investment, Consumption, and Net Exports 
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Note:  Standard Deviation of (HP-filtered, log) consumption, investment, and net exports relative to income 
as a function of σg/σz. 







 
Panel B:  Cyclicality of Investment, Consumption, and Net Exports 
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Note:  Correlation of (HP-filtered, log) consumption, investment, and net exports with income as a function 
of σg/σz. 
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Abstract


This paper surveys the recent empirical and theoretical literature on valuation ef-
fects. The increase in cross-border holdings of financial assets opens the door to signif-
icant adjustments in a country’s external position in response to fluctuations in asset
and currency prices. Access to better data on net and gross international investment
positions for a broad range of countries permits careful measurement of these ‘valuation
effects’. We distinguish between predictable and unpredictable valuation effects, and
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1 Introduction


Ever since David Hume’s (1752) price-specie flow mechanism, the question of external ad-


justment has been a classic issue for international macroeconomists. In 1968 Robert Mundell


asked ‘To what extent should surplus countries expand; to what extent should deficit coun-


tries contract?” (Mundell (1968)). The debate in those days was about the relative merits


of ‘expenditure switching’ and ‘expenditure reducing’ policies, analyzed within the useful


template of the Mundell-Fleming model. Subsequent research introduced microfoundations,


added an explicit dynamic dimension borrowed from optimal growth theory, and highlighted


the role of expectations. Throughout this process, understanding the adjustment of a coun-


try’s external balances remained a key question. By the early 1980’s a modern synthesis had


emerged, the ‘intertemporal approach to the current account’. It characterized the dynamics


of external debt as the result of forward looking decisions by households, and investment


decisions by firms, in market structures of varying degrees of complexity. As Obstfeld (2001)


remarks:


‘[This approach] provides a conceptual framework appropriate for thinking about


the important and interrelated policy issues of external balance, external sus-


tainability, and equilibrium real exchange rates [...and shifted] attention from


automatic adjustment mechanisms and dynamic stability considerations to in-


tertemporal budget constraints and transversality conditions for maximization’


(p12).


According to this intertemporal approach, a country’s current account at time t, CAt


reflects expectations of changes in that country’s future economic circumstances, following:


CAt = −Et


" ∞X
s=t+1


R−(s−t)∆NYs


#
(1)


where NYt denotes net income (output minus investment and government expenditures), ∆


is the difference operator (∆NYs = NYs−NYs−1), R is the gross real return on a one-period
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risk-free international bond, and Et [.] is the expectation operator, conditional on information


available at time t. According to equation (1), countries runs current account deficits when


future net income NYs is expected to improve, and run current account surpluses when


future net income is expected to deteriorate. The smoothing motive at the heart of the


intertemporal approach is immediate: countries run surpluses to offset future unwelcome


developments, and run deficits in anticipation of future improvements in their standard of


living.


This class of models provides useful insights about short-run dynamic issues, e.g. the


response to transitory and permanent shocks. Yet, in most empirical studies it falls short of


explaining the dynamics of the current account (see Nason and Rogers (2006) for a recent


assesment). Many empirical tests have been devised over the years. The most convincing


ones -the present value tests- rely on a direct econometric verification of equation (1) us-


ing reduced-form vector autoregressions (VAR). The results often indicate that the implied


current accounts —the right hand side of equation (1)— are too smooth compared to actual


current accounts. In other words, the intertemporal approach accounts for only a small


fraction of the movements in the current account.1


Recent research argues that the focus on current accounts and fluctuations in future net


income is misguided. Instead, one should focus on the determinants of a country’s net and


gross foreign asset position. In the standard intertemporal model, the two are identical


since, by definition, the change in the net foreign asset position equals the current account.


In reality, however, the change in a country’s net foreign asset position need not equal its


current account. The reason is that the current account does not track unrealized capital


gains arising from local currency asset price and currency movements. To be more precise,


1Many extensions of the basic theory have been developed over the years. Some papers have introduced
time varying interest rates (e.g. Bergin and Sheffrin (2000)) or risky assets (Lucas (1982)). But most of
these models either reproduce complete markets —which has many counterfactual implications and reduces
the current account to an accounting device— or assume away predictable returns and wealth effects. Kehoe
and Perri (2002) is a potentially interesting exception that introduces specific forms of endogenous market
incompleteness. See also Kraay and Ventura (2000) and Ventura (2001) for models that allow investment in
risky foreign assets with interesting empirical predictions.


3







define NAt+1 the net foreign asset position of a country at the end of period t. The change in


net foreign asset position from one period to the next is given by the following accumulation


equation:


NAt+1 = RtNAt +NXt


where NXt is the balance on goods, services and net transfers, and Rt represents the gross


portfolio return on the net foreign portfolio between the end of period t− 1 and the end of


period t.2 Adding and subtracting the net investment income balance NIt, we obtain:


NAt+1 −NAt = (Rt − 1)NAt −NIt +NXt +NIt


= [(Rt − 1)NAt −NIt] + CAt


≡ V At + CAt


where the second line uses the definition of the current account: CAt = NXt + NIt. The


change in the net foreign position equals the current account , CAt, plus a valuation ad-


justment, V At. This valuation adjustment —the term in brackets on the right hand side of


the second equation— equals the capital gain on the net foreign asset portfolio: the total net


return minus income, dividends and earnings distributed.3 In many countries, this valuation


component has greatly expanded in the last two decade, following the sharp surge in cross-


border holdings of financial securities. This paper provides a review of the evidence on the


empirical relevance of this valuation component.


This paper starts with a review of the existing literature on patterns of cross border asset


holdings. In the following section, I discuss the pattern of cross border asset holdings that


2To be complete, the accumulation equation should also include the capital account KAt and errors and
omissions EOt. We abstract from these components in this discussion and will bring them back in when
necessary. For many countries, especially industrialized countries, capital account transactions are typically
small. Errors and omissions are also excluded from the financial account in the US Bureau of Economic
Analysis estimates of the US international investment position. Similarly, Errors and Omissions are reported
separately in Lane and Milesi-Ferretti (2006).


3Technically, the net investment income balance also includes reinvested direct investment earnings. See
Gourinchas and Rey (forthcoming 2006) for a discussion of how to treat this component.
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emerges from the seminal empirical work of Phil Lane and Gian-Maria Milesi-Ferretti. I


discuss the evolution over time and over countries of net and gross foreign asset positions


since 1970 for industrial countries and emerging markets. I then review some evidence on


the importance of valuation effects, relative to the current account, both for a large sample


of countries, and also using more detailed evidence from Gourinchas Rey and Lopez (2006),


for the United States, United Kingdom, Canada and Australia.


Section ?? then focuses on the case of the United States and summarizes the empirical


evidence on the role of valuation effects for the external adjustment presented in Gourinchas


and Rey (2006a and 2006b). This section introduces the important conceptual distinction


between expected and unexpected valuation effects. It argues that —while valuation effects


seem to be important— expected valuation effects may remain small for most countries besides


the United States. Section ?? then turn to a discussion of the theory. It reviews some of the


recent international portfolio models that give rise to unexpected and expected valuation


effects. In effect, it classifies the literature into two strands: the complete markets set-


up, where valuation effects are mostly unexpected and valuation terms reflect mostly the


transfer payments associated with perfect risk sharing; and portfolio balance models (and


their modern incarnation) where predictable valuation terms play an important role. Finally,


the paper concludes with a brief review of the policy implications of valuation effects, with


a special focus on emerging markets and on monetary policy.


2 Patterns of Net Foreign Assets


None of the research presented in this paper would have been possible without the huge effort


in data collection of the last 15 years. While data on Balance of Payments are generally


available, for the reasons discussed above, they typically don’t provide accurate estimates of


a countries net foreign asset position Starting in the 1980s, a number of national statistical


agencies started to collect the information necessary to build estimates of net and gross exter-


nal assets and liabilities at market value. For instance, the US Bureau of Economic Analysis
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provides annual data on the US Net International Investment Position at market value since


1991, with data going back to 1982 (see Landefeld and Lawson (1991)). Unfortunately, data


for most countries remained fragmentary.


The first important breakthrough came from the efforts at data collection initiated by the


International Monetary Fund. While the fourth edition of the IMF’s Balance of Payments


Manual (BPM4), published in 1977, introduced the concept of international investment po-


sition, it did not present a systematic framework to measure its components. By contrast,


the fifth edition of the manual (BPM5), published in (1993), provides a set of comprehensive


guidelines. In subsequent years, the IMF started to report member countries International


Investment Positions (IIP). While the initial coverage was limited (25 countries in 1995),


it rapidly expanded through the Fund’s outreach efforts. By 2002, the Fund collected in-


formation (partial or complete) on 80 countries, with annual data going back to 1980, at


best.


The second breakthrough occurred with the work of Philip Lane at Trinity College and


Gian-Maria Milesi-Ferretti at the International Monetary Fund. Their database on the


External Wealth of Nations (EWN) first published in 1991 (Lane and Milesi-Ferretti (2001))


provided scholars with a set of very seful annual estimates of net and gross international


investment positions for a sample of 67 industrial and developing countries. Importantly,


their database covered the period 1970-1998, adding at least 10 years of data to the IMF


IIP database (often adding much more than that since many countries in the IMF database,


especially developing ones, had only partial coverage). To construct net investment position


at market value, Lane and Milesi-Ferretti devised ways to estimate the valuation component


V At from balance of payments (flows) data, auxiliary data sources on world equity returns


and exchange rates, and data on external debt from the World Bank, the OECD and the


BIS.4 A major update to the dataset, released in 2006 (Lane and Milesi-Ferretti (2006)),


4Given the lack of data, Lane and Milesi-Ferretti (2001) estimate FDI at book value, i.e. correcting for
currency fluctuations, assuming that the patter of holdings of direct investment assets mimics the trade
pattern.
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extends the sample to 140 countries with data until 2004.5


We start by reviewing the evidence on net and gross foreign asset positions that emerges


from this dataset. We then focus more specifically on the importance of valuation effects in


a few industrial countries where more detailed data is available.


2.1 Pattern of net foreign assets from the External Wealth of Na-


tions.


What does the EWN dataset teach us about international investment positions? The first,


well-known, fact is the dramatic increase in financial integration since 1970. Figure 1 reports


a commonly used measure of financial integration, the sum of gross assets and gross liabil-


ities normalized by output, for a sample of industrial countries and a sample of ermerging


markets.6 For the sample of industrial countries, the index of financial integration increased


from 45 percent to 302 percent of output. For the emerging sample, the index increased from


15 percent to 120 percent. The log-scale of the graph reveals that the index of financial inte-


gration has increased at roughly the same pace for both industrial and emerging countries,


about 6 percent p.a..


Figure 2 breaks down the series into gross assets and gross liabilities by group. The


figure reveals a close match between gross assets and liabilities for industrial countries, each


series growing at roughly 5.5 percent a year, from 20 percent of output in 1970 to 150


percent in 2004. Closer inspection would reveal a modest build-up in imbalances, with net


foreign assets decreasing from 3.4 percent of output to -6.5 percent. By contrast, we observe a


5The Mark II dataset differs from the original database along three main dimensions:


• Errors and omissions are now reported separately
• Portfolio data uses data from the IMF’s Coordinated Portfolio Investment Survey, when available


• Direct investment is reported at market value when available.


6See the appendix for a list of countries in each sample.
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closing of imbalances for the sample of emerging countries. These countries are net borrowers


throughout the period. Yet the ratio of gross assets to output increases from 3.4 percent


to 54 percent of output (a growth rate of 8 percent p.a.) while the ratio of gross liabilities


increases by from 12 percent to 66 percent (a growth rate of ‘only’ 5 percent p.a.).7 Thus,


despite greater access to international financial markets, there is no evidence that emerging


markets could increase their net borrowing. This ‘closing’ of net imbalances for emerging


countries is the focus of much recent literature.8


While financial integration seems to have proceeded at a fairly constant rate, Figure 3


reveals that individual country experiences have grown more disparate. The figure reports


the cross-country dispersion in gross positions, as measured by the standard deviation of


our index of financial integration. We observe a dramatic increase in this measure for the


industrial countries in the sample, post 1995, from roughly 118 percent to 393 percent of


output. By contrast, the pattern of cross country dispersion for emerging countries remains


quite stable, around 40%. On the other hand, the same figure for net imbalances (figure


4) reveals a growing pattern of external imbalances. For both emerging and industrial


countries. The cross country dispersion increased from 22 percent for industrial countries


(resp. 12 percent for emerging countries) in 1970, to 51 percent (resp. 46 percent).


The next three figures characterize the change in the time-series process of gross assets


and liabilities. I propose to estimate the following process:


ln ai,t+1 = ρ̄ai,t ln ai,t + δ̄
a
itt+ �ai,t+1


ln li,t+1 = ρ̄li,t ln li,t + δ̄
l
itt+ �li,t+1


where ai,t = Ai,t/Yi,t is the ratio of gross external assets to output and li,t is the ratio of gross


7Of course, the fact that gross assets grew much faster than gross liabilities is consistent with an increase
in net foreign liabilities (from 8 to 12 percent of output) for the emerging markets sample. The point is that
net foreign liabilities increased much less than about 5 percent p.a., which would have obtained if both gross
assets and gross liabilities had been growing at that rate.


8See Reinhart, Rogoff and Savastano (2003), for a discussion of debt intolerance, and also Gourinchas
and Jeanne (2006) for a discussion of the allocation puzzle.
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external liabilities to output. This specification allows for an AR(1) component, and also


for a deterministic time trend that captures the gradual process of financial globalization.


The AR coefficient ρ̄i,t and the trend δ̄i,t are estimated by rolling regressions, with a 10


year window.9 Figure 5 and ?? report the average serial correlation of gross asset and gross


liabilities, while figures 7 and 8 report the average volatilities σ�,t. Each data point represents


the cross country average of the ρi,t for a rolling regression over the previous 10 years (so


the value in 1980 represents the coefficient estimated over 1970-1980). Figures 5 and 6 also


report the two-standard deviation bands around the point estimates. We note that there


does not seem to be any significant change in the serial correlation of gross positions over that


period. The serial correlation remains close to 0.5, and takes similar values for gross assets


and gross liabilities. By contrast, the time series volatility of log gross assets and liability


positions - expressed as a percent of output - has increased significantly through the period,


from about 3 percent to 12 percent of output for industrial countries and from 3 percent


(resp. 5 percent) to 6 percent (resp. 9 percent) of output for emerging countries gross assets


(resp. gross liabilities). This means that, over the last ten years, a one standard-deviation


innovation to gross assets or gross liabilities represents between 12 and 14 percent of output


for industrial countries and between 6 and 9 percent of output for emerging countries!


This increase in the time series volatility of gross foreign assets reflects the growing


importance of valuation effects. This can be illustrated most dramatically by looking at a


slightly different process:


∆nai,t+1 = ρ̄ni,t∆nai,t + �ni,t+1


cai,t+1 = ρ̄ci,t cai,t + �ci,t+1


where nai,t (resp. cai,t) denotes the ratio of net foreign assets (resp. the current account) to


GDP and∆ denotes the difference operator. Figure 9 and 10 report the standard deviation of


9Of course, it is rather hazardous to estimate an AR process with only 10 observations. This is meant
only as an illustration of the change in the empirical process for gross assets and liabilities.
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the innovations, as a fraction of GDP. Most of the increase in the time-series volatility of the


change in net foreign assets can be attributed to the valuation component.10 For industrial


countries, innovations to the current account increased from 0.5 percent to 2.5 percent of


output. Yet over the same period, innovations to the change in net foreign assets increased


from 1.5 percent to 21.6 percent of output. Hence, between 1994 and 2004 (the last data


point), innovations to the change in net foreign asset positions are up to 10 times larger than


innovations to the current account. For emerging countries, the volatility of innovations to


the current account remained remarkably stable —around 2 percent. Yet innovations to the


change in net foreign asset increased from 2 percent to about 6.4 percent.


2.2 Deconstructing the Valuation Component: Currency and As-


set Price Movements


The net foreign asset portfolio is a leveraged portfolio: it is short in domestic assets (the


gross liabilities) and long in foreign assets (the gross assets). For instance, the US net foreign


asset portfolio is short in US equities, US bonds, bank deposits held by foreigners, or direct


investment in the US; It is long e.g. in Japanese equity, direct investment in Ireland and


China, bank deposits in Switzerland, and German government bonds or UK guilds. The real


total gross return on that portfolio, Rt+1, is defined as a weighted average of the return on


gross assets and gross liabilities:


Rt+1 = µatR
a
t+1 − µltR


l
t+1


where Ra
t+1 (resp. R


l
t+1) denotes the total real return on gross assets (resp. gross liabilities)


and µat (resp. µ
l
t) represents the portfolio weight At/NAt (resp. Lt/NAt) and satisfy µ


a
t−µlt =


10The decomposition is not exact since


nat+1 − nat = cat +


∙
vat.


Yt
Yt+1


+


µ
Yt
Yt+1


− 1
¶
(nat + cat)


¸
so the difference between the two curves also reflect the second term inside the brakets. However, since
growth annual rates remain quite small, this term often negligible.
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1.11 As with any leveraged portfolio, the weights µa and µl can be significantly larger then


one. Hence the relatively small changes in asset prices can have a disproportionate effect on


the overall net foreign asset position. To fix ideas, consider the case of the Chile. According to


the Lane and Milesi-Ferretti dataset, as of 2004, gross assets represent 81 percent while gross


liabilities represent 118 percent of GDP. Hence, the weights µa and µl equal -215 and -315


percent.12 Hence a 10 excess return on gross foreign assets translates into an improvement


of 21 percent in the net position, or about 8 percent of GDP!13


Beyond the impact of asset movements, Tille (2003) and Gourinchas and Rey (2005)


have emphasized the role of currency movements. To see how this might matter, we can


approximate the compounded return on the net foreign portfolio as follows:


rt+1 ≡ lnRt+1 ≈ µat r
a
t+1 − µltr


l
t+1


= µat


³
ωah
t raht+1 + ωaf


t raft+1


´
− µlt


³
ωlh
t r


lh
t+1 + ωlf


t r
lf
t+1


´
=


£
µatω


ah
t raht+1 − µltω


lh
t r


lh
t+1


¤
+
h
µatω


af
t raft+1 − µltω


lf
t r


lf
t+1


i


where ωih (resp. ωif) represents the share of asset i denominated in home (resp. foreign)


currency. The last line re-arranges the portfolio terms according to the currency of denom-


ination of the various returns. The first term in brackets on the right hand side represents


the contribution of domestic currency denominated assets, while the term in second brackets


represents the contribution of foreign currency denominated assets.


To make further progress, let’s write the real return on foreign currency denominated


return as rift+1 = r̃ift+1 +∆λt+1 where r̃
if
t+1 is a real return expressed in terms of the foreign


basket of goods, and ∆λt+1 is the rate of depreciation of the real exchange rate between t


11These weights are well defined as long as the net foreign position is different from 0. Even in that case,
the total real return Rt+1NAt is well defined.
12To see this, note that µa = 81/(81− 118) ≈ −2.15.
13The appendix reports the values of A/Y , L/Y and µa in 2004 for each country in our sample.
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and t+ 1, equal to ∆et+1 + πft+1 − πht+1. Substituting into the expression above, we obtain:


rt+1 =
£
µatω


ah
t raht+1 − µltω


lh
t r


lh
t+1


¤
+
h
µatω


af
t r̃aft+1 − µltω


lf
t r̃


lf
t+1


i
+
h
µatω


af
t − µltω


lf
t


i³
∆et+1 + πft+1 − πht+1


´


The term in brackets in front of ∆λt+1 provides a measure of currency exposure of the


net foreign asset position: holding everything else constant, the coefficient
h
µatω


af
t − µltω


lf
t


i
measures the impact of a depreciation of the real exchange rate on the net foreign asset


position of a country. It highlights that a measure of currency exposure must include, besides


the portfolio weights, the currency weights. Unfortunately, this information is currently


available only for a small number of countries. Undoubtedly, the next frontier in terms of data


collection will be to compile information on the geographic and currency composition of gross


portfolio holdings. In the meantime, detailed data is available for the United States, thanks to


the work of Tille (2003) and Tille (2004), as well as Gourinchas and Rey (forthcoming 2006).


For instance, Table 1 reports Tille (2004)’s currency decomposition for the United States in


2004. At the end of 2004, the overall net foreign position represented -21.7 percent of GDP


(85 in gross assets and 107 percent in gross liabilities), with dollar weights of 35 percent on


gross assets (ωah = 3.476/9.973 ) and 95 percent on gross liabilities (ωlh = 11.869/12.515)


Hence, the overall dollar exposure of US net foreign assets is 3.30 (obtained as (0.95*1.07-


0.35*0.85)/0.21), or -71.5 percent of GDP (last column) while the foreign currency exposure


is -2.3, or 49.9 percent of GDP.


How should we interpret these exposure numbers? A naive and incorrect interpretation,


but capturing an important element of the discussion, would observe that with an exposure of


-2.3, a 10 percent depreciation of the dollar would - holding everything else constant- create


a positive wealth transfer for the United States of about 5 percent of GDP (-2.3*(-0.21)*0.1).


With a GDP of about 11.733 trillion US dollar in 2004, this represents the modest sum of


$585 billion. Such a wealth transfer would be of the same order of magnitude as the trade


deficit for that year (5.2 percent of GDP according to the BEA).
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Of course, this interpretation is incorrect precisely because everything else is not constant!


If a currency depreciation is expected to deliver substantial wealth transfers to the United


States, then foreigners will require some compensation in the form of higher expected local


returns on dollar denominated assets, or lower expected local returns on foreign currency


denominated assets. In fact, ex-ante local real returns should be expected to move in such


a way as to neutralize the expected rate of depreciation. This arbitrage logic is precisely


what stands behind the usual interest rate parity condition. Of course, important valuation


effects may still arise because the exchange rate differs from its expectation. With substantial


leverage, expectation errors will translate into significant valuation effects, but the important


point is that these will not lead to predictable fluctuations in net foreign asset positions,


and hence cannot contribute to the external adjustment process. A contrario, predictable


valuation effects that contribute systematically to the adjustment process require significant


violations from the usual parity conditions. The evidence discussed so far does not attempt


to distinguish between predictable and unpredictable valuation effects, yet the discussion


above indicates that this is an essential element of the analysis.


MORE TO COME....
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3 Appendix: Sample Countries


Industrial Countries


Country A/Y L/Y µa


Australia 0.82 1.46 -1.28


Austria 1.88 2.05 -10.82


Belgium 4.25 3.94 13.75


Canada 0.99 1.12 -7.93


Denmark 1.95 2.08 -15.70


Finland 1.95 2.08 -16.14


France 2.12 2.06 39.80


Germany 1.67 1.59 20.76


Greece 0.67 1.40 -0.91


Iceland 1.49 2.42 -1.60


Ireland 9.30 9.50 -47.16


Italy 1.05 1.24 -5.82


Japan 0.89 0.51 2.34


Netherlands 4.03 4.08 -69.12


New Zealand 0.67 1.59 -0.73


Norway 2.06 1.41 3.18


Portugal 1.76 2.46 -2.53


Spain 1.25 1.75 -2.56


Sweden 2.13 2.23 -22.41


Switzerland 5.71 4.40 4.36


United Kingdom 3.57 3.71 -27.08


United States 0.84 1.07 -3.71
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Emerging Countries


country A/Y L/Y µa


Argentina 0.88 1.36 -1.85


Brazil 0.28 0.78 -0.57


Chile 0.81 1.18 -2.16


Colombia 0.36 0.71 -1.03


Mexico 0.20 0.63 -0.46


Venezuela 0.89 0.73 5.33


China 0.55 0.47 6.94


India 0.23 0.34 -2.15


Indonesia 0.24 0.76 -0.46


Korea 0.53 0.57 -13.05


Malaysia 1.11 1.13 -54.37


Philippines 0.39 0.98 -0.67


Taiwan 2.07 0.65 1.46


Thailand 0.45 0.74 -1.54


Czech Republic 0.64 0.99 -1.85


Hungary 0.42 1.39 -0.43


Poland 0.32 0.85 -0.59


Russia 0.67 0.66 140.65


Israel 0.94 1.16 -4.29


South Africa 0.65 0.70 -12.77


Turkey 0.28 0.76 -0.60
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Table 1: Currency Composition of US External Positions (2004)


Assets Liabilities Net (A− L) (% GDP)
Total 9,973 12,515 -2,542 -21.7
US dollar 3,476 11,869 -8,393 -71.5
Foreign Currencies 6,497 646 5,851 49.9
Euro 1,784 296 1,488 12.7
UK 1,039 71 968 8.3
Canada 557 1 556 4.7
Japan 506 61 445 3.8
Switzerland 304 18 286 2.4
Other 2,307 199 2,108 18.0


$ billions; Source: Tille (2005)
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Figure 1: International financial integration: (A+ L) /Y (log scale).
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Figure 2: Gross Positions: A/Y,L/Y (log scale)
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Figure 3: Cross-country dispersion in gross positions: σ ((A+ L) /Y ) .
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Figure 4: Cross-country dispersion in net positions σ ((A− L) /Y )
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Figure 5: Serial Correlation of Gross Asset Positions (lnai,t). 10-year rolling regressions.
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Figure 6: Serial Correlation of Gross Liability Positions (ln li,t). 10-year rolling regressions.
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Figure 7: Volatility of (log) gross asset positions (% of GDP). 10-year rolling regressions.
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Figure 8: Volatility of (log) gross liability positions (% of GDP). 10-year rolling regressions.
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Figure 9: Volatility of the innovations to the change in net foreign assets and the current
account (% of GDP), Industrial countries. 10-year rolling regressions.
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Figure 10: Volatility of the innovations to the change in net foreign assets and the current
account (% of GDP), Emerging markets. 10-year rolling regressions.


23







Figure 11: Change in NA, United States. Source: Tille (2003) and Lane and Milesi-Ferretti
(2004).
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Figure 12: Change in NA, Australia. Source: Lane and Milesi-Ferretti (2004).
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Figure 13: Valuation Component for Australia, Canada, UK and the US. Source: Gourin-
chas, Lopez and Rey (2006)
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CURRENT ACCOUNT DEFICITS: THE AUSTRALIAN DEBATE 


1.  Introduction 


Large  and persistent  current  account  deficits  are  frequently  raised  as  a  cause  for 
concern for a number of reasons. Perhaps the key concern  is that countries  in this 
situation could be on a path to insolvency, building up excessive net foreign debt, 
raising  the  prospects  of  default  and/or  a  sharp  reversal  in  capital  flows.  In  other 
words, large deficits and rising indebtedness could leave countries more vulnerable 
to adverse external shocks (including a change  in sentiment of  foreign creditors), 
forcing them to undergo an abrupt and costly adjustment. Some argue that to avoid 
such  outcomes  policymakers  should  take  steps  to  ensure  that  countries  move 
towards a sustainable position  in which the current account deficit  is not so  large 
that it will lead to an excessive buildup in foreign indebtedness. 1 


At the other extreme is the argument that, so long as markets are efficient, current 
account  deficits  reflect  the  optimal  decisions  of  borrowers  and  lenders  and, 
therefore, policy  intervention to reduce deficits  is not only unwarranted but could 
reduce  welfare.  Moreover,  policies  that  attempt  to  rein  in  deficits  may  be 
ineffective, while it may be that policies to improve market efficiency and enhance 
welfare could lead to higher current account deficits. 


Because Australia has a long history of sizeable current account deficits, it makes 
for an interesting case study. This paper documents the clear change in the general 
view which has taken place in Australia over the past three decades concerning the 
current  account  balance  as  a  policy  objective,  highlighting  issues  related  to 
solvency, sustainability, optimality and vulnerability. This period is also interesting 
because  it  spans  the  transition  from  a  fixed  exchange  rate  regime with  stringent 
capital  controls  and  a  heavily  regulated  financial  system,  to  a  flexible  exchange 
rate regime, with an open capital account and liberalised financial markets. 


1  MilesiFerretti  and  Razin  (1996)  provide  a  thorough  discussion  of  solvency  –  when  the 
intertemporal budget constraint is satisfied – and sustainability – whereby the current account 
deficit is small enough so that net foreign liabilities do not rise as a share of GDP. Optimality 
by definition will satisfy solvency, could satisfy sustainability and will maximise welfare.
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Figure  1  shows  Australia’s  current  account  balance  and  some  related 
macroeconomic developments since  the 1960s. A shift  to  larger sustained current 
account deficits was noticeable around the early 1980s, with the average increasing 
from about 2½ per cent to 4½ per cent of GDP. Most of this rise can be accounted 
for by a drop in the saving rate, rather than a rise in  investment. This change was 
sustained  in  the  face of a sizeable  turnaround  in  the  fiscal position  (as a share of 
GDP, public sector debt peaked in the early 1990s at a  little over 30 per cent and 
has declined to around zero currently) and a large depreciation of the real exchange 
rate  (of around 30  per  cent  between  the mid 1970s  and mid 1980s). Net  foreign 
debt rose rapidly from around 6 per cent of GDP at the beginning of the 1980s to 
over 30 per cent by  the mid 1980s (partly reflecting  the effect of the depreciation 
on foreign currency denominated debt); since then it has risen to about 50 per cent. 
The profile of  net  foreign  liabilities  is  not quite as  steep, with  net  foreign equity 
liabilities flat for much of the period and lower since the late 1990s. 2 


From  the  early  1970s  to  December  1983,  with  the  fixed  (and  later  managed) 
exchange rate regime, current account deficits  in Australia were a cause of policy 
concern  to  the  extent  that  they  were  not  matched  by  capital  inflows  and  hence 
needed  to  be  funded  out of  foreign exchange  reserves. But  the more  general  and 
growing  concern  was  the  problem  of  managing  a  partially  fixed  exchange  rate 
while  pursuing monetary  policy  goals with an  increasingly  open  capital  account. 
By  late  1983  these  pressures  contributed  to  the  complete  opening  of  the  capital 
account and floating of the exchange rate (Debelle and Plumb 2006). 


The  view  that  policy  should  and  could  do  something  to  address  large  current 
account deficits and the buildup of external  liabilities persisted after the move  to 
the flexible exchange rate. Indeed, with the rapid buildup of external liabilities in 
the mid 1980s, concerns about excessive and persistent deficits became prominent, 
in  part  reflecting  the  fact  that  policy  makers  could  no  longer  rely  on  capital 


2  Gruen (2005) provides a detailed discussion of the evolution of the current account deficit in 
Australia  and  a  comparison  with  other  selected  economies.  Data  compiled  by  Lane  and 
MilesiFerretti  (2006)  show  that  since  the  late 1980s, Australia  is one of  five  longstanding 
OECD  countries with  an  annual  average  current  account  deficit  of  greater  than  4  per  cent 
(relative  to GDP), along with Greece,  Iceland, New Zealand and Portugal. These and other 
OECD countries experienced peak deficits on an annual basis of around 9 per cent or higher, 
compared with a peak of 6.2 per cent for Australia in 2004. These countries also have higher 
net foreign liabilities (relative to GDP) than Australia.
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controls to rein in the current account. The key strategy to address this was through 
fiscal  consolidation,  as  well  as  a  number  of  other  structural  policies  aimed  at 
improving  international  competitiveness.  While  such  policies  had  the  stated 
objective of  lowering the current account deficit, it is worth recognising  that such 
pronouncements may have also played a useful rhetorical role  in support of fiscal 
and  market  reforms.  Of  course,  the  usefulness  of  these  warnings  would  have 
waned  with  the  realisation  that,  despite  determined  attempts,  there  was  no 
reduction in the trend current account deficit. 


Figure 1: The Current Account Balance, Debt and Other Indicators 
Per cent of GDP (unless otherwise noted) 
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Monetary  policy,  it was  hoped,  could  also  play  a  role  through  its  influence  as  a 
shortterm  demand  management  device.  Under  the  ‘checklist’  approach  to 
monetary policy  in place from the mid 1980s, the balance of payments was  listed 
explicitly as an important factor to guide policy decisions, and there were frequent 
references to the need to rein in sizeable current account deficits. 


By  the  end  of  the  1980s,  a  number  of  Australian  academics  were  arguing  that 
policy  should  not attempt  to  influence what  they perceived  to be  the outcome of 
optimal decisions by private agents. At  least within the RBA, there were signs of 
tension  emerging  regarding  the  value  of  having  the  current  account  deficit  as  an 
explicit  objective,  as  evidenced  in  various  published  statements.  Even  so,  large 
current  account  deficits  in  the  late  1980s  were  seen  to  be  a  symptom  of  excess 
domestic demand pressures and, at least  in that sense, something monetary policy 
could usefully respond to. The ‘consenting adults’ view was gradually taken up by 
policymakers in public statements from the late 1980s onwards. 3 


It is now widely argued that the current account balance need not and can not be an 
objective for macroeconomic policies. Nor is it seen by itself as a reliable indicator 
of  vulnerabilities.  Australia’s  experience  is  particularly  relevant  in  this  regard, 
given  its  experience  with  large  fluctuations  in  the  exchange  rate  and  sizeable 
foreign debt, much of  it  intermediated  through  the  banking  system.  The  floating 
exchange rate is also an important factor because it bears part of the adjustment to 
an  external  shock,  and  provides  a  mechanism  by  which  Australia’s  external 
position  is  subject  to  continual  reassessment  by  the  markets.  Australia  has 
managed to sustain the confidence of investors as evident in the maintenance of a 
current  account  deficit  that  has  averaged  around  4½ per  cent  of  GDP  over  two 
decades combined with a real exchange rate which has shown no discernable trend 
over the same period. 


The  remainder  of  the  paper  is  structured  as  follows.  Section  2  provides  a  brief 
history of Australia’s current account and incidence of capital reversals going back 
as far as the 1850s. Section 3 steps through the various stages of the debate about 


3  This view is also known as the ‘Pitchford thesis’  in Australia. In the United Kingdom, these 
same arguments are known as the ‘Lawson doctrine’, named after Nigel Lawson, the British 
Chancellor  in  the  late  1980s who presented  similar  views when  commenting  on  their  large 
current account deficit at the time. In the UK, these views had an earlier origin with Congdon 
(1982), while in Australia they can be traced back to Corden (1977).
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the  role  for  policy  in  stemming  large  current  account  deficits  in  Australia. 
Section 4 briefly discusses some empirical evidence relevant to the optimality and 
sustainability of the current account in Australia. In Section 5, the issue of external 
vulnerabilities  is  discussed  in  the  context  of  a  range  of  structural  features  of  the 
Australian economy. Section 6 concludes. 


2.  The History of Australia’s Current Account 


2.1  A (Brief) Long History of Current Account Deficits 


Sizeable current account deficits have been  recorded  in Australia  in almost every 
decade  for  at  least  one  hundred  and  fifty  years  (Figure  2).  One  of  the  chief 
concerns associated with  large and persistent current account deficits  is  that  they 
might  increase  the  prospects  of  a  sharp  reversal  in  capital  flows  requiring  costly 
adjustments  to  domestic  economic  activity. 4  This  section  briefly  documents  the 
fact that sharp reversals in capital flows have not been a regular, and certainly not a 
recent, feature of the Australian experience and, most importantly, there have been 
no instances of default on Australian public debt. 


The collapse of property prices in the early 1890s coincided with more than half of 
trading banks of note issue suspending payments (with around 60 per cent of these 
eventually  closing  their  doors  permanently)  and  a  large  number  of  nonbank 
financial  institutions  failing.  Deposits  from  many  of  these  trading  banks  were 
effectively frozen for years, with the government enforcing reconstruction of these 
institutions. Most deposits were repaid between 1893 and 1901, but in some cases 
deposits  did  not  get  repaid  until  as  late  as  1918.  Not  surprisingly,  overseas 
investors  took  flight during  the 1890s,  and  their  full  confidence was  not  restored 
until the 1910s. The aggregate data  imply that  large capital  inflows were restored 
by  the  second  half  of  the  1890s,  but  this  appears  to  reflect  large  direct  flows  to 
fund mining ventures and related investments associated with the 1890s gold rush 
in Western Australia (Merrett 1997). 


4  For a recent discussion and empirical evidence on this  issue see Edwards (2004) and Bordo 
and Eighengreen (1999).
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Figure 2: Australia's Capital and Current Account Balances 
Per Cent of GDP 
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The  availability  of  foreign  capital  in  the  1890s  was  also  affected  by  turmoil  in 
global  financial  markets.  The  large  London  discount  house,  Barings,  suffered  a 
liquidity  crisis  in  the  1890s,  in  part  owing  to  its  financial  exposures  in  South 
America.  This  generated  concern  about  all  offshore  exposures,  and  it  became 
difficult for Australians to raise funds in London at this time. London remained the 
main  source  of  offshore  funds  even  into  the  1920s.  An  Australian  Royal 
Commission (1937, paragraph 114) report notes that Australia was virtually cut off 
from  longterm  borrowings  in  London  from  the  late  1920s  onwards,  as  money 
flowed into the New York stock exchange instead. 


Fisher  and  Kent  (1999)  argue  that  for  Australia  the  1930s  depression  was 
somewhat different from the depression of the 1890s. In contrast to the 1890s, the 
banking sector was relatively healthy in the runup to the 1930s depression, having 
taken  a  more  conservative  approach  to  lending  in  the  boom  years  of  the  1920s. 
Only  three  financial  institutions  had  cause  to  stop  payments  in  the  1930s 
depression  and  none  of  these  were  trading  banks.  After  the  1929  stock  market 
crash,  foreign capital dried  up, but  there was not  the  same capital  flight  that was 
seen in the 1890s episode. Even so, despite initial resistance by the trading banks –
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which kept interest rates high in early 1930 – concerns about economic weakness, 
combined with a reduction in foreign exchange reserves underpinned a devaluation 
of the exchange rate in late 1930. Thereafter, the current account returned to rough 
balance  reflecting  a  combination  of  factors,  including  the  decline  in  activity,  the 
exchange rate devaluation and an increase in trade protection. 


A  key  development  of  the  1930s  episode  was  the  lengths  to  which  the 
Commonwealth  Government  went  to  avoid  default,  especially  on  debt  held  by 
foreigners  (Caballero,  Cowan  and  Kearns  2004).  From  April  to  June  1931,  the 
government of the largest state, New South Wales, did not fully meet interest due 
on  foreign  debt.  However,  the  Commonwealth  Government  and  the 
Commonwealth  Bank  made  good  on  these  payments  to  protect  the  ratings  of 
Australian governments (with compensating reductions in revenue payments made 
to  NSW  by  the  Commonwealth).  More  generally,  Commonwealth  and  state 
governments cut expenditure,  raised  taxes and cut bank  interest rates and  interest 
paid to domestic holders of debt in order to ensure adequate funds for the payment 
of  foreign  debts.  In  this  way,  Australia  maintained  an  unblemished  record  with 
regards to foreign holders of debt. 


Foreign capital  inflows were  largely curtailed during  the period of World War  II 
and  were  tightly  controlled  thereafter  by  a  comprehensive  system  of  controls 
introduced as emergency measures during  the war.  In  the early 1950s, net capital 
flows  displayed  considerable  volatility,  reflecting  sharp  swings  in  the  terms  of 
trade associated with the Korean war. 


Debelle and Plumb (2006) document a number of episodes of capital  flight  in the 
1970s and early 1980s. These tended to be shortlived events based on speculation 
of  devaluations  in  the  context  of  the  fixed  and  later  crawling  peg  exchange  rate 
regimes. 5 However, the overarching pressure over this period was the tendency for 
sizeable capital inflows (with an increasingly open capital account), which made it 
difficult  to achieve the goal of  internal balance. Eventually this tension led  to the 


5  There were  heavy outflows  in  the week  leading  up  to  the  Federal  election  in March  1983. 
After the election, exchange rate was devalued by 10 per cent, contributing to the perception 
that  speculators could precipitate significant exchange  rate adjustments. Speculative  inflows 
also occurred in anticipation of revaluations, particularly towards the end of 1983.
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floating of the Australian dollar in December 1983 and a complete liberalisation of 
the capital account. 


2.2  After the Float 


A significant feature of the years following the floating of the exchange rate was a 
sustained  widening  in  the  current  account  deficit  and  the  consequent  rapid 
accumulation of  foreign debt, which more  than doubled between 1984 and 1989. 
As early as 1984, the then Secretary to the Treasury, Mr John Stone, gave a speech 
expressing concern that a default elsewhere in the world would harm Australia as 
international  financial markets  took  ‘flight  to quality’  (Stone 1984, p8).  In 1984, 
Argentina  had  come  close  to  default  a  number  of  times,  and  he  suggested  there 
were  lessons  to  be  drawn  from  the  1890s  experience,  when  poor  returns  from 
offshore  investments  in  South  America,  particularly  Argentina,  spilled  over  into 
foreign investor concern about investing in Australia. 6 


The rise  in the current account deficit  from 1985 to 1986 partly reflected a fall  in 
the terms of trade and the associated depreciation of the exchange rate (of around 
50 per cent in nominal effective terms over this period). 7 Combined with the rise in 
foreign debt this led the Treasurer at the time, Paul Keating, to warn of the risk of 
Australia becoming a ‘banana republic’ and underpinned further reform efforts. On 
the  financial  side,  the  banking  sector  underwent  further  deregulation,  a  process 
which  had  started  in  the  late 1970s. This  largely  removed controls  on  lending  to 
businesses  and  households,  and  freed  up  access  to  international  capital  markets. 
Also,  industrial  reforms were  implemented  as  arguments mounted  for Australian 
industry  to  become  more  internationally  competitive.  One  aspect  of  this  was  a 
further  reduction  in  tariffs  on  imports  and  other  barriers  to  trade  (following  an 
acrosstheboard cut  in  tariffs of 25 per cent  in 1973). Another  important change 


6  Other  pieces  written  in  the  1980s  were  less  alarmist  (Jonson  and  Stevens  1983,  Johnston 
1987). While similarities were acknowledged between  the 1980s and  the 1930s, differences 
were  also  noted.  In  terms  of  overseas’  borrowings,  foreign  debt  as  a  per  cent  of GDP was 
higher  in  the  1930s  than  the  1980s,  as was  the  burden  of  servicing  this  debt  as  a  share  of 
export receipts. While capital inflow dried up in the 1930s, in contrast, the 1980s was a period 
of significant capital inflow. 


7  Indeed,  the  depreciation,  by  raising  the  Australiandollar  values  of  debt  denominated  in 
foreign currency also  saw a widening of  the  net  income deficit  – explaining  roughly  three 
quarters of the widening seen in the current account deficit at this time.
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was  the  introduction of a Prices and  Incomes Accord  (an agreement between  the 
government,  trade unions and employers), which had the dual aims of containing 
domestic  inflation  and  improving  international  competitiveness  (Chapman  and 
Gruen 1990). 


The large depreciation that followed the float of the exchange rate went some way 
to  improving the competitiveness of domestic  firms and insulating firms from the 
reduction in trade barriers. However, the depreciation did not generate inflation to 
the extent that might have been expected under the old fixed exchange rate regime 
(in  part  due  to  the  impact  of  the  Prices  and  Incomes  Accord)  and  proved  to  be 
stimulatory in the face of the declining terms of trade (Debelle and Plumb 2006). 


Australia  also  provides  evidence  of  the  potential  for  changes  in  the  supply  of 
capital  to  influence  the current account  (that  is,  the  net demand  for capital). The 
removal  of  capital  controls  with  the  floating  of  the  exchange  rate  allowed 
foreigners desiring to invest in Australia to bring in capital, and to some extent the 
economy  and  the  current  account  adjusted  to  absorb  this  inflow  of  capital.  An 
episode during the  late 1990s also  illustrates this general point. During the height 
of  the  global  technology boom,  it  appears  that Australia was  viewed as being an 
‘old  economy’,  contributing  to  a  sizeable  depreciation  of  the  exchange  rate  (not 
matched by a change  in  the terms of trade) (Macfarlane 2000). The trade balance 
moved from a deficit of about 2½ per cent of GDP in 1999 to a surplus of ½ per 
cent by 2001, with a commensurate turn around in the current account deficit. 8 


The question of  resiliency  in  the  face of  large external  shocks and exchange  rate 
volatility is taken up again in Section 5 of the paper. In the next section we focus 
on  the evolution of  the debate about  the  need  for monetary and  fiscal policies  to 
respond to large current account deficits. 


8  Dvornak, Kohler,  and Menzies  (2003) provide  estimates  regarding  the  relationship  between 
the current account deficit and the exchange rate in Australia.
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3.  The Australian Policy Debate 


Up  until  the  mid  1980s,  during  the  period  when  the  exchange  rate  was  fixed, 
current  account  deficits  had  been  a  cause  of  concern  for  policymakers  to  the 
extent  that  large  deficits  made  it  difficult  to  achieve  the  goals  of  internal  and 
external balance. 9 , 10 These deficits needed  to be financed out of net capital  flows 
and  foreign  currency  reserves,  while  large  swings  in  net  capital  inflow  could 
hamper  policymakers’  efforts  to  contain  growth  in  domestic  liquidity. With  the 
float of the Australian dollar, these particular difficulties were largely removed, not 
the least because policymakers now regained control over the setting of domestic 
interest rates. By the mid 1980s, large current account deficits were becoming the 
norm  and  the  Australiandollar  value  of  foreign  debt was  building  up  at  a  rapid 
pace. At this stage there was less concern regarding the implications of the deficit 
for the implementation of policy, and instead the current account deficit for a time 
became an objective of policy in its own right. 


At  the  heart  of  this  concern  was  the  widespread  sense  that  the  pace  of  foreign 
borrowing  was  unsustainable. 11  It  was  feared  that  it  could  ultimately  impose  a 
constraint on economic growth, and in the meantime, the domestic economy would 
become more  susceptible  to  the  vagaries  of  international  investors while  debtors 
would face higher borrowing costs. This gained further credibility when the credit 
rating  agencies,  Moody’s  and  Standard  and  Poor’s,  downgraded  Australian 
Commonwealth debt  from AAA  ratings  to Aa2 and AA  respectively  (Gruen and 
Stevens 2000). It was at this time in 1986 that the Australian treasurer, Mr Keating, 
made  his  famous  ‘banana  republic’  remark.  The  reaction  in  the  markets  to  this 
comment was probably greater than the reaction to the downgrades themselves. 


Addressing the current account deficit ‘problem’ became a key stated objective of 
government policy. Mr Keating remarked ‘…that economic policy  in Australia  is, 


9  Other  discussions  of  these  and  related  issues  include  Grenville  (1997),  Gruen  and 
Stevens (2000), Horne (2001), Gruen and Sayegh (2005) and Macfarlane (1999). 


10 Corden (1968, p15) noted that a ‘Preoccupation with the balance of payments and a “brooding 
pessimism”  about  its  prospects  are  characteristics  of  Australian  economic  literature.’ 
However, much of this preoccupation was with regards to foreign ownership rather than more 
immediate policy concerns. 


11 See, Gruen and Stevens (2000) for references to newspaper articles and reports written in the 
1980s expressing deep concern over the sustainability of the current account.
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and will  continue  to  be, directed principally at  securing  further  reductions  in our 
current account deficit.’ (Keating 1987) 


Of course the current account deficit, was clearly not the only ‘problem’ facing the 
Australian economy. Inflation, which had risen around the time of the first oil price 
shock  in the early 1970s, persisted at a relatively high rate  into the 1980s. By the 
early 1980s, after a period of lower growth and higher inflation, policymakers had 
also  come  to  the  view  that  it was  necessary  to  take  steps  to  improve Australia’s 
international competitiveness. Also, notwithstanding efforts to reduce tariffs in the 
1970s, Australia  had a  long  legacy of protectionist policies  for both  industry and 
workers  that  dated  back  to  the  beginning  of  the  20 th  century  and  before.  In  fact, 
these  protectionist  policies  were  being  blamed  in  part  for  the  emergence  of  the 
‘balance of payments problem’ (Commonwealth of Australia 1986, p37). 


During  the  1980s,  the  fiscal  authorities  largely  took  the  lead  on  the  setting  of 
policies for government and the monetary authorities alike. The practical challenge 
was to determine how to address these ‘problems’. To address the current account 
deficit,  the  main  strategy  was  fiscal  consolidation  alongside  reforms  to  improve 
Australia’s  international  competitiveness. 12  The  authorities  expressed  a  desire  to 
reduce  their  call  on  foreign  sources  of  funds,  in  line  with  the  ‘twin  deficits’ 
argument that a reduction in the government deficit would also reduce the current 
account  deficit  (Edwards  2006,  pp310311,  319,  370). 13  They  also  expected  that 
more restrictive fiscal policy would ultimately allow an easing in domestic interest 
rates. Reforms  to  improve  international  competitiveness most  notably  included  a 
phased reduction  in  trade barriers and the continuation of  the Prices and Incomes 
Accord, which was being used to help restrain domestic wages growth. As already 
mentioned,  it  is plausible  that the prominence given to  the current account deficit 
throughout this period may have  in part reflected its usefulness as an argument to 
pursue other worthwhile  reforms (Edwards 2006). Of course,  the value of such a 


12 The 1986/87 Commonwealth Government Budget Papers described the policy strategy more 
completely as  focussing  ‘…on adjusting to recent external  shocks by  lowering  inflation and 
preserving  international  competitiveness;  dampening  the  growth  of  domestic  demand  to 
facilitate  increased  net  exports;  lowering  domestic  expenditure  and  increasing  domestic 
saving;  maintaining  higher  business  profitability;  and  reducing  impediments  to  investment, 
including high real interest rates.’ (Commonwealth of Australia 1986, p48) 


13 See and Gruen and Sayegh (2005) for a discussion of Australian fiscal policy since the 1980s.
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strategy would have eventually weakened as  it became  increasingly apparent  that 
policy was ineffective at reducing the trend in the current account deficit. 


As  the more  flexible  tool, monetary policy was  to be directed as needed to more 
general  demand  management,  containing  cost  and  price  pressures  and  ensuring 
stability  in financial markets (for example, see Commonwealth of Australia 1988, 
p43). It was also hoped that restrictive monetary policy would reduce the demand 
for imports, thereby assisting a rise in the trade balance. The overriding sense was 
that monetary policy was to operate  in such a way as to buy time while the other 
reforms took effect. 14 


3.1  An Evolving Monetary Policy Framework 


The role carved out for monetary policy in the second half of the 1980s was highly 
ambitious. The belief  that monetary policy should be guided by a single quantity 
was called into question towards the end of the monetary targeting period of 1976 
to  1985,  particularly  after  financial  deregulation  when  the  already  tenuous 
relationship  between  monetary  aggregates  and  inflation  broke  down  (Johnston 
1987, p6).  In  its place, the RBA instituted a ‘checklist’ approach, which included 
‘all  major  economic  and  financial  factors  –  present  and  prospective’  (Johnston 
1987, p6). Among other  things,  the balance of payments was  listed as an explicit 
factor and was given a high weight in monetary policy settings, according to RBA 
Annual Reports of the time. 15 The checklist had expanded the factors that ‘should’ 


14 This is clearly evident  in RBA Annual reports. For example, the 1985/86 Report says ‘With 
other policies unable to respond quickly … monetary policy was tightened substantially. This 
step had elements of a holding action …’ (RBA (a) 1986, p7). A similar sentiment can also be 
found  on  p10  of  the  1986/87  report  (RBA  (a)  1987).  The  1988/89  Commonwealth 
Government  Budget  Papers  remark:  ‘Because  it  is  a  more  flexible  policy  instrument, 
monetary policy is often called on for the initial response to external or internal shocks while 
other policy adjustments are made and work their way through the system.’ (Commonwealth 
of Australia 1988, p53) 


15  In the 1986/87 RBA Annual Report, it states ‘Economic policy over the past year was again 
dominated by the continuing severe deficit in the current account balance of payments.’ (RBA 
(a)  1987,  p6);  in  the  1987/88 Report:  ‘Australia’s  external  imbalance  and  the  high  level  of 
external  debt  were  major  issues  for  general  economic  policy.’  (RBA  (a)  1988  p8);  in  the 
1988/89 Report: ‘… it is imperative that there be a return to progress on reducing both the rate 
of inflation and the current account deficit over the coming year.’ (RBA (a) 1989, p7); and in 
the 1989/1990 Report: ‘By early 1990 it was clear that policy was achieving its primary task
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be  usefully  considered  and  ultimately  influenced  by  policy  setters. 16  While  that 
was true, the RBA’s understanding of  the transmission mechanisms of policy had 
not  fundamentally  changed  (although was modified  in  view  of  the  now  floating 
exchange rate). Specifically, the RBA believed it could operate policy as a ‘potent 
demand management tool’ (RBA (a) 1989, p7), with inflation and current account 
deficits being symptoms of excess demand. However, with  the  floating exchange 
rate, policy also needed  to be mindful of  the effects  that  the exchange  rate could 
have  on  inflation  and  Australia’s  international  competitiveness  and  to  take  into 
account  potential  feedback  effects  of  interest  rate  settings  on  exchange  rates 
(Grenville  1997,  Macfarlane  1991).  These  factors,  along  with  more  general 
concerns  about  stability  in  financial  (and  exchange  rate)  markets  variously 
influenced policy. 


Over  this  period,  there  is  a  sense  of  dissatisfaction  by  the  authorities with  what 
monetary  policy  could  achieve.  The  RBA  felt  that  monetary  policy  was  overly 
bearing the burden of demand management (see for example, RBA (a) 1986, p11 
and RBA (a) 1989, pp13,15) and it raised doubts about the effectiveness of interest 
rates to address the current account deficit (see for example RBA (a) 1989, p7). If 
policy was to be applied ‘vigorously enough and long enough’  it was thought that 
higher  interest  rates  would  be  able  to  reduce  import  demand  and  therefore  the 
current account deficit. However, benefits in the short term would be less clear and 
may  even  operate  in  the  opposite  direction  if  higher  interest  rates  produced  an 
exchange  rate  appreciation.  The  RBA  concluded  that:  ‘On  its  own,  monetary 
policy will  not  produce  the  longerterm  structural  benefits  Australia  is  seeking.’ 
(RBA  (a) 1989, p7)  It was always anticipated  that  the other arms of  government 
policy  –  fiscal  restraint  and  micro  reforms  –  would  bring  about  the  lasting 
reduction  in  the  deficit,  but  the RBA came  to  question whether monetary  policy 
was able to contribute to the adjustment process at all. 


of eliminating excess domestic demand, and thereby contributing to a lessening of pressures 
on inflation and the balance of payments.’ (RBA (a) 1990, p4). 


16 The RBA claimed that  it had successfully been able to  influence the current account deficit 
during the second half of the 1980s (for example, RBA (a) 1987, p14 and RBA (a) 1990, p4).
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Towards  the  end  of  the  1980s,  persistent  high  inflation  increasingly  became  the 
main  focus  of  the  RBA,  even  though  the  current  account  deficit  still  rated  a 
mention  in  policy  discussions. 17  In  part,  this  reflected  disappointment  that 
Australia had failed to achieve much progress on either front, while other countries 
had  managed  to  get  their  inflation  rates  back  to  previous  modest  levels 
(Grenville 1997). 


This  shift  in  focus  also  reflected  evolving  views  within  the  RBA  about  the 
appropriate policy  framework. Against  the background of dissatisfaction with  the 
operation  of  the  checklist  approach,  the  emerging  view  was  that  the  single 
instrument  of  monetary  policy  could  only  be  effectively  directed  to  a  single 
objective, namely inflation. Two RBA economists, who both were later to become 
RBA Governors, put forward this view in 1989: ‘ …while monetary policy can and 
does  affect  activity  in  the  short  run,  its  ultimate  goal  should  be  price  stability.’ 
(Macfarlane and Stevens 1989, p8). The then deputy Governor, Mr Phillips (1989), 
echoed  similar  statements,  although  that  year’s RBA Annual Report  (1989)  still 
gave weight to the idea that policy could usefully affect the current account deficit. 


The 1990 RBA Annual Report devoted much more attention to  inflation than had 
the  immediately preceding reports,  though the current account deficit still  rated a 
mention  (RBA  (a)  1990).  By  the  time  of  writing  the  1991  Annual  Report,  it 
became the official position of  the RBA that  inflation was  the  focus of monetary 
policy:  ‘Monetary policy can best contribute  to a  sustainable  external position  in 
the same way that it can best contribute to overall growth, namely by providing an 
environment of low inflation.’ (RBA (a) 1991, p4) 


By  early  1993,  the  RBA  had  adopted  an  inflation  targeting  framework 
(Stevens 1999),  although  considerations  of  demand  fluctuations  remained 
important – that  is, the RBA was a  flexible inflation targeter. Alongside this shift 
in the policy objective was a shift in the policy time horizon, from relatively short 
term  demand  management  to  the  mediumterm  objective  of  containing  inflation 
(RBA (a) 1991, pp34 and Commonwealth of Australia 1991, p2.32). 


17 This sentiment was also reflected in comments by the Treasurer, Mr Keating,  in his 198889 
Budget Speech  (p4):  ‘Madam Speaker, while  the  balance  of  payments  deficit  is Australia’s 
number one economic problem, inflation remains Australia’s number one economic disease.’
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By the end of the 1980s, it was apparent that, despite the concerted joint efforts of 
policymakers,  no  permanent  reduction  in  the  current  account  deficit  had  been 
achieved. By  the end of  the decade,  the current account deficit was back to 6 per 
cent,  roughly  around  the  level  that  sparked  concern  in  the  first  place.  This  was 
despite  an  impressive  turnaround  in  the  Commonwealth  Government’s  annual 
budget  position  of  around  5 percentage  points  of  GDP  between  1983/84  and 
1988/89  (reflecting  both,  fiscal  restraint  and  strong  growth)  and  significant 
microeconomic  reform. The  fact  that  these policies had had no (persistent) effect 
on  the  current  account  lent  weight  to  the  emerging  view  of  academia,  which  is 
outlined in the next section. 


3.2  The Challenge from Academia 


During the second half of the 1980s, Australian academics began to debate whether 
the  current  account  deficit  was  an  appropriate  target  of  macroeconomic  policies 
and whether the view that the deficit was unsustainable was correct. 18 This debate 
was  led by John Pitchford; however,  the ‘Pitchford  thesis’, or ‘consenting adults’ 
view,  as  it  is  commonly known  in Australia,  can  be  traced  back  to Max Corden 
who had expressed very similar views in his 1977 book. 


The Pitchford  (1989b,  c,  1990)  thesis  rests  on  the  understanding  that  the  current 
account balance is the net result of investment and saving decisions that have been 
made by agents within  the economy.  If  these decisions are made optimally,  then 
any resulting current account deficit (or surplus) can not be considered a cause for 
concern. After all, a deficit merely represents households deciding to consume now 
rather  than  later  and  firms  deciding  to  take  advantage  of  profitable  investment 
opportunities  in  Australia.  These  decisions  are  optimal  –  therefore  welfare 
maximising  –  and  households  and  firms  have  made  these  decisions  with  every 
expectation that they will have the capacity to repay. The foreign investors lending 
the money are obviously of  the same mind. The deficit,  therefore,  is  the result of 
decisions between ‘consenting adults’. At the time these arguments were being put, 
the  Commonwealth  Government  was  running  a  budget  surplus  and  the  public 
sector  borrowing  requirement was  low,  and  therefore  the  current  account  deficit 
could be largely considered the outcome of private decisions. 


18 Early contributions include Corden (1985) and Pitchford (1987); however, the debate did not 
achieve true momentum until the end of the 1980s.
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The Pitchford  thesis  fundamentally countered established  thinking on  the current 
account deficit –  that  is,  the  notion  that  large current account deficits  are always 
unsustainable  or  can  ultimately  impose  a  constraint  on  growth.  Rather  than 
imposing a constraint on growth, a current account deficit can be a mechanism by 
which the growth potential of the economy can be raised as advantage can be taken 
of profitable investment opportunities. Capital flows into Australia are presumably 
the result of foreign investors seeking high returns, benefiting both the borrowers 
and lenders in the process. 


The key message from Pitchford and others for policymakers was  that there was 
no role for macroeconomic policies to respond to current account deficits and that 
current  policies  aimed  at  reducing  the  current  account  deficit  might  be  severely 
misplaced.  If  there  was  a  role  for  government  at  all  in  addressing  the  current 
account  deficit,  it  would  be  to  remove  distortions  and  externalities  adversely 
affecting  decisions  of  private  agents.  Even  then,  the  firstbest  solution  is  to  use 
microbased policies to remove the identified problems at their source. 19 


Pitchford  (1989b) and other proponents of  this  view  (for example, Corden 1991) 
accused policymakers of holding onto the outdated MundellFleming  framework 
that  applied  when  Australia  had  a  fixed  exchange  rate.  Pitchford  also  accused 
policymakers of not  justifying their position: ‘There may be a case for believing 
that current account deficits have been excessive, but  if so  it has not been made.’ 
Pitchford (1989b, p5) 


While  the  Pitchford  view  already  presented  a  strong  counter  to  existing 
government  policies,  Pitchford  and  others  also  more  directly  challenged  the 
apparent rationale behind existing policy strategies. In particular, the ‘twin deficits’ 
argument – on which the fiscal consolidation strategy was seemingly based – was 
convincingly refuted (for example Argy 1990). The main flaw to the twin deficits 
argument  is  that  it  assumes  that private behaviour will  not change  in  response  to 
changes in government behaviour. This does not imply that fiscal consolidation is 
inappropriate,  but  just  that  it  would  not  necessarily  reduce  the  current  account 
deficit. 


19 While the government undertook a lot of micro reforms during the 1980s, Pitchford (1989b, 
p2) claimed that the relevant microeconomic policies were largely in a class that were not at 
that time being considered.
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The argument that microeconomic reforms would necessarily lead to a reduction in 
the  current  account  deficit was  also  disputed.  Such  reforms might make markets 
operate  more  efficiently,  but  does  that  mean  agents  would  invest  more  or  less? 
Save more or  less? The effect on  the current account deficit  is often ambiguous. 
The  merit  of  micro  reforms  was  that  they  were  worthwhile  for  their  own  sake 
(Pitchford  1989a,  p11),  not  that  they  produced  a  particular  effect  on  the  current 
account  deficit.  Otherwise,  Pitchford  asked,  do  you  not  undertake  reforms  that 
might lead to an increase in the current account deficit (Pitchford 1989a, p11)? 


3.3  The Response 


While many academics were to side with Pitchford in his thinking, other academics 
and  policymakers  did  not,  particularly with  regards  to  the  ‘handsoff’  approach. 
Some questioned the new framework and viewed it as untested, instead suggesting 
that  policy  should  be  based  on  the  more  established  way  of  thinking  (see  for 
example Nguyen 1990). Most arguments, however, did not question the framework 
but rather emphasised practical considerations (see for example Corden 1991). 


First,  it  was  argued  that  private  agents  are  not  always  able  to  make  optimal 
decisions. Distortions  and  externalities  exist, which  interfere with  incentives  and 
provide  a  rationale  for  policy  intervention. Moore  (1989)  argued  that  there were 
plenty of examples in history of excessive borrowing by nations that had ended in 
a debt crisis. ‘I take it that Professor Pitchford would not argue that history cannot 
repeat  itself.’  (Moore  1989,  p5)  Certainly,  at  least  for  extreme  levels  of 
government borrowing, the ‘twin deficits’ argument might come into play. 


Second, an agent’s decision that  leads to an  increase in external debt may impose 
costs on other borrowers in the form of higher interest rates through the imposition 
of a risk premium applying to the country as a whole. Third, there were risks to the 
economy  if  there was an adverse  swing  in  sentiment of  foreign  investors.  It was 
argued that this could result  in a sharp and possibly severe adjustment process, in 
which case, it was preferable that some of the adjustment was already undertaken 
through appropriate restrictive policy settings (Argy 1990). 20 


20 Argy  (1990,  p79),  the  then  director of  the Economic Planning Advisory Council  suggested 
that this view was shared ‘by many of us in Canberra’.
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While many of  these counter arguments have valid elements,  in many cases  their 
central concern  is not the current account deficit per se, rather the deficit  is just a 
symptom of another underlying problem. The appropriate policy response, then, is 
to  address  the  underlying  problem,  be  that  overspending  or  the  distortions  and 
externalities themselves. 21 


The  intellectual  weight  of  the  Pitchford  thesis  started  to  be  acknowledged  by 
policymakers by  the  late 1980s.  In September 1989 and again  in  June 1990,  the 
then  Deputy  Governor  of  the  RBA,  Mr  John  Phillips,  gave  credence  to  the 
Pitchford argument stating that the balance of payments was due to ‘community’s 
attitudes to savings, consumption, investment and debt’ (Phillips 1989, 1990), and 
as a  result,  the current account deficit was not an appropriate  target of monetary 
policy. 22 Instead, the appropriate role for monetary policy was controlling inflation 
and  the  RBA’s  stated  concern  that  the  current  account  deficit was  unsustainable 
started  to wane. A  few  years  later,  the  government  also  expressed  the  view  that 
monetary policy should not be used to target the current account (see for example, 
Commonwealth of Australia 1991, p2.33). 


In  the  early  1990s,  the  Commonwealth  government  acknowledged  the  broader 
implications  of  the Pitchford  thesis,  but  it was  not  convinced  how well  it would 
apply  in  practice,  in  line  with  many  of  the  arguments  outlined  above  (see  in 
particular  Commonwealth  of  Australia  1991,  p2,36). 23  Through  the  early  1990s, 
the  government  continued  to  point  to  fiscal  consolidation  and  micro  reforms  as 
strategies  to  address  the  current  account  deficit  ‘problem’.  These  policies  were, 
however,  increasingly  being  framed  in  terms  of  a  broader  framework  that 
understood  that  micro  reforms  were  helpful  in  their  own  right  and  that  fiscal 
consolidation  was  an  important  arm  of  a  broader  strategy  for  raising  national 
saving. 24  By  1993,  the  government  had  more  fully  accepted  the  Pitchford  line. 


21 Responses  to other arguments can  be  found  in  the many papers  that constituted  this debate 
(see for example Corden 1991 and Pitchford 1989d). 


22  Some  acknowledgement  by  the  government  of  the  Pitchford  thesis  can  be  found  in  the 
1988/89 Budget Papers (Commonwealth of Australia 1988, p44) 


23 Certainly,  broader community  feeling was  that  the deficit  should  be  regarded as a concern, 
and this led to the government initiating a formal enquiry in October 1991 into the causes and 
consequences  of  Australia’s  current  account  deficit  and  overseas  debt  (the  socalled 
Langmore 1991 Report). 


24 Many  of  these  issues  were  also  raised  in  the  governmentcommissioned  Fitzgerald 
Report (1993), which outlined a strategy for improving national saving, in part to help reduce
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However, there was ongoing concern that high foreign debt would result  in a risk 
premium  on  Australian  foreign  borrowings  and  that  a  swing  in  foreign  investor 
sentiment  could  result  in  a  severe  adjustment  process  for  the  domestic  economy 
(Commonwealth of Australia 1993, p2.45). 


Like the government, the RBA did not at this time entirely accept the view that the 
current account deficit should not be a concern at all. Mr Bernie Fraser, the RBA 
Governor  between  1989  and  1996,  indicated  that  he  believed  that  the  current 
account deficit was ‘a problem but … a mediumterm problem, not one to agonise 
over monthly, or even quarterly’ (Fraser 1996). Current account deficits of around 
3 per cent of GDP were considered by Mr Fraser as sustainable, while deficits of 
around  56 per  cent  probably  were  not  (Fraser  1994).  Since  1996,  the  current 
account  deficit  has  no  longer  featured  as  part  of  the  monetary  policy  debate.  In 
2004, Mr Glenn Stevens,  the  then Deputy Governor,  restated  the RBA’s view as 
thus: ‘… whether the current account deficit should be a target of any policy is not 
obvious –  it would need to be argued. But whatever one’s view on that question, 
the  current  account  is  not,  and  should  not,  be  an  objective  of monetary  policy.’ 
(Stevens 2004, italicised as per the original) 


The  dissenting  voices  to  the  Pitchford  view  –  in  both  academia  and  policy 
institutions – from within Australia have now largely disappeared. If concerns are 
raised, they generally herald from international organisations, such as the OECD or 
the IMF, in their assessments of the external vulnerabilities facing Australia. More 
on  this will  be  said  immediately  below  and  in Section  5  of  this  paper,  but  even 
here, these concerns have lessened over time. 


3.4  External Recommendations 


The IMF and the OECD have made regular assessments of the Australian economy 
since  at  least  the  early  1980s.  Reports  from  the  IMF  have,  however,  only  been 
publicly  available  from  the  mid  1990s.  The  view  from  the  OECD  in  the  1980s 


Australia’s current account deficit, but also highlighting the need for the government to start 
making provision for an ageing population.
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concurred with Australian  authorities  that Australia’s  current  account  deficit  and 
external debt position were  unsustainable.  In  its 1986/87  report on Australia,  the 
OECD suggested that such concerns needed to be the overriding priority of policy 
(OECD 1987). The main  recommendations  for Australian  policymakers were  to 
reduce public sector debt and to implement policies that would improve Australia’s 
international  competitiveness  (see  for  example  OECD  1984,  pp5051).  With 
regards  to  the  latter,  the  OECD  pointed  in  particular  to  a  need  for  real  wage 
moderation and reduced trade protection, particularly for the manufacturing sector. 
With  regards  to  fiscal  policy,  the  OECD  acknowledged  that  the  Australian 
government had made substantial progress in reducing its deficit, but also pressed 
for greater efforts to be made in this regard by state and local governments. 


OECD  concern  regarding  Australia’s  current  account  deficit  moderated  in  the 
1990s.  In  the  1993/94  report,  the  OECD  describe  the  current  account  deficit  as 
sustainable  in  view  of  current  government  policies,  and  in  various  reports 
throughout the 1990s, they raise concerns about the potential for high external debt 
to  affect  credit  ratings  and  increase  external  risks.  Their  latest  report,  however, 
presents  a  more  sanguine  view.  The  IMF  reports  from  1995  onwards  describe 
Australia’s  net  external  debt  position  as  sustainable  and  the  external  risks  as 
manageable,  but  they  recommend  that Australia’s  external  debt  position  requires 
continued  careful  monitoring.  Also,  these  IMF  reports  often  attribute  weight  to 
either  the  narrowing  or widening  that  had  been  recently  observed  in  the  current 
account deficit, without always an appreciation that most of these movements are 
part of a standard cyclical pattern around a longerterm average. 


Since the time of the Asian crisis, IMF staff have stressed the potential risk from a 
shift in market sentiment, particularly since around onehalf of Australia’s foreign 
debt has a  relatively  short  term maturity. The  IMF has a  standard  set of external 
vulnerability indicators that they use for a variety of countries in assessing external 
risks. Over time, the IMF has acknowledged the argument  that the ‘onesizefits– 
all’  approach  fails  to  recognise  some  special  factors  relevant  to  the  Australian 
situation,  including, for example, the fact that the external debt  is denominated  in 
Australian  dollars  or  hedged,  that  private  balance  sheets  are  in  a  strong  position 
and  that  the  Australian  economy  has  proven  to  be  relatively  resilience  to  large 
adverse  domestic  and  external  shocks,  including  through  the  operation  of  the 
flexible exchange rate regime.
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4.  Optimality and Sustainability: An Empirical Assessment 


The  intertemporal  approach  to  the  current  account  forms  the  foundation  of 
Pitchford’s (1989b, c, 1990) view of  the current account. Using the methodology 
developed  by Campbell  (1987)  and Campbell  and Shiller  (1987),  several  studies 
test whether Australian current account data support the intertemporal model, with 
mixed  results.  Milbourne  and  Otto  (1992),  using  quarterly  data,  reject  the 
intertemporal model, while,  in  contrast, Cashin  and McDermott  (1998)  and Otto 
(2003),  using  annual  data,  and  McDermott  (1999),  using  quarterly  data,  find 
supportive evidence, but only after 1975, 1980 and 1991 respectively. Bergin and 
Sheffrin (2000) extend the  intertemporal model  to account  for external shocks by 
allowing the interest rate and exchange rate to vary. They find this improves the fit 
of  the  model  by  better  capturing  volatility,  thereby  providing  support  for  the 
intertemporal model. 


Following these studies, this section of the paper examines optimality through the 
lens of the intertemporal approach to the current balance, but with two innovations. 
First,  account  is  taken  of  the  effect  of  the  capital  market  opening  and  financial 
market deregulation with the advantage of a longer sample of data postdating these 
changes.  Prior  to  this,  net  foreign debt  may  have  been  less  than  optimal  (due  to 
consumption  and/or  investment  being  too  low)  and  credit  constraints  may  have 
prevented  optimal  consumption  smoothing  in  the  face  of  shocks  to  income.  The 
second innovation  is to account for  the fact that shocks to  the Australian net cash 
flow may be correlated with shocks in the rest of the world and as a result have a 
limited  effect  on  the  current  account  (Glick  and  Rogoff  1995).  That  is,  global 
shocks should lead to changes in the world interest rate rather than current account 
balances. 


The full details of  the model and estimation approach, along with detailed results 
are reported in Appendix A. In summary, there is tentative evidence in support of 
the  intertemporal  model.  In  particular,  the  current  account  balance  appears  to 
adjust  in  a  way  that  is  consistent  with  consumption  smoothing  in  the  face  of 
temporary shocks  to output, government expenditure and  investment. This  is  true 
however, only in the period after financial liberalisation in the early 1980s, in line 
with  the  removal of capital controls and the easing of credit constraints. There  is 
also  evidence  of  consumption  tilting,  whereby  Australian  residents  appear  more
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impatient  than  the world  as  a whole. This  has  contributed  to  a  persistent  current 
account deficit in the order of 4½ per cent of GDP since the mid 1980s. While the 
extent of this impatience appears relatively modest, within this framework it is not 
possible  to  test  the solvency condition –  that  is, whether or not  the  intertemporal 
budget constraint has been satisfied. 


Indeed,  as  MilesiFerretti  and  Razin  (1996)  note,  in  practise  it  is  difficult  to 
determine whether a country running persistently  large current account deficits  is 
solvent at any given time. The more feasible test is to examine the sustainability of 
the situation –  that  is,  to determine  the  level of  trade surplus  (and hence also  the 
current  account  balance)  required  to  stabilise  the  level  of  net  foreign  liabilities 
(relative to GDP) given plausible assumptions about output growth and the costs of 
servicing net  foreign liabilities. A number of studies have undertaken this type of 
exercise for Australia. For example, Gruen and Sayegh (2005) find that an average 
goods  and  services  trade  surplus  around  ½  to  ¾ per  cent  of  GDP  can  sustain 
foreign liabilities at a ratio of 60 per cent (which compares to the actual deficit on 
the  trade  account  of  1½  per  cent  of  GDP  on  average  since  1980).  In  a  similar 
fashion, McDermott (1999) shows that Australia’s current account would need to 
be reduced to 3¾ percent of GDP in order to stabilise net external  liabilities at its 
1997 level. 


The  limitations  of  such  calculations,  however,  is  that  they  do  not  consider what 
sort of changes would be needed to bring about the turn around in the trade balance 
(and  the  associated  reduction  in  the  current  account),  nor  exactly  when  these 
changes  need  to  occur.  Again,  this  reflects  the  difference  between  solvency  and 
sustainability,  with  the  latter  being  an  assessment  of  what  constitutes  a  stable 
equilibrium,  while  the  former  allows  for  the  possibility  that  there  may  be  even 
higher, and potentially sustainable,  levels of foreign indebtedness that are welfare 
enhancing  (including by allowing advantage  to be  taken of expectations of  future 
productivity growth – and associated profitable investment opportunities – without 
unduly restricting current consumption).
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5.  Current Account Deficits and External Vulnerability 


Instead  of  focussing  on  questions  of  sustainability,  it  may  make  more  sense  to 
consider  the  potential  costs  of  large  current  account  deficits  and  the  associated 
buildup  of  foreign  liabilities  in  terms  of  the  vulnerability  of  an  economy  to 
external  shocks.  In  essence,  such  an  approach  can  be  thought  of  as  falling 
somewhere  in  between  those  that  argue  that  markets  are  always  efficient  and, 
therefore,  that all current account deficits  are optimal, and those  that caution  that 
countries with  large  foreign  debts  should  (gradually)  reduce  their dependence on 
foreign funds now so as to avoid potentially costly adjustments in the future. 


In  the wake of  the Mexican and Asian  financial crises of  the 1990s, a number of 
studies sought to develop models that might provide an early warning of external 
crises, which by definition imply a costly adjustment (either in the form of a deep 
recession, associated with higher borrowing costs and/or a cessation or reversal of 
capital  flows). 25 By examining  time  series data across a wide  range of countries, 
this  literature  attempts  to  identify  indicators  that  might  point  to  an  increasing 
likelihood  of  an  external  crisis.  These  studies  contributed  to  a  perceived 
association between  large net external debt positions and external risks. Australia 
is  a  clear  outlier  in  this  context,  with  relatively  large  net  external  debt  and 
persistent current account deficits, but no crises. 


One problem with such an approach is that it is generally restricted to a relatively 
limited  set  of  potential  indicators,  and  tends  to  encourage  a  ‘onesizefitsall’ 
approach  to  assessing  vulnerability,  encouraging  analysts  to  treat  large  current 
account  deficits  and  external  debt  as  sufficient  statistics  for  vulnerability. 
However,  the  value  of  recognising  the  role  of  institutional  differences  between 
countries  is  increasingly  being acknowledged  (see,  for example, Daseking 2002). 
In  this  regard, Australia  has  a  number  of  features  that  tend  to make  it  relatively 
resilient in the face of considerable external shocks. Indeed these features underpin 
the  relative  stability which  encourages  sizeable  capital  inflows  in  the  first  place. 
This suggests  that a high debt  level may not signal vulnerability but rather  that  it 
reflects resilience which permits high debt to be sustained. 


25 For example, see Kaminsky and Reinhart (1999).
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One  feature,  in  particular,  assists  Australia  to  be  resilient  in  the  face  of  large 
external  shocks,  in  spite  of  relatively  high  foreign  indebtedness.  Namely, 
foreigners  are willing  to  participate  in markets  that  allow Australian  residents  to 
hedge their foreign exchange exposures, at reasonable cost; one (but by no means 
the  only)  aspect  of  this  is  that  foreigners  are  willing  to  hold  Australian  debt 
denominated in Australian dollars. This ability to hedge allows balance sheets and 
trading activities of domestic corporations and households (which are net  foreign 
debtors)  to  be  resilient  in  the  face  of  large,  sharp  nominal  exchange  rate 
fluctuations. Of course such markets can only be expected to evolve fully under a 
flexible exchange rate regime, in which frequent and often large fluctuations in the 
nominal  exchange  rate  are  the  norm. The  flexible  exchange  rate  regime  also  has 
the advantage of providing a timely and automatic mechanism to adjust to external 
shocks. That  is,  it can act as a buffer, allowing shocks  to dissipate  rapidly across 
the domestic economy without the widespread impact on inflation as was the case 
under the fixed exchange rate regime. 


The development of  this  resilience of  the Australian economy  to external  shocks 
has  been  well  documented  in  a  number  of  studies  (Caballero  et  al  2004, 
Macfarlane  2005,  Debelle  and  Plumb  2006,  Becker  and  Fabbro  2006  and 
McCauley  2006).  These  studies  emphasise  the  value  of  maintaining  investor 
confidence  in  the  face of  sizeable  external  shocks  via:  a  robust  financial  system, 
with  deep,  liquid  and  stable  financial  markets  and  strong  financial  institutions; 
credible  and  stabilising  macroeconomic  policies;  and  low  net  foreign  currency 
exposure. 26 Arguably, an element of  luck and perseverance has also helped  in the 
early stages of floating, allowing these markets and policies to develop. 27 The aim 
of this section of our paper is to summarise this literature by briefly tracing through 
these  four  outcomes.  In  doing  so,  it  becomes  clear  that  while  many  of  these 
features have come about  through a conscious effort of policymakers seeking to 
generate resilience, others have arisen more as a byproduct of other pursuits or the 
result of learningbydoing. 


26 Caballero et al (2004) argue that this confidence reflects what they term ‘currency trust’ and 
‘country  trust’. Closely  related  to  currency  trust  is what McCauley  (2006)  describes  as  the 
internationalisation of the Australian dollar. 


27 The  RBA  believes  occasional  intervention  to  be  desirable.  The  Asian  crisis  is  one  such 
example where  intervention was used to limit downward pressure on the exchange rate, but 
only occurred after the exchange rate had moved a  long way, and still maintaining the view 
that a depreciation was a desirable and necessary part of adjustment (Stevens 2006).
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5.1  The Record on Inflation 


A  record  of,  and  a  commitment  to,  low  and  stable  inflation  is  necessary  to  keep 
down the cost of  issuing debt –  it  reassures holders of domestically denominated 
debt that the value of this will not be eroded to the benefit of issuers. In Australia, 
the  adoption  of  inflation  targeting  by  the  RBA  in  1993  has  achieved  the  goal  of 
keeping yearended  inflation on average between 2 and 3 per cent over the cycle. 
Caballero et al (2004) argue that, notwithstanding higher inflation in the 1970s and 
1980s, over  the past 100 years policy  in Australia has established a  reputation of 
being willing and able to maintain modest and stable inflation. 


5.2  The Government Debt Market 


A  key  factor  behind  the  confidence  of  foreigners  placed  in  the  market  for 
government debt  in Australia  is  the  fact  that  foreign holders  have  never  suffered 
from any defaults on the debt (see discussion in Section 2.1). 


A  number  of  changes  around  the  early  1980s  have  been  identified  as  having 
strengthened the market for government debt in Australia, apparently contributing 
to  the  take  up  by  foreigners  of  Australiandollardenominated  debt  for  the  first 
time. McCray (2000) highlights  the  role of  financial deregulation  in reducing the 
extent to which domestic financial institutions acted as a ‘captive market’, thereby 
contributing to a  rise  in yields. He also points to a range of  important operational 
changes made as the market moved from a highly regulated environment, with tap 
issuance (whereby authorities set the price) and a ‘buy and hold’ mentality, to one 
of  open  price  discovery  (through  auctions)  and  an  active  secondary market  (see 
also McCauley 2006). 


As a  result, more  than onehalf of Australian Commonwealth  government debt – 
almost all of which is issued domestically in Australian dollars – is held offshore. 28 
Foreign investors also hold debt  issued by Australian state and local governments 
and  corporations.  Indeed,  more  than  70 per  cent  of  corporate  debt  is  held  by 
offshore  investors, with the corporate bond market around eight times  larger than 
the  Commonwealth  government  bond  market.  Foreign  investor  interest  in 


28 As at June 2006, the Commonwealth Government had $65 billion of bonds on issue of which 
$33 billion, or 52 per cent, was held by offshore investors.
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Australian corporate bonds has been facilitated by a  liquid crosscurrency interest 
rate  swaps  market,  which  has  allowed  foreign  investors  to  accept  currency  risk 
whilst  insulating  themselves  from  the  credit  risk  associated  with  lending  to 
Australian firms (McCauley 2006). 


5.3  Financial Markets 


Caballero  et  al  (2004)  emphasise  the  importance  of  deep  and  efficient  financial 
markets  in  helping  to  ensure  that  domestic  residents  are  able  to  hedge  foreign 
exposures  at  a  reasonable  cost.  International  comparisons  suggest  that  these 
markets are relatively deep  for Australia. For example, while Australia’s share of 
world output  is  relatively small at around 1½ per cent, making  it  the 15th  largest 
economy,  turnover  in  the  Australian  dollar  spot  and  derivatives  markets  is  the 
fourth  largest  in  the  world  (BIS  2005).  The  average  daily  turnover  of  the 
Australian  dollar  swaps  market  is  A$45 billion  (US$34 billion).  This  market  is 
deep enough that the net derivatives position of the banking sector could be turned 
over more than three times a month (Becker and Fabbro 2006). 29 


Of  course  this was  not  the  case  during  the  era  of  capital  controls  and  regulated 
financial  institutions.  Debelle  and  Plumb  (2006)  discuss  the  early  stages  of 
development of these markets as these controls were eased. One important facet of 
this was the lesson learnt by Australian borrowers early on in the postfloat period 
about  the  dangers  of  unhedged  foreigncurrency borrowing  (see  also Becker  and 
Fabbro  2006).  In  the  mid  1980s,  some  borrowers  funded  themselves  in  Swiss 
Francs to avoid paying much higher domestic interest rates. These borrowers made 
substantial losses when the Australian dollar depreciated by more than 50 per cent 
against  the Swiss Franc between January 1985 and August 1986. While  the scale 
of  the  borrowing  was  relatively  small  –  so  that  the  losses  did  not  disrupt  the 
economy  or  the  banking  system  overall  –  they  generated  enough  publicity  to 
provide a salutary lesson to both businesses and households. 


Nowadays,  the  bulk  of Australia’s  nongovernment  foreign  debt  is  raised  by  the 
banking  sector.  These  institutions  are  not  only  able  to  raise  funds  at  a  relatively 
low  cost  (given  that  they  tend  to  be  highly  rated),  but  they  are  also  in  a  good 


29 The average daily turnover of Australian dollar swaps between domestic and overseas banks 
is around A$25 billion (US$19 billion).
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position  to  hedge  exchange  rate  risks  arising  from  these  borrowings.  It  is 
advantageous, therefore, for these financial institutions to act as intermediaries for 
business and  household  sectors given  that  they can provide Australian borrowers 
with relatively low cost and fully hedged access to foreign funds. 


As  in  the United States, Australian  residents actually  have a  net  long position  in 
foreign  currency  (before  accounting  for  hedging  activities);  that  is  gross  foreign 
currencydenominated assets exceed gross foreign currencydenominated liabilities 
(Becker and Fabbro 2006). Of Australia’s net external debt, around forty per cent 
is  denominated  in  Australian  dollars.  According  to  a  recent  survey  by  the 
Australian  Bureau  of  Statistics  (2005),  most  of  the  remaining  net  exposure  is 
hedged, with  just over onetenth of net external debt being  in ‘unhedged’  foreign 
currency (Becker and Fabbro 2006), which is not to say that it may not be covered 
by some natural hedge. Much of the hedging activity appears to have nonresidents 
as  counter  parties,  thereby  insulating  domestic  residents  as  a  whole  against 
unfavourable exchange rate fluctuations. 


While  currency  risk  does  not  appear  to  present  much  of  an  issue  for  Australia, 
attention  has  instead  focused on  refinancing  risk, particularly  of  shortdated debt 
(for example,  see  IMF 2006  (a)). Much of Australia’s offshore debt  is  issued by 
financial  institutions, with  foreign  liabilities  accounting  for  about  27  per  cent  of 
Australian  banks’  total  liabilities,  compared  to  around 15  per  cent  a  decade  ago. 
While debt securities comprise the majority of banks’ foreign liabilities, more than 
twothirds of  these  have been  issued with a  term  to maturity of  greater  than one 
year,  with  an  average  maturity  of  around  four  years;  Australian  corporations 
borrowing offshore  tend to  issue  longerdated debt.  It  is beyond the scope of  this 
paper  to make more  than  three  brief  remarks  on  refinancing  risk.  First,  thus  far, 
rolling  over  debt  has  not  been  an  issue  for  Australia,  even  during  periods  of 
adverse shocks, such as the Asian crisis. Second, Australian banks have tended to 
issue  offshore  debt  in  a  range  of  different  markets  and  in  a  range  of  different 
currency  denominations,  providing  some  diversification  against  shocks  that  may 
adversely affect any one market (RBA (b) 2006). Third, in response to an adverse 
shock  it  is  likely that much of the adjustment would occur through a depreciation 
of the exchange rate.
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5.4  Institutional Framework 


Stable government, credible and sustainable monetary and fiscal policies, a sound 
financial system based on efficient regulation and supervision, effective  legal and 
accounting  frameworks,  and  transparent  and  open  markets  both  for  factors  of 
production and outputs are critical institutional features necessary for a country to 
maintain  the confidence of  (both  foreign  and domestic  resident)  investors.  In  the 
extreme, these reduce the likelihood of some type of expropriation of wealth and/or 
income  (to  the  advantage  of  particular  domestic  residents),  either  by  direct  or 
indirect  means.  More  generally,  however,  they  also  allow  countries  to  better 
withstand  adverse  external  shocks  that  might  otherwise  harm  foreign  investors’ 
interests. 30 Certainly Australia  appears  to  rank  highly on a  range of  indicators  in 
this regard. For example, in 2006 Australia ranked ninth (out of 161 countries)  in 
the  Economic  Freedom  of  the  World  Index,  which  attempts  to  systematically 
compare countries across the types of institutional features mentioned above. 


One episode that points to the resilience of the Australian economy is the period of 
the Asian economic crisis of 1997 and 1998, in which there was a sizeable decline 
in  demand  from  many  of  Australia’s  major  trading  partners  in  the  region.  The 
nominal  exchange  rate  depreciated  in  effective  terms  by  about  20  per  cent  from 
mid  1997  to  early  2001,  but  again  the  inflationary  impact  of  this was  relatively 
modest. Indeed, unlike a number of countries with substantial commodity exports 
to  the  region,  the  RBA  did  not  tighten  policy  in  response  to  the  depreciation. 
Instead,  the depreciation was  viewed as a  necessary part of  the adjustment  to an 
adverse  shock  of  this  type.  A widening  in  the  current  account  deficit  –  of  more 
than  4  percentage  points  of GDP over  the  two  years  to mid  1999 – was  also  an 
important  mechanism  dampening  the  impact  of  the  shock  on  the  domestic 
economy.  Caballero  et  al  (2004)  note  that  the  stimulatory  impact  of  the 
depreciation (including by facilitating a diversion of exports to the US and Europe) 
was in contrast to  lessdeveloped economies for which the depreciation adversely 
affected  balance  sheets  of  corporations  with  sizeable  exposures  to  unhedged 
foreigncurrency denominated debts. 


30 Kent, Smith and Holloway (2005) present evidence that structural reforms leading to stricter 
monetary  policy  regimes,  greater  labour  market  flexibility  and  increased  product  market 
competition have played a role in reducing the volatility of output across a range of developed 
economies.
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6.  Conclusion 


Australia has a long history of large and persistent current account deficits. In the 
mid  1980s,  however,  following  the  floating  of  the  Australian  dollar  and  the 
opening of the capital account, the deficit rose considerably and has been sustained 
around an average of about 4½ per cent since, with no discernable trend in the real 
exchange rate. This shift in the 1980s contributed to a rapid rise in net foreign debt, 
and  the  current  account  deficit  became  a  key  object  of  policymakers  in  its  own 
right.  The  chief  concern  was  that  such  deficits  raised  the  prospects  of  default 
and/or a sharp reversal in capital flows. That is, it was feared that the deficits were 
not  sustainable  –  implying  potentially  disruptive  adjustments  in  the  future  –  and 
that they left the country more vulnerable  to adverse external shocks (including a 
change  in  sentiment  of  foreign  creditors). Hence,  it was  argued  that  all  arms  of 
policy, both macroeconomic as well as micro reform, should and could attempt to 
reduce the current account deficit. 


This  view was  challenged  by  those  that  argued  that  the  current  account  merely 
reflected  the  optimal  decisions  of  private  agents  and,  as  a  result,  concerns  about 
sustainability were misplaced and  there was certainly no role  for macro policy  to 
intervene.  This  did  not  mean  that  efforts  at  fiscal  and  other  reforms  were 
unwarranted, but that they should not be directed at influencing the current account 
balance,  and  indeed  may  not  have  had  the  desired  effect  in  any  case.  Many 
elements of this view came to be accepted by policymakers. In part, this may have 
been  influenced  by  the  realisation  that  despite  widespread  reforms  (including  a 
substantial  fiscal  consolidation  leading  ultimately  to  no  net  public  debt),  the 
current account deficit remained stable in trend terms. 


The  ‘consenting  adults’  view  of  current  account  deficits  has  become  widely 
accepted  in Australia  among  academics  and  policymakers. This  paper  presented 
empirical  evidence  providing  some  support  to  the  idea  that,  following  capital 
market  opening  in  1983,  cycles  in  the  current  account  deficit  in  Australia  have 
been  consistent  with  optimal  consumptionsmoothing  behaviour.  Sustainability 
calculations  imply  that,  if  the  recent  trend  level  of  the  current  account  deficit 
continues,  foreign  liabilities  will  continue  to  rise  as  a  share  of  GDP.  This  says 
nothing  about  the  more  important  question  of  solvency;  however,  in  a  flexible
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exchange rate regime, this  is subject to the ongoing assessment provided by open 
and transparent capital markets. 


It is generally acknowledged that large deficits and foreign indebtedness can imply 
some  degree  of  vulnerability  for  a  small  open  economy  subject  to  large  external 
shocks  (including  swings  in  investor  sentiment).  Australia  is  an  interesting  case 
study in this regard, as it is recognised as having a number of institutional features 
which  help  to  lessens  its  vulnerability  to  external  shocks.  Stable  government, 
credible  and  sustainable  monetary  and  fiscal  policies,  a  sound  financial  system 
based  on  efficient  regulation  and  supervision,  effective  legal  and  accounting 
frameworks, and transparent and open markets both for factors of production and 
outputs  are  critical  features  to  maintain  the  confidence  of  (both  foreign  and 
domestic)  investors.  Of  particular  note,  is  the  fact  that  foreigners  are  willing  to 
participate  in  markets  that  allow  Australian  residents  to  hedge  their  foreign 
exchange  exposures  at  reasonable  cost.  This  allows  balance  sheets  and  trading 
activities of domestic corporations and households (which are net foreign debtors) 
to  be  resilient  in  the  face  of  large  nominal  exchange  rate  fluctuations.  Since 
floating, Australia has certainly demonstrated considerable resilience in the face of 
a number of large adverse external shocks. 


Indeed,  the  features  that  underpin  this  resilience  may  have  encouraged  sizeable 
capital  inflows  in  the  first place.  In other words,  in Australia’s case,  a high debt 
level  may be  less  of  a  signal  of  vulnerability  and more  a  reflection  of  resilience 
which attracts foreign capital and keeps it in place.
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Appendix A: Testing the Intertemporal Model 


The model describes a representative agent in a small open economy who chooses 
a path of consumption and investment to maximise lifetime utility (1) subject to a 
budget constraint (2) (and a production function). 
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where  t C  is consumption at time t, β  is the agent’s discount rate, and σ / 1  is the 
agent’s intertemporal elasticity of substitution. 31 The return on an asset is equal to 
the fixed world interest rate, r. The stock of assets held from time  1 − t  is  t B  ,  t Y  is 
output,  t G  is exogenous government spending and  t I  is investment. 32 The budget 
constraint,  Equation  (2),  defines  the  current  account  balance  (or  change  in  net 
foreign  liabilities)  as  being  equal  to  the  net  cash  flow  (  t t t t  I G Y Z − − =  )  less 
private consumption and foreign interest payments. 


The optimal consumption profile is then given by the Euler equation: 
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Optimal consumption can be shown to be proportional to wealth: 
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31 We use an  isoelastic utility  function and assume no uncertainty, rather  than the more often 
used  quadratic  utility  function,  which  implies  a  strict  upper  bound  on  the  level  of 
consumption  and  does  not  rule  out  negative  consumption  levels.  In  any  case,  the  empirical 
approach is very similar. 


32 Labour  is  supplied  inelastically,  output  is  produced  according  to  the  production  function, 
) (K AF Y =  ,  and  the  optimal  capital  stock  (assuming  no  depreciation)  is  such  that 
) (K F A r ′ =  . Total factor productivity  A  is exogenous.
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and wealth  t W  is defined as the sum of current period value of assets and the net 
present value of current and future net cash flow: 
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Finally,  the  optimal  current  account  is  obtained  by  substituting  Equation  (4)  and 
(5) into the budget constraint: 
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where  t Z 
~  is  the permanent (or annuity)  level of  the net cash  flow. The bracketed 


term in Equation (6) says that output below its permanent  level  leads to a current 
account  deficit,  and  investment  or  government  spending  above  their  permanent 
levels lead to a current account deficit. Thus, the net foreign assets adjust in order 
to  smooth  consumption  in  the  face  of  temporary  disturbances  to  the  net  cash 
flow. 33  The  second  righthandside  term  captures  consumption  tilting  that  occurs 
when the  rate of  time preference (equal  to β β  / ) 1 ( −  )  is different  from  the world 
interest rate (that is, when  0 ≠ υ  ). Thus, a country that is more impatient than the 
rest of the world will be running current account deficits in proportion to their level 
of wealth. 


Since consumption is proportional to wealth, Equation (6) effectively decomposes 
the  optimal  current  account  into  its  consumptionsmoothing  and  consumption 
tilting components: 
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33 This term also captures the potential for income growth (that is, through productivity growth) 
to  influence  the  level of  the current account balance. For a more detailed discussion of  this 
possibility see Engel (2005).







33 


Equation  (7)  shows  that  the  consumptionsmoothing  component  of  the  current 
account will be  in deficit when the net present value of  future changes  in  the net 
cash  flow  is  positive.  Furthermore,  the  consumption  smoothing  hypothesis 
embodied  in Equation (8)  implies that the current account  is a sufficient predictor 
of future changes in net cash flows. 


A.1  Estimation 


The  estimation  of  this  model  proceeds  by  decomposing  the  current  account  into 
these two components. First, the trend behaviour of the current account is removed 
by estimating  the extent of any consumption  tilting  (  0 ≠ λ  ). Specifically,  if  S 


t CA 
and  t C  are I(1) and cointegrated,  the residuals will be stationary.  In  this case,  the 
residuals  will  provide  an  estimate  of  the  current  account  smoothing  component 
(  S 


t CA  ), which can be tested for evidence of consumption smoothing. 


To  test  the  consumption  smoothing  hypothesis  explicit  in  Equation  (8),  the  net 
present  value  of  future  changes  in  the  net  cash  flow  is  derived  by  estimating  a 
vector  auto  regression  (VAR)  (which  provides  the  basis  for  estimating  future 
changes in net cash flow): 34 
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(9) 


A weak test of the consumption smoothing hypothesis is to determine if the current 
account Granger causes changes  in  the net cash  flow as  implied by Equation (7). 
The VAR provides a convenient way of performing this test. 


An  estimate  of  future  expected  changes  in  the  net  cash  flow  can  then  be 
constructed from the VAR estimate as follows: 
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34 The  estimation  procedure  is  justified  by  asserting  that  both  S 
t CA  and  t Z ∆  are  subject  to 


measurement error. This model is easily generalized to incorporate higher order VARs.
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Let Ψ  be  the  matrix [ ] ij ψ  and  i  be  a  twobytwo  identity matrix.  The  optimal 
consumption smoothing current account can be estimated by substituting Equation 
(10) into Equation (7). 35 The result is 
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From Equation  (11), a stronger  test of  the  intertemporal model  is  the  joint  test of 
0 = Z ∆ Φ  and  1 = CA Φ  . 36 


A.2  Empirical Results 


The  data  used  are  annual  from  1949  to  2005  (see  Appendix  B  for  sources  and 
details). To be consistent with  the  theoretical model, all series are converted  into 
per capita  terms and nominal series (including the current account) are converted 
into real terms by using the GDP deflator. 37 


The first difference of net cash flow and the level of the current account are shown 
in Figure A1. A trend in the latter part of the current account series is obvious and 
suggests  the  existence  of  consumption  tilting.  The  series  were  checked  for  the 
presence of a unit root using the Augmented Dickey Fuller (ADF) test. The results 
(not reported) confirm that the current account, consumption and net cash flow are 
all nonstationary variables but the change in net cash flow is stationary. 


An  estimate  of  the  consumptiontilting  coefficient λ  is  obtained  in  Equation (7) 
using DOLS: 


35 Both  S 
t CA  and  t Z ∆  need to be stationary in order that (11) is well defined. 


36 Obstfeld  and  Rogoff  (1996)  use  a  stochastic  framework  but  with  quadratic  utility,  which 
implies certainty equivalence and, therefore, yields the same test of the intertemporal model. 


37 There  are  two  problems  with  the  current  account  data.  First,  the  current  account  should 
preferably  incorporate changes  in net  foreign assets due to capital gains and  losses. Second, 
the  net  income  deficit  is  based  on  nominal  rather  than  real  interest  flows.  This  overstates 
Australia’s real current account deficit which has been running a net income deficit over this 
entire period. This bias will be increasing over time since net foreign debt has steadily been 
increasing; although  it will  be offset  somewhat by  the  fall  in world  inflation  rates  since  the 
mid 1980s.
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where  t D  is a dummy variable that is one from 1984 onwards and zero otherwise. 
The expectation is that λ  will be negative given the obvious negative trend in the 
current account (that is, Australia’s rate of time preference appears to be above the 
world  interest  rate).  The  inclusion  of  the  second  term  allows  for  a  break  in  the 
trend  at  1984,  consistent  with  the  capital  market  opening  and  financial 
deregulation.  Before  this,  it  is  likely  that  consumers were  not  able  to  borrow  as 
much  as  they  desired.  In  this  case,  the  degree  of  consumption  tilting  will  have 
increased after 1983; that is, δ  will be negative. 


Figure A1: Current Account and First Difference of Net Cash Flow 
Per Capita, 1990 Prices 
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Source: ABS 


The  results  of  the  estimation  are  summarised  in  Table  A1.  Reported  tstatistics 
have  been  adjusted  so  that  the  standard  ttables  are  applicable. 38 , 39  Clearly,  the 


38 The  OLS  tstatistics  are  multiplied  by  the  factor  ) / ( 
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current account balance and consumption are cointegrated and the estimate of λ  is 
less than zero. Furthermore, δ  is significantly less than zero, which confirms that 
the  degree  of  consumption  tilting  increased  after  financial  liberalisation  in  1983. 
This  is  evidence  in  support  of  the  existence  of  binding  credit  constraints  in  the 
period prior to 1983 (so long as the reasonable assumption of unchanged consumer 
preferences is maintained). 


Table A1: Cointegration Tests  OLS Regression of Equation (12) 
λ δ  ADF for residuals 


Coefficient  0.035  0.029 
Tstatistic  4.65  5.16 


5.61* 


Note:  Critical values for the ADF statistic are from Fuller (1976). A * indicates rejection of the null hypothesis of 
no cointegration at the 5 per cent significance level. 


The  actual  current  account  is  separated  into  its  stationary  and  nonstationary 
components in Figure A2. 40 Using estimates of the sum of λ  and δ  , it is possible 
to back out a  rough estimate of  the Australian  rate of  time preference, β β  / ) 1 ( −  . 
Deaton (1992) provides a summary of estimates of  the  intertemporal elasticity of 
substitution ( σ / 1  ) that range from 0.35 to 0.75. Using an interest rate of 4 per cent 
implies that the rate of time preference is between 0.04004 and 0.04008. 41 That is, 
the consumptiontilting behaviour implies rates of time preference only marginally 
above the world interest rate. 


39 Consistent with theory, no constant  term was  included  in the regression. Further, a constant 
was insignificant when included and had a negligible effect on the slope coefficient estimates. 


40 The  stationary  component  of  the  current  account  is  obtained  as  the  estimated  residuals 


t t t t t  C D C CA ε µ δ λ + = − −  ˆ ˆ  . The left hand side of this expression has a nonzero mean 
because of  the  inclusion of  leads and  lags of consumption changes  in the right hand side of 
Equation  (12). The  nonstationary  consumptiontilting  component  of  the  current  account  is 
simply µ δ λ  ˆ ˆ ˆ − +  t t t  C D C  . 


41 For an interest rate of 2 per cent the estimate is between 0.02001 and 0.02002.  For an interest 
rate of 6 per cent the estimate is between 0.06008 and 0.06017.
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Figure A2: Current Account Tilting and Smoothing Components 
Per Capita, 1990 Prices 
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Before  estimating  the VAR  shown  in  Equation  (9),  it  is  necessary  to  control  for 
common world shocks. Theory predicts that these will have a much smaller effect 
on the current account than on investment (interest rates adjust to ensure that world 
savings equal world investment). Glick and Rogoff (1995) show that this is true for 
the group of G7 countries. 


The idiosyncratic changes in the Australian net cash flow,  I 
t Z ∆  are constructed as 


the estimated residuals from the following regression: 


t 
W 
t t  Z Z ε δ α + ∆ + = ∆  (7) 


where  t Z ∆  and  W 
t Z ∆  are changes  in the Australian and the world net cash flows, 


respectively. Obstfeld and Rogoff  (1995)  show that under certain conditions  t Z ∆ 
can be replaced by  I 


t Z ∆  in Equation (15). 42 A VAR(1), VAR(2) and VAR(3) were 


42 These  conditions  include a zero net  foreign asset position. Otherwise,  changes  in  the world 
interest  rate will  have a differential  income effect on net debtors and net creditors,  thereby 
leading  to  some  adjustment  of  these  countries’  current  accounts. Glick  and Rogoff  (1995) 
demonstrate that this effect is small for the set of G7 countries. In the case of Australia, this 
effect is likely to be more significant only in the latter part of the sample, following the more 
rapid accumulation of net foreign debt after 1983.
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estimated with the results presented in Table A2. The Granger causality test results 
and  transformed  coefficient  vector Φ  are  shown  in  Table  A3  and  Table  A4 
respectively. For the VAR(1) and VAR(2), the current account Granger causes the 
change  in  the  net  cash  flow,  but  not  vice  versa,  providing  weak  evidence  of 
consumption smoothing. This is not the case for the VAR(3), which appears to be a 
consequence  of  the  loss  of  the  influential  observation  of  1952.  However,  the 
estimates  of  the  vector Φ  imply  a  failure  of  the  strict  test  of  the  intertemporal 
model –  that  is,  that  the  element  applying  to  S 


t CA  should  be  one, with  all  other 
elements being zero. 43 


Table A2: VAR Estimates  Using Idiosyncratic Component of Net Cash Flow 
1951 to 2005 


VAR(1)  VAR(2)  VAR(3) 
I 
t Z ∆  S 


t CA  I 
t Z ∆  S 


t CA  I 
t Z ∆  S 


t CA 
I 
t Z  1 − ∆  0.08 


(0.14) 
0.03 
(0.17) 


0.09 
(0.14) 


0.22 
(0.17) 


0.08 
(0.15) 


0.07 
(0.16) 


I 
t Z  2 − ∆  0.11 


(0.13) 
0.11 
(0.15) 


0.10 
(0.15) 


0.02 
(0.15) 


I 
t Z  3 − ∆  0.05 


(0.14) 
0.14 
(0.14) 


S 
t CA  1 − 


0.35*** 
(0.12) 


0.03 
(0.15) 


0.19 
(0.12) 


0.18 
(0.14) 


0.16 
(0.14) 


0.39*** 
(0.14) 


S 
t CA  2 − 


0.20 
(0.13) 


0.13 
(0.15) 


0.21 
(0.13) 


0.25* 
(0.14) 


S 
t CA  3 − 


0.06 
(0.13) 


0.05 
(0.14) 


DW  1.96  1.46  1.95  1.28  2.01  1.70 
No. Obs.  54  54  53  53  52  52 


43 The  estimates  shown  are  based on  a  real  interest  rate of  4  per  cent. Results were  robust  to 
using either a 2 or a 6 per cent real interest rate.
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Table A3: Granger Causality Tests 
F Statistics 


VAR(1)  VAR(2)  VAR(3) 
I 
t Z ∆  S 


t CA  I 
t Z ∆  S 


t CA  I 
t Z ∆  S 


t CA 


1 ≥ ∀ −  i CA S i t  7.72***  2.68*  1.58 


1 ≥ ∀ −  i Z I  i t ∆  0.04  1.19  0.34 


Note:  ***, ** and * represent significance at the 1, 5 and 10 per cent levels respectively. 


Table A4: Test of the Nonlinear Consumption Smoothing Restriction 
1 except i all for 0 :  1 0 = Φ = Φ  CA i H 


VAR (1)  VAR (2)  VAR (3) 


Z ∆ Φ 1  0.10 
(0.14) 


0.16 
(0.22) † 


0.05 
(0.22) 


Z ∆ Φ 2  0.17 
(0.17) † 


0.10 
(0.19) 


Z ∆ Φ 3  0.01 
(0.13) 


CA 1 Φ  0.36 
(0.14) 


0.45 
(0.24) † 


0.47 
(0.24) 


CA 2 Φ  0.16 
(0.13) † 


0.13 
(0.13) 


CA 3 Φ  0.03 
(0.12) 


Wald Statistic  47.65***  49.84***  19.60*** 
Notes: † indicates that standard errors are adjusted using White’s correction for heteroskedasticity. 


***, ** and * indicates rejection of the joint null at a 1, 5 and 10 per cent significance level respectively. 


This  rejection  of  the  intertemporal model  could be due  to  the existence  of credit 
constraints prior to 1983. To account for this, the model is reestimated for the two 
periods, 1951  to 1983 and 1984  to 2005. The Granger causality and  transformed 
VAR(1) estimates are shown in Table A5 and Table A6.







40 


In  the  later  sample,  the  current  account  Granger  causes  changes  in  the  net  cash 
flow,  but  not  vice  versa.  Furthermore,  the  stricter  test  of  the  null  hypothesis  of 
consumption smoothing (that is, the restriction on the vector Φ ) is rejected for the 
earlier  subsample,  but  is  accepted  for  the  latter  subsample.  However,  for  the 
VAR(2)  and  VAR(3),  not  presented  here,  the  null  hypothesis  of  consumption 
smoothing is accepted at the 1 per cent significance level but is rejected at the 5 per 
cent level for the postfloat sample. 


Table A5: Granger Causality Tests 
F statistics 


1951 to 1983  1984 to 2005 
I 
t Z ∆  S 


t CA  I 
t Z ∆  S 


t CA 
S 
t CA  1 −  2.70  5.24** 


I 
t Z  1 − ∆  0.03  0.03 


Note:  ***, ** and * represent significance at the 1, 5 and 10 per cent levels respectively. 


Table A6: Test of the Nonlinear Consumption Smoothing Restriction 
1 and 0 : 0 = =  CA Z H Φ Φ ∆ 


1951 to 1983  1984 to 2005 


Z ∆ Φ 1  0.00 
(0.17) 


0.16 
(0.24) 


CA 1 Φ  0.23 
(0.14) 


0.81 
(0.41) 


Wald Statistic  59.91***  1.55 
Note: ***, ** and * indicates rejection of the joint null at the 1, 5 and 10 per cent significance level respectively.
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Appendix B: Data 


Current  account:  1861–1949  data  from Vamplew  (1987),  Table  ITFC  18,  and 
Table ITFC 84100; 19501959 data from Foster (1996), Table 1.1; and data from 
1960 onwards are from the Australian Bureau of Statistics (ABS Cat No 5302.0). 


Capital account: 1861–1900,  indirect estimate of  longterm capital  inflows  from 
Butlin  (1962),  Table  250;  1901–1949,  apparent  capital  inflow  from  Vamplew 
(1987), Tables ITFC 101–106 and ITFC 200210; 19501959 data are from Foster 
(1996), Table 1.15; and data from 1960 onwards are from ABS Cat No 5302.0. 


GDP: in current prices for 1861–1900 is from Butlin (1962), Table 1, col. 2 and is 
GDP at market prices;  from 1900/01  to 1949/50 data are  from Vamplew  (1987), 
Table ANA 119129; for 19501959 data are from Foster (1996), Table 5.1a; and 
for 1960 onwards nominal and real GDP are from ABS Cat No 5206.0. 


Net foreign liabilities: ABS Cat No 5302.0. 


Saving, investment, terms of trade, consumption, government and investment 
expenditures: ABS Cat No 5206.0, Tables 2, 9 and 32. A statistical discrepancy, 
averaging 2.3 per cent and 0.2 per cent of GDP from 19601975 and 19762006 
respectively, reconciles the savinginvestment balance to the current account. 


Public  sector  debt:  Commonwealth  government  debt  is  from  Treasury  Budget 
Paper 1, Table A3; 19601982 total general government and public sector debt are 
from Vamplew (1987); and 1988 onwards they are from Treasury Budget Paper 1, 
Table A4. 


Trade  weighted  indices  (of  the  exchange  rate):  RBA  Bulletin,  Table  F11.  CPI 
data from Australia’s trade partners are used to calculate real TWI. 


World net cash flow:  is based on the net  cash  flow  for  the United States, Japan, 
Germany, China,  France,  Italy, United Kingdom, and Canada. Data are  from  the 
IMF,  International  Financial  Statistics.  Percentage  changes  in  net  cash  flow  for 
each country are weighted by nominal GDP. Countries with missing data were not 
included in that year’s net cash flow.
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Introduction and stylised facts 


This paper discusses experiences with current account deficits in Southeast Asia2 from 1990 


to around 1996, ending with the breakout of the Asian crisis in 1997–1998. Current account 


deficits peaked at around 10% of GDP in Malaysia in 1995, and at 8% of GDP in Thailand in 


1996 (compared to 7% in Mexico around the time of the peso crisis in 1994), and at around 


4% of GDP were also large in the Philippines and Indonesia (see Graph 1 left column). 


During the crisis years of 1997-1998, deficits turned into surpluses which persisted for years 


(in the Philippines this occurred much later). Surpluses have risen in Malaysia since its crisis 


(to around 15% of GDP), but have broadly declined in Thailand (turning to a small deficit) 


and Indonesia. The reversals in current accounts to surpluses were associated with a 


sudden “stop” in capital inflows, which in the first half of the 1990s had significantly exceeded 


current account deficits, but which have never recovered to their previous levels (Table 1). 


The reversal was largest in Thailand, where net capital flows switched from an annual 


average inflow of $21 billion in 1995–1996 to an outflow of $13 billion in 1997-1998 (a 


reversal of $34 billion). The corresponding swing from inflow to outflow in Indonesia was $11 


billion to $5 billion. The reversals were less severe in Malaysia and the Philippines ($9 billion 


to 0 and $8 billion to $3 billion respectively).  By way of comparison, although it had a current 


account surplus of around 15% of GDP, there was also an increase in the capital outflows in 


Singapore over this period of $11 billion. 


As is by now well known, while the period of current account deficits was associated with 


very rapid rates of economic growth, the sudden stop episode was associated with sharp 


contractions in output in a number of countries that are unprecedented in Asia over the 


sample period.  The 1998 drop in output was largest in Indonesia and Thailand, although the 


swing in output in Malaysia was second only to Indonesia.  In the Philippines the drop in 


output was comparatively modest.  As a reference, the drop in output was more severe in 


Singapore, in part reflecting its economic links to its neighbours with sharply declining 


outputs, such as Indonesia. (Appendix Table A1).  The declines in output were followed by 


relatively quick recoveries but permanently lower growth. Partly for this reason, 


understanding the factors that influenced current account behaviour and may have had a 


bearing on its sharp reversal is of considerable interest. 
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This paper will argue that the drive for economic growth contributed to current account 


deficits and influenced policy responses.  It is organised as follows. First, we describe current 


account developments in Southeast Asian economies from the saving-investment and the 


trade perspectives. Second, we focus on the experience with current account deficits in the 


period leading up to the sudden current account reversals in 1997–1998.  We ask what can 


be learned about arguments made at the time (and that are occasionally still made today) 


that suggested that current account deficits were sustainable. We also discuss fiscal and 


monetary policy responses with open capital accounts. Third we discuss the use of capital 


controls prior to the crisis and the impact they may have had on current account balances or 


sustainability. The final section offers some concluding observations on current account 


experiences in Southeast Asia.  


Current accounts in Southeast Asia: stylised facts 


To gain some perspective on current accounts in Southeast Asia Graph 1 (left column) 


illustrates the evolution of national saving and investment and the current account in 


Southeast Asian economies.  The following points may be highlighted. 


First, until the Asian crisis saving ratios were high in Malaysia (rising from 30% in 1990 to 


nearly 40% in 1998) and Thailand (averaging around 35% of GDP in 1991–1994) and for a 


time in Indonesia (as high as 30% in the early 1990s), but less so in the Philippines (around 


20% in the mid-1990s). Saving rates have fallen significantly in all regions since the late 


1990s.  Thus the period of current account deficits was associated with higher saving rates 


than the more recent period in which current accounts have been in surplus. 


Second, fluctuations in the current account tend to reflect movements in investment rather 


than saving. Thus, the switch in current accounts from large deficits to large surpluses 


around 1998 largely reflects first surging investment and then its collapse below national 


saving in most countries in our sample. In particular, the emergence of current account 


surpluses in 1998 was associated with relatively stable or falling saving ratios in Southeast 


Asia. On an annual basis, deviations in investment from trend are also more closely 


correlated with fluctuations in the current account than are deviations in saving (Table 2).  


The drivers of investment spending in Southeast Asia, and its perceived sustainability and 


efficiency, are thus of particular interest in attempting to understand fluctuations in the 


                                                                                                                                                      
2  We draw on the experiences of the four countries in Southeast Asia where current account sustainability was 


an issue in the first half of the 1990s, ie Indonesia, Malaysia, Philippines and Thailand. Data for Singapore, 
which has consistently maintained large surpluses during this period, are shown as a reference.  
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current account.  Some views on this are discussed below.  To provide perspective, a 


comparison of these stylised facts with Singapore’s reveals striking contrasts. Singapore 


maintained large and growing current account surpluses in this period, and it is saving rather 


than investment that is more closely correlated with the current account. Indeed, although 


output growth reached double digits in the first half of the 1990s (Appendix Table A1), 


investment spending was stable and national saving increased.  


Graph 1 (right column) illustrates trends from the perspective of merchandise imports and 


exports in US dollars. In Indonesia and Malaysia, merchandise trade was in surplus or nearly 


balanced; deficits were on other components of the current account. As can be seen, both 


merchandise export and import revenues grew rapidly during the period of current account 


deficits in the first half of the 1990s, with import growth outpacing export growth over certain 


periods in the first half of the 1990s in most countries3. The large increase in trade surpluses 


after 1997 has in a number of cases reflected a sharp drop in imports and then failing to keep 


pace with export growth afterwards. This is broadly in line with the view that imports were 


closely related to investment spending which have also declined sharply (see below). 


The conventional wisdom is that Asian current account surpluses observed in recent years 


reflect rapid growth in exports; what might be described as Bretton Woods II4. However, 


while export growth has remained a key driver of growth in Southeast Asia, and contributed 


to recovery from the 1997-1998 crisis, export revenues grew more rapidly on a sustained 


basis during the period of current account deficits (and more stable exchange rates) until 


about 1996 than they did later. The reversals of current account deficits to large surpluses 


around 1998 did not reflect strong or booming exports. On the contrary, in spite of steep 


currency depreciations, export revenues in US dollars contracted in 1998 in all countries in 


our sample but the Philippines but imports fell by more. Outside the crisis period, between 


1990-1995 and 1999-2005 average annual merchandise export revenue growth in US dollars 


fell in Indonesia (from nearly 13% to 9%), Malaysia (20% to 10%) the Philippines (15% to 


5%) and Thailand (19% to 11%).  


Apart from merchandise exports and imports, other components of the current account have 


been relevant. For example, in Thailand, the service account is a large contributor to current 


account surpluses (accounting for about 1/3 of dollar inflows on exports, services income and 


transfers in the 1990s, and somewhat less than ¼ in the 2000s), due to the significance of 


                                                 
3    By way of comparison, the trend in Singapore is not all that different except that exports begin to visibly 


exceed imports starting in 1995. 
4  See Dooley, Folkerts-Landau, and Garber (2004). 
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tourism. In the Philippines overseas workers remittances have been particularly large and 


play a major role in turning the current account consistently to surplus. In 2005 remittances 


totalled $10.7 billion, corresponding to about half the sum of services income and transfers in 


the current account (by way of comparison merchandise exports totalled $40 billion). 


Services income and transfers are the reason why the Philippines current account has turned 


into surplus in recent years (Graph 1, right column). In contrast, in Malaysia trade surpluses 


have been offset by significant deficits on the non merchandise trade components of the 


current account. 


The importance the exchange rate in the current account 


One question of interest is the importance of the exchange rate in influencing the behaviour 


of the current account in Southeast Asia.  A study of determinants of the current account by 


Calderon, Chong and Loayza, 2002 covering a panel data set of developing countries (44 


developing countries with annual data for 1966–1994) provides some perspective. They find 


that current account deficits are modestly persistent and rise with a real exchange rate 


appreciation. They also rise with a rise in domestic output growth and an increase in the 


terms of trade, but fall with faster growth in industrialized economies or higher interest rates.  


Some further insights can be gained from a study on the current account of Thailand by 


economists at the Bank of Thailand (Chai-anant and Jantarangs, 2004). They first estimate a 


single equation model of Thailand’s current account with the lagged current account, the real 


effective exchange rate, trading partner output, domestic output, the terms of trade and a 


crisis dummy.  They find that the impact of the real effective exchange rate is small; a 1% 


increase in the real exchange rate lowers their current account proxy (the export to import 


ratio) by a quarter of a percent.  The impact of a 1% change in trading partner output on the 


current account is much larger at nearly 2/3 of a percent. The impact of own output is smaller 


than foreign output, but still significant and higher than the effect of the real exchange rate.  


A vector autoregression (VAR) model (comprising the current account, the real exchange 


rate, the repurchase rate and the production index) reinforces the impression of a weak 


impact of the exchange rate on the current account in Thailand. Impulse responses indicate 


that an unexpected (one standard deviation) depreciation in the baht has a large impact 


effect on the current account of (0.2 percent of GDP)5; however, the impact subsides 


                                                 
5  Using the Bank of Thailand’s larger macroeconomic model, Chai-anant and Jantarangs (2004) find a much 


larger response of the current account to a real exchange rate depreciation than they do in their own model.  
However the effect also dissipates over time.   
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thereafter. Introducing exports and imports separately in the model reveals that the real 


exchange rate has a weak effect on these two variables. In line with this, much of the 


variance of the forecast error of the current account is due to its own innovations, particularly 


in the first year. After 20 quarters own innovations still account for about half of the variance 


of the forecast error. (In their single equation model, the coefficient on the lagged current 


account is about 0.6.) 


The conclusion that exchange rate effects on the current account are weak can be 


generalised to the rest of Southeast Asia if it is assumed that trade structures are similar, 


which in the case of trade in manufactures is plausible. More direct evidence on the strength 


of exchange rate effects in Southeast Asia is provided by estimates of long-run trade 


elasticities from a study by Bayoumi (1996), which are summarised in Table 3. These 


suggest that changes in growth (particularly foreign) have a substantial impact on trade 


balances. Long-run income elasticities in the 5 Southeast Asian countries (including 


Singapore) average 1.8 for exports and nearly 1.4 for imports, with the income elasticities in 


Thailand being higher than among its neighbours. Bayoumi also directly measures the effect 


of changes in the real exchange rate on exports and imports, and finds that most of the 


coefficients are small and statistically insignificant; the exception is Indonesian imports6.  The 


perception that price effects are low and income effects are high in Southeast Asia was not 


limited to Bayoumi, estimates by Goldman Sachs’ (1997) Economic Research Group 


reached the same conclusion. 


The finding that price effects are weak in Southeast Asian trade is contradicted by Marquez 


(2002). Marquez’s income elasticity estimates for exports are similar to Bayoumi’s for 


Indonesia and Malaysia, are lower for the Philippines, and insignificant for Thailand. The 


latter result is surprising as one of Thailand’s traditional export destinations has been the 


United States, where income elasticities of imports are estimated to be quite high [the US 


accounted for nearly 18% of Thailand’s exports in 1995, and 22% in 19997.  As for imports in 


Southeast Asia, Marquez’s estimates, with the exception of Indonesia, are larger than 


Bayoumi’s. In contrast, price elasticities are generally significant in Marquez’s estimates, and 


he uses trade prices rather than the real exchange rate to compute these elasticities.   


                                                 
6   However, Marquez’s estimates of the price elasticity of Thailand’s exports, at 6.9 appears to be high.  They are 


much higher than Bank of Thailand’s own estimates reported in the annex to its inflation reports. 
7   Marquez argues that income elasticities of imports in the US are implausibly high as they imply that imports will 


eventually exceed GDP in the US. He searches for omitted variables (such as immigration) to produce 
plausible estimates but finds no “silver bullet” to address this issue. 
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Some features of trade in Southeast Asia suggest why exchange rate effects on the current 


account might indeed be weak.  


First, the high import content of exports. High import content is generally associated with 


manufactured exports in Southeast Asia. For example, in 1995, according to input-output 


tables, the import content of exports in Thailand ranged from 44% for computer and parts to 


65% for electrical appliances and integrated circuits.  In this setting, a depreciation of the 


currency that boosts exports could simultaneously be associated with an increase in 


imported inputs. This is also related to the high share of machinery or production inputs in 


imports and the presence of regional production networks cited next. Indeed, while further 


research is needed to assess the robustness of this result and its applicability to other 


countries, Chai-anant and Jantarangs (2004, pp 30-31) note that in one version of their VAR 


model separating Thai exports and imports, both increase in response to a depreciation of 


the baht.  A high correlation between merchandise exports and imports, particularly in the 


first half of the 1990s, is apparent in Graph 1 (column 2) in Indonesia, Malaysia and Thailand 


(and also in Singapore).  


Second, global or regional production networks: East Asian economies have been linked by 


production networks (eg see Ando and Kimura, 2003).  Imports and exports in a specific 


location are determined by these networks, dampening the impact of exchange rate 


fluctuations. In line with this, a sectoral analysis by Chai-anant and Jantarangs indicates that 


real exchange rate changes have a relatively small effect on trade in manufacturing in 


Thailand, while they have a significant effect on trade in agricultural products. They argue 


that in the case of Thailand’s integrated circuit industry, the volume of imports is primarily 


determined by parent company headquarters, rather than changes in the exchange rate. 


Third, price insensitive non-merchandise trade components: The impact of the real exchange 


rate on the current account may be weakened further because of small effects on the non-


merchandise trade components of the current account, which as noted above, can be 


significant. For example, Chai-anant and Jantarangs report that real exchange rate 


fluctuations have little effect on the services account in Thailand. For another example, 


overseas worker remittances in the Philippines may also be insensitive to exchange rate 


fluctuations.  Vargas-Silva and Huang (2006) find that remittances are more influenced by 


host rather than home country conditions; in particular exchange rates against the dollar in a 


set of emerging market recipients do not help explain remittances. 


One relevant aspect of the relationship between the exchange rate and the current account 


in Southeast Asia is that apart from having price effects, the exchange rate had offsetting 


income effects on the current account through its impact on capital flows. In particular, an 
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exchange rate depreciation (or efforts to stem appreciation) could worsen the current 


account balance by increasing capital inflows and consequently domestic investment 


spending. Greene (2002) finds that inflows prior to the crisis supported domestic investment 


spending.  A specific way in which pegging influenced capital flows in Southeast Asia is by 


exposing these countries to fluctuations in the yen against the US dollar. Research suggests 


that during periods of yen appreciation Southeast Asian economies became more attractive 


destinations for Japanese FDI inflows; at the same time imports in these economies 


increased (Goldberg and Klein, 1998).   


Why were pre-crisis current account deficits not sustainable? 


We turn now to the period up to the Asian crisis of 1997-1998, when large current account 


deficits were observed up to about 1997 and then reversed sharply. The cycle in current 


accounts appears to reflect abrupt changes in the availability of capital flows. On the external 


side, starting in the late 1980s, falling US interest rates and recessions in industrial countries 


stimulated capital flows to Southeast Asia and other emerging market regions by investors 


seeking higher returns. As discussed below, exchange rate policies also helped attract 


capital. On the domestic side, capital flows were also supported by favourable domestic 


macroeconomic conditions, such as sound fiscal policies (see below), rapid growth in output 


and exports, and relatively stable inflation that was not excessive by the standards of 


emerging markets. (Appendix Table A1). All these factors had a positive influence on market 


sentiment and capital flows8.  


Large current account deficits did raise concerns, but a number of arguments were 


presented to dispel them.  Some of these are of interest because they are still brought up 


today:  


First, current account deficits reflected an excess of investment over (high) saving rates, as 


opposed to high consumption (Graph 1). This was in contrast to Mexico, where external 


deficits were associated with high rates of consumption prior to the 1994 peso crisis and 


other cases where current account deficits reflected public deficits. It was widely believed at 


the time that the association with high investment rates implied the current account deficits 


were sustainable. An analysis by Ostry (1997), using an intertemporal approach, found no 


evidence of excessive private consumption in current account deficits, except to a small 


                                                 
8  A retrospective study of crises in the 1990s and the IMF’s role, Ghosh et al (2002) emphasise the importance 


of shifts in market sentiment in influencing external balance, in contrast to traditional IMF programs in which 
macroeconomic imbalances resulted in a gradual deterioration on the external side. 
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degree in Indonesia and Malaysia. An absence of excess consumption would suggest that 


fast-growing Asian economies were not necessarily experiencing the temporary and 


unsustainable spending booms that had been observed in Latin American stabilisation 


programmes that lacked policy credibility. (See Calvo and Vegh, 1999.) 


In line with this, a private sector report at the time refers to the "value-adding" nature of 


Thailand’s current account deficit as supportive of the external valuation of the baht (Union 


Bank of Switzerland, 1995a). Drawing on Singapore’s own experience, a pre-Asian crisis 


study by the Monetary Authority of Singapore (1997) of current account deficits in Southeast 


Asia noted that the high investment rates in Southeast Asia were largely attributable to the 


private sector, with the shares of the private sector in investment at 76% in Indonesia, 66% in 


Malaysia and 81% in Thailand. Such investments had high import content (resulting in higher 


import to GDP ratios and current account deficits), and estimates indicated they were highly 


productive9. One indicator that imports were used for investment is the high share of 


machinery in imports. Ando and Kimura (2003, Table 1) estimate that in 1996 the shares of 


machinery imports were 42% in Indonesia, 63% in Malaysia, 54% in the Philippines and 50% 


in Thailand10.  By way of comparison, the share was 63% in Singapore.  


Second, in some cases, current account deficits were financed by foreign direct investment 


or longer-term borrowing11. A study by Sachs, Tornell and Velasco (1996) on the lessons 


from Mexico suggests that this type of financing reduced vulnerability to crises, a result 


broadly in line with Frankel and Rose (1996). More recently, Levchenko and Mauro (2006) 


conclude that FDI helps protect countries from sudden stops in capital flows. 


This argument was also used to highlight differences between Southeast Asia and Mexico in 


the aftermath of the 1994 collapse of the Mexican peso12. In 1991-1997, FDI inflows 


averaged about 120% of current account deficits in Malaysia, 70% in Indonesia, 50% in the 


Philippines and 30% in Thailand. Monetary Authority of Singapore (1997) noted that a high 


                                                 
9  For example, US multinational investments in 3 Southeast Asian economies were estimated to have yielded 


higher rates of return (in US$) than they did in the European Community, Japan or the newly-industrialised 
economies (Korea, Hong Kong, Singapore and Taiwan). Monetary Authority of Singapore (1997) also argued 
that such imports would eventually increase exports.  The perspective of the Monetary Authority of Singapore 
(1997) is of interest because it highlights some of the rationale for policies followed by Southeast Asian 
economies.  A fuller exposition (and defense) of the Asian approach to development is provided by Stiglitz, 
1997. Corsetti, Pesenti and Roubini (1999) offer a more critical view. 


10  The shares have since fallen in Indonesia and Thailand, remained stable in the Philippines, and risen in 
Malaysia.  Monetary Authority of Singapore (1997, Table 4) confirms the high share of imports used in 
production.  Between 1975-1977 and 1990-94 the shares of intermediate and capital goods in total imports 
were estimated to have risen sharply in Malaysia, Thailand, and in Indonesia.   


11  Banque Paribas (1995). 
12  For example, see Sopiee (1995).   
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share of FDI financing was one factor that helped make sustainable Singapore’s own large 


current account deficits, which persisted from 1972 to 1984. FDI accounted for 83% of 


Singapore’s current account deficits in that period. It was argued that such financing 


suggested that these current account deficits were efficient market outcomes, reflecting the 


flow of international capital to countries with the highest returns.   


Third, indicators of external debt sustainability appeared to be favourable. The ratios to 


exports of external debt and debt service payments were generally low or appeared to be 


manageable. Until 1995, export growth in a number of countries appeared to be more than 


adequate to cover existing current account deficits so that the debt to export ratios would 


converge to a level that could be serviced (not exceeding two).13  Ratings upgrades in 1995 


typically cited rapid growth, as well as growth-boosting structural reforms (eg the Moody’s 


upgrades for Malaysia or the Philippines). The perception that Asian economies would 


service their debts in spite of large current account deficits was reinforced by a demonstrated 


willingness to pay, a factor cited by Standard and Poor’s when upgrading Philippine debt in 


199514.   


Shocks and vulnerabilities 


In this setting, a number of shocks starting in 1995 led to a progressive deterioration in 


market sentiment and uncovered vulnerabilities that led to currency collapse and massive 


capital flow reversal in the region. Three shocks were prominent in press or analyst 


commentary:  


The Mexican peso crisis: The collapse of the Mexican peso in December 1994 led to market 


volatility and a debate on the extent to which Southeast Asian economies might (or might 


not) be as vulnerable as Mexico, which also had large current account deficits prior to the 


collapse of its currency. For example, an analysis by a US investment advisor15 suggested 


that four out of seven countries whose currencies were most vulnerable to devaluation after 


the Mexican peso collapse were in Southeast Asia (Indonesia, Philippines, Malaysia and 


                                                 
13    Dadush and Brahmbhatt (1995). 
14  For a discussion of how the Philippines was perceived, see Shale, 1995. 
15  A Fortune article by Smith (1995) triggered rebuttals from Malaysian commentators. The three other countries 


listed as vulnerable were in Latin America (Brazil, Argentina and Chile) 
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Thailand). While sentiment stabilized after a period of market volatility16, in some cases there 


were lasting effects on interest rates, discussed further below.  


Slowdown in exports and terms of trade drop: In 1996, export growth in Southeast Asian 


economies declined sharply. Thailand was most severely affected; after growing nearly 25% 


in 1995 export revenues in dollars fell 1.3% in 1996. This in part reflected a significant terms 


of trade drop (Appendix Table A1). Export growth also fell sharply in Malaysia (26% to 5.8%) 


and the Philippines (32% to 17%) and more moderately in Indonesia (13.4% to 9.7%). 


Among the reasons cited for this slowdown are (1) a significant decline in manufacturing 


export prices, notably semiconductors and other electronics products; (2) an appreciation of 


the dollar against the yen, which caused Southeast Asian effective exchange rates to 


appreciate (see below). In Thailand, the slowdown in economic activity was associated with a 


significant shift in market sentiment starting in early 1996, as reflected in declines in stock 


prices that were not observed in other countries until later. Property markets were also 


adversely affected, severely impairing the financial position of certain financial institutions. 


Press reports suggest that news of the drop in export growth in 1996 raised significant 


concerns about the sustainability of exchange rates and current account deficits17.  


Speculative pressures and the collapse of the baht: The shocks cited above triggered 


sporadic episodes of speculative pressure, particularly against the Thai baht from 1995 


onward. The eventual collapse of the baht in July 1997 triggered depreciations in the 


exchange rates of Indonesia, the Philippines and Malaysia. Current account deficits switched 


sharply into surplus at around this time, reflecting the sudden withdrawal of external 


financing.  


In retrospect, the fact that current account deficits reflected high investment rather than 


consumption, and the large share of FDI in financing did not prevent a sudden stop and 


costly current account reversal. This suggests that either the underlying strengths of 


Southeast Asian economies were overstated, or other factors outweighed them.  Both 


elements appear to have played a role.   


First, notwithstanding the positive factors identified clearly in Monetary Authority Of 


Singapore (1997), or by Stiglitz (1995) rapid capital accumulation still resulted in 


overinvestment and less efficient use of resources in Southeast Asia up to about 1997. While 


acknowledging the high marginal efficiency of investment in East Asia, Corsetti, Pesenti and 


                                                 
16  For alternative views on who was vulnerable and who was not see Union Bank of Switzerland, 1995a. Sachs, 


Tornell and Velasco (1996) and The Economist (1995).   
17   See Baker (1996). 
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Roubini (1999) find that incremental capital output ratios rose in Asian economies prior to the 


crisis, suggesting a deterioration in efficiency. Indeed, even before the crisis, then Bank 


Indonesia Governor Soedradjad expressed concern about economic inefficiency, as reflected 


in high incremental capital output ratios (Jakarta Post, 1996.) In the case of Thailand, Bank 


of Thailand economists estimate that there were declines in the first half of the 1990s in 


marginal productivity of capital and in total factor productivity growth, low returns on assets, 


and falling capacity utilisation. (Roong et al, 2003, pp. 17-19 and 23-24)18.  


Second, and partly related to the above there were signs of rapid growth in risky lending.19 


Domestic credit to the private sector picked up sharply in the first half of the 1990s, triggering 


booms in equity and property markets. As can be seen in Graph 2 the ratio of credit to GDP 


rose from around 70% in 1990 to over 150% in both Malaysia and Thailand. Over the same 


period it also rose to 50% in both Indonesia and the Philippines, although more sharply in the 


latter. Such increases were partly the result of desirable financial deepening. However, 


looking more closely at the asset quality of banks suggested that a significant proportion of 


the lending posed significant risks. For example, in the case of Thailand, in early 1995, 


Moody’s expressed concern that credit continued to grow rapidly in spite of signs of 


overdevelopment, including the existence of more than 350 golf courses, and high vacancy 


rates in properties (nearly 20%)20. Nevertheless, Moody’s said it was not considering 


downgrading credit ratings of Thai banks, because most of the large ones met Basel I capital 


adequacy requirements and had created reserves equal to the size of their doubtful loans. 


Financial sector weaknesses were also recognized in other countries in the region. For 


example, at a press conference in November 1996, then Bank Indonesia Governor 


Soedradjad Dijwandono expressed concern at the growing concentration of bank credit to 


the property sector (over 18% of total credit), which had increased 26% from January to 


September 1996. In 1996, a study by the Bangko Sentral ng Pilipinas found that property 


prices in three business districts in Manila had risen between 150 and 230 percent since 


1994; the central bank Governor indicated that limits on credit to the property sector were 


being considered as a result (see Asia Pulse 1996b and Marozzi, 1996).  In the case of 


Malaysia, the central bank set a maximum loan-to-value ratio of 60% on loans to the real 


estate sector. It also sought to limit (by raising reserve requirements) rapid credit growth for 


                                                 
18  See Sarel, 1997 for graphs illustrating declines in marginal product of capital in Southeast Asian countries 


between 1990 and 1996.   
19  For a discussion of varying sets of macroeconomic and financial indicators and what they implied for Asian 


economies see Milesi Ferretti and Razin (1996) and Glick (1999) 
20  See Montagnon (1995). A rapid increase in commercial bank lending to the private sector in the years before 


the 1994 peso crisis is one of the key vulnerabilities highlighted by Sachs, Tornell and Velasco (1995). 
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consumption, which was seen as unproductive. There also was awareness that capital flows 


were directly associated with domestic liquidity creation leading to efforts to cut the link (see 


discussion below).  


Financial fragility appears to have directly contributed to speculative pressures. For example, 


early in 1997 an investment bank raised its assessment of the probability of a baht 


devaluation21 partly because financial sector problems associated with a sharp downturn in 


property markets would make it very costly for the Bank of Thailand to raise interest rates to 


defend the currency.  Press reports suggest that the analysis triggered a bout of speculation 


against the baht shortly after it was published. As is well known, speculation recurred until 


the collapse of the currency in July 1997. While interest rates in Thailand did rise over the 


period as liquidity vanished from financial markets, the desire to dampen any increases may 


explain why the Bank of Thailand depleted its foreign reserves significantly during this period 


to defend the peg22.  


Third, although FDI was indeed important in financing current account deficits, debt 


exposures were apparently understated. For example, Union Bank of Switzerland (1995b) 


expressed concerns about the implications of rising debt burdens in Thailand and Indonesia, 


and indicated that while the exposure of Indonesian firms to foreign currency debt (which 


eventually led to widespread defaults when the rupiah collapsed) was known to be 


significant, the precise amount of exposure was not known. Independent Evaluation Office 


(2003) states that the IMF significantly underestimated Indonesia’s debt exposure, 


particularly short-term23. Apart from the debt burden being higher than was thought at the 


time, the share of short-term debt was sufficiently high to pose risks of illiquidity. The foreign 


reserve cover of short-term debt (Table 4) in 1996 was below the (now) conventional 


thresholds of 1 in Indonesia and Thailand. If the need to also cover current account deficits 


(measured ex post) in the following year is taken into account, then the foreign reserve cover 


exceeds one only in Malaysia (1.4 in 1996). As is well known, the short-term debt position 


relative to reserves is closely tracked by ratings agencies. Moody's widely publicized 


downgrading of Thailand's sovereign debt in September 1996 was motivated by “the very 


                                                 
21  See Kim (1997).  The analysis was partly inspired by Kaminsky and Reinhart’s (1996) research linking banking 


crises and currency crises. 
22   For a general discussion of this episode, see Moreno, 1997 
23  In line with the statements in the text, debt to export ratio estimates for 1995 in Table 1 based on revised data 


(that reflect, among others the use of BIS creditor statistics to supplement reports by the debtor countries) are 
much higher than some estimates provided by one investment bank at the time. While debt ratios for Malaysia 
were comparable (46% in Table 1 versus 43% for the investment bank), debt ratio estimates in Table 1 were 
much higher in Thailand (177% versus 103%), the Philippines (225% versus 135%) and Indonesia (274% 
versus 184%). 
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rapid and recent accumulation of short-term external debt," (see Baker, 1996) which by some 


estimates at the time slightly exceeded foreign reserves. In contrast, Malaysia’s rating 


remained high for an extended period partly because of its high foreign reserve cover of 


short-term debt. In 1998, Standard & Poors downgraded Malaysia to A from A+ but the rating 


remained high because liquid international reserves were estimated at three-times the short-


term external debt outstanding24.   


Fourth, currency mismatches. A significant amount of foreign currency borrowing in 


Southeast Asia was unhedged. Such mismatches partly explain why the Asian currency 


crises of 1997-1998 were associated with sudden stops in capital flows and sharp 


contractions in output while other currency crises have not. As a currency comes under 


depreciation pressure, the balance sheets of borrowers who have not hedged their foreign 


currency positions and that of their domestic bank lenders deteriorate sharply. This can lead 


to sharp reductions in expected returns and output, and consequently trigger sharp 


withdrawals in external financing of the kind observed in Asia in 1997-1998. There was 


awareness that this could adversely affect the financial position of borrowers but the precise 


dimensions of the problem were apparently not well understood at the time. For example, an 


Independent Evaluation Office (2003, page 26) report indicates that the IMF did not identify 


vulnerabilities associated with currency (or maturity) mismatches in Indonesia. To provide 


some perspective, Graph 3 illustrates two indicators of mismatches based on work by 


Goldstein and Turner (2004).  One is the foreign currency share of total debt divided by the 


ratio of exports to GDP, an indicator of the extent to which the mismatch is “naturally hedged” 


by exports.  As can be seen, in 1997 this ratio was highest in Indonesia and then Thailand, 


and was rising in the Philippines.  In contrast it was remarkably low in Malaysia. Another 


indicator of currency mismatches is an estimate of the net foreign currency asset position of 


the country. Estimates of these positions were negative around the time of the Asian crisis 


but have since generally turned positive.  


Policy responses25 


Current account deficits in Southeast Asia were an ongoing concern for policymakers 


throughout the first half of the 1990s. However, an examination of policy responses suggests 


                                                 
24  Malaysia’s high foreign reserve cover was deliberate. Cheong (2002) points out that maintaining a foreign 


reserve cover of at least one was a policy of Malaysia well before it was suggested by Greenspan. 
25   The discussion in this section refers to policy responses that have a bearing on the current account. For more 


details on responses from about 1995, see Corsetti, Pesenti and Roubini (1999).  Our discussion goes back 
earlier in the 1990s. 
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that this concern may have been outweighed by the goal of maintaining rapid rates of growth 


to achieve developed country status. Early in the 1990s, when growth in major developed 


economies was sluggish, the Bank of Thailand (Annual Economic Report 1992) said that the 


current account deficit reflected a shortfall in national saving that constrained long-run growth 


opportunities. Starting around 1994, when growth had picked up, current account deficits 


began to be seen by commentators as a sign of overheating and an apparent proxy for the 


output gap26. In the aftermath of the December 1994 collapse of the Mexican peso 


awareness grew that such deficits could pose risks to economic stability. Commentary would 


at times highlight the need to tighten policy (fiscal or monetary) not only to curb inflation but 


also to reduce high current account deficits. For example, in statements cited by Riyadi 


(1996) on the effects of monetary policy tightening, Bank Indonesia Governor Soedradjad 


highlighted the impact on imports and sought to alleviate concerns about large current 


account deficits. Bank of Thailand Governor Rerngchai was quoted as saying that monetary 


policy would proceed in "a cautious mode with the aim of reducing the current account 


deficit" and cited the intention of the central bank to keep inflation below five percent and the 


current account deficit below eight percent of GDP.  See Associated Press (1996). 


The IMF advice to all countries in this period has not been fully disclosed but the IMF’s 


traditional model and publicly available information indicate that reducing current account 


deficits was a priority. For example, apart from boosting growth, the IMF’s 1994 program for 


the Philippines sought to lower inflation, thus enhancing competitiveness with a stable 


exchange rate, and to reduce the current account deficit to a sustainable level of about 2.5% 


of GNP by 1997, from about 6% in 1993.27 In 1995, the IMF Representative to the Philippines 


cited a smaller and falling current account deficit as one reason why the Philippines was less 


vulnerable than Mexico (the others were a lower debt service ratio, a lower share of short-


term debt and more flexible exchange rates)28. The Independent Evaluation Office (2003, 


page 62) commentary on the Article IV consultation missions to Indonesia notes that the 


1996 mission advice was “that the authorities should follow tight fiscal and monetary 


policies.” In 1997 it also called for “greater exchange rate flexibility, and accelerated 


structural and banking reforms to maintain progress in reducing inflation, contain current 


account deficits and minimize external risks.”  The viewpoint that current accounts should be 


reduced extended to IMF research; for example, notwithstanding his conclusion that current 


                                                 
26  For example, see various issues of (then) Morgan Guaranty’s World Financial Markets of the period. 
27  For a discussion see The Banker (1994).   
28  The Economist (1995).    
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account deficits in Southeast Asia by and large did not reflect excess consumption, Ostry 


(1997) argued that risks from other factors (level and composition of external liabilities, 


flexibility of macro policies, and the health of banking systems) would justify reducing current 


account deficits. 


In attempting to reduce current account deficits, policymakers could seek to increase private 


or public saving or instead lower investment spending. Although investment spending was a 


major driver of the current account cycle (see above), there was a reluctance to curb it 


because it was a centrepiece of these countries’ development strategies. It was argued that 


investment could increase production capacity, lower cost pressures and future current 


account deficits29. For example, in Thailand, reducing investment spending would have 


affected infrastructure projects needed to ease severe bottlenecks impeding growth. 


Investment was a key element of Malaysia’s efforts to achieve developed country status by 


2020. The dilemma posed by the goals of macroeconomic stability against the benefits 


sought from high investment is apparent in the discussion in Bank Indonesia’s annual report 


(1993, p. 3).  It cites efforts to dampen domestic demand since 1990, but expresses concern 


about the slowdown in investment activity in 1992/93 which “could adversely impact on 


economic growth and exports in coming years.”   


Policymakers instead sought to encourage private saving, seeing the development of saving 


vehicles for households as a major way to achieve this (eg see discussions in Bank of 


Thailand and Bank Negara Malaysia’s annual reports).  For example, Bank of Thailand would 


consistently highlight the need to develop provident funds for employees. However, efforts to 


raise household saving in Thailand were apparently not very successful; although national 


saving was very high, information in a recent paper by Bank of Thailand economists 


indicates that between 1989 and 1996 the household saving rate fell by over half to around 


7% (Pootrakul, et al, 2005, Chart 2.6, page 9). An important medium-term factor accounting 


for this decline appears to have been a consumption boom.  At the same time, it is not clear 


that efforts to increase private saving would have reduced current account deficits. In their 


study of a larger set of developing countries, Calderon, Chong and Loayza (2002) find that 


private saving and investment are tightly linked, it is public saving and investment that are 


not. The empirical evidence we have available today thus suggests that increases in private 


                                                 
29  For an example of reasoning along these lines, see Bank of Thailand Annual Economic Report, 1995 and also 


Monetary Authority of Singapore, 1997. The focus on the supply effects of investment, as opposed to its 
impact on the external balance via aggregate demand is still apparent in discussions of China today where 
there is concern that investment in some sectors might lead to excess capacity. 
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savings would not necessarily have helped reduce current account deficits, but increases in 


public savings might have30.  


Increasing public saving was in fact another option considered. However, it could be argued 


that this had already occurred; budgets in many cases were in surplus, or were seen as 


sound or improving. Public debt to GDP ratios were generally low; in 1996 they were 


estimated at 3.8% in Thailand, 15% in Indonesia and 35% in Malaysia.  In the case of the 


Philippines, the ratio of public debt to GDP was considerably higher than its neighbors at 


53%. However, the Philippine budget recorded surpluses in 1994-1996 after recording 


persistent deficits prior to that. (see Appendix Table A1).  Measurement issues arose here 


too; fiscal positions were arguably not as sound as they appeared to be because they did not 


reflect possible contingent liabilities arising from fragile financial sectors (macroeconomic 


stress testing would seek to asses the impact of such liabilities today).  


Calls for fiscal policy to support current account deficit reduction became more apparent as 


market sentiment changed around the mid-1990s, and also with a deterioration in budget 


surpluses partly associated with slower growth in 1996. For example in 1996, Indonesian 


Finance Minister Mar’ie promised to maintain fiscal surpluses in an effort to cool down the 


economy (Riyadi, 1996). In its Annual Economic Report 1996, the Bank of Thailand called on 


the government to reduce expenditures, in contrast to earlier reports which would cite 


expenditure shortfalls. (It also called on the government to expand the tax base, particularly 


through consumption taxes, so as to increase public and private saving.)   


In this setting, much of the burden of adjustment to deal with “overheating” and current 


account deficits arguably fell on monetary policy. However, the scope for an independent 


monetary policy in the first half of the 1990s was limited by efforts to stabilize exchange rates 


against the US dollar31.  As illustrated by Graph 5 the baht was very stable against the US 


dollar, as was the Philippine peso from late 1995. The Malaysian ringgit was more volatile, 


but until the collapse of the Thai baht in July 1997 was also largely trendless against the US 


dollar. Indonesia maintained a crawling depreciating band against the US dollar of around 4-


5% a year.  


                                                 
30   Further research is needed to determine the applicability of these results to Southeast Asian economies.    
31   Frankel and Wei, 1994 show that East Asian currencies behaved like basket pegs with a hight weight 


assigned to the US dollar; Monetary Authority of Singapore,  2000 updates this and shows that the role of the 
yen had increased after the Asian crisis.  Hernandez and Montiel, 2003 show that exchange rate volatilities in 
Asian currencies were low prior to the crises and rose significantly afterwards, but less than “pure floaters”. 
Stabilising the exchange rate was arguably also part of a high-growth strategy, see Dooley, Folkerts-Landau 
and Garber (2004). 
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In the first half of the 1990s, central bank intervention to prevent the exchange rate from 


appreciating was reflected in significant reserve accumulation (Table 1). This increased 


liquidity and contributed to the boom in credit and investment and growing financial fragility 


cited earlier. Monetary authorities responded by applying a variety of tools to drain liquidity 


including (1) increased reserve requirements. Malaysia increased its reserve requirements 


eight times between 1990 and 1997, while Indonesia did so twice for rupiah deposits (see 


Van ‘t Dack, 1999); (2) increased government or provident fund deposits with the central 


bank (Malaysia); (3) standard sterilisation operations involving short-term borrowing from the 


money market, which in some cases (eg Indonesia, Malaysia, Thailand) required the 


issuance of central bank instruments due to the lack of government paper. Given efforts to 


stabilize the exchange rate, these attempts to mop up liquidity attracted more capital inflows, 


complicating monetary control32.  


The outcomes for interest rates and exchange rates are illustrated in Graphs 4 and 5. It is 


apparent that domestic monetary policies were significantly influenced by external conditions. 


Although occasionally disguised by high volatility, movements in short term interest rates in 


Southeast Asia appeared to mirror swings in the Fed funds rate; sometimes with a lag (an 


exception is the Philippines). Thus, interest rates tended to fall between 1990 and 1993 when 


the Fed funds rate was falling, and then rise subsequently, when the Fed funds rate began to 


rise. In some cases (eg Thailand) rates would rise significantly more than the Fed funds rate, 


at least temporarily, reflecting adverse shifts in market sentiment following the Mexican peso 


collapse. Movements in the nominal effective exchange rate also reflected external 


influences, in particular fluctuations in the dollar against the yen. Thus, nominal effective 


rates tended to depreciate until about 1995, reflecting the weakness of the dollar against the 


yen, then appreciated after that as the dollar rebounded sharply.  


Significant tightening in monetary conditions only becomes apparent after 1995. Real short-


term rates rose between 1995 and 1997 in all four Southeast Asian countries, albeit with 


more volatility (ie a significant dip around the second half of 1995) in Thailand. Real effective 


exchange rates also appreciated after 1995. Prior to that nominal effective exchange rates 


had been on a depreciating trend and real exchange rates were generally flat, after a period 


of depreciation in the 1980s. As a reference, the graph shows that the real exchange rate of 


Singapore appreciated steadily from 1985; throughout the period it maintained large 


surpluses. The extended period of stability of real exchange rates in the other Southeast 


                                                 
32  This is an implication of the Mundell-Fleming model and a feature of discussions of the “impossible trinity”.  


For a discussion  of the problems of dealing with surging capital inflows, see Bank Negara Malaysia Annual 
Report 1993, Cheong (2002) and Glick and Moreno, 1994 and 1995. 
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Asian countries is remarkable because the very rapid growth of these economies, and the 


importance of the tradable goods sector in this process would suggest exchange rates 


should appreciate due to Balassa-Samuelson effects. Empirical research reveals that 


Balassa Samuelson effects are not present in the countries in our sample33.  


The preceding discussion thus suggests that exchange rate appreciation did not play a direct 


role in explaining large trade or current account deficits in the first half of the 1990s (a similar 


point was made in BIS, 1996). Effective exchange rate appreciation may have played a role 


in declining exports in 1996, contributing to market uncertainty and pressures on currencies, 


particularly in Thailand, on the eve of its crisis. Empirical evidence of overvaluation prior to 


the Asian crisis is mixed (eg Chinn (1998)).   


Would allowing the exchange rate to adjust more freely have helped reduce current account 


deficits prior to the crisis in Southeast Asia?  It is worth noting that more flexible exchange 


rates would probably have had different effects during different periods. Before the Mexican 


peso collapse in December 1994, allowing the exchange rate to float freely would most likely 


have resulted in currency appreciation.  Paradoxically, while freeing the exchange rate might 


have lowered export growth and increased imports through price effects, it could have 


reduced imports through income effects, specifically by dampening capital inflows and 


investment demand, and by giving monetary authorities more scope to tighten.   


In any case, policymakers acted as if exchange rate stability mattered a great deal. Cheong34 


(2002) indicates that freeing the exchange rate was not considered an option by Malaysia 


prior to the imposition of capital controls in 1994 (see below) in part because financial 


markets tend to overshoot, and excessive volatility could threaten macroeconomic stability. 


There was also concern in the region that appreciation would have hurt exporters, 


accentuated by growing competition with China in low cost manufactures. These concerns 


might have been heightened if the impact of exchange rate adjustment on the current 


account or trade flows was small. This would imply a need for large exchange rate 


adjustment to reduce the current account deficit, which could be highly contractionary, in part 


due to currency mismatches noted earlier.  


After December 1994, the effects of allowing more exchange rate adjustment are uncertain, 


as there were occasional periods of depreciation pressure. Press reports suggest that the 


                                                 
33  Imed and Rault, 2004 find that the Balassa Samuelson approach implies that the productivity differential 


between traded and non-traded goods sectors should be cointegrated with the corresponding relative prices; 
this is rejected by the data. One explanation is that there are other factors that determine the real exchange 
rate that are not being taken into account). 


34  Latifah Merican Cheong, then a senior official at Bank Negara Malaysia. 
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debates on the appropriateness of allowing currencies to depreciate to reduce current 


account deficits may have become more pointed in 1996, when export revenue growth 


declined sharply35.  However, efforts to stabilize the exchange rate nevertheless continued in 


the region until the Thai baht collapsed, and are partly reflected in high interest rates in 1997.  


As is well known, efforts to defend pegs by raising interest rates were criticized due to their 


contractionary effects but they may have been motivated by the high costs of devaluation 


resulting from currency mismatches. 


Prudential measures and capital controls 


Apart from macroeconomic policies, and in spite of generally open capital accounts, Asian 


policymakers would occasionally adopt measures that could influence the size of the current 


account or its perceived sustainability.  First, a set of measures whose motivation was 


“prudential”, designed to limit vulnerabilities. Several countries maintained restrictions on 


foreign borrowing or sought to influence it through regulation. For example, in 1991, 


Indonesia imposed limits on foreign borrowing by the public sector (including private 


contracts with the public sector) and by banks, but not on the private non-bank sector.  


Malaysia largely liberalised its capital account in 1973. However it maintained a set of foreign 


exchange controls that required approval of external borrowing exceeding certain thresholds. 


Most (mainly long-term) external loans were approved only for firms that earned foreign 


exchange. Cheong (2002) indicates that the goal of this restriction was largely prudential, ie 


to ensure that entities incurring debt were able to service it and not to limit borrowing per se. 


In the Philippines public and private sector borrowing from abroad in the mid-1990s was 


subject to Central Bank approval. Apart from requiring approval of public sector foreign 


borrowing by a Foreign Debt Committee, Thailand’s controls were minimal. The Bank of 


Thailand tried a somewhat different approach, implementing bank regulations to reduce the 


incentives for financing from abroad. For example, in 1995, it sought to increase banks’ 


reliance on domestic deposits (as opposed to external borrowing) by requiring banks with 


high loan to deposit ratios to lower them towards the industry average. It also modified the 


net forex position limit imposed on commercial banks by counting at less than 100% (in some 


cases zero percent) foreign assets that certain types of commercial bank credits in foreign 


                                                 
35  For example in August 1996, Philipine Socioeconomic Planning Secretary Cielito Habito was quoted as saying 


that the peso was overvalued and that foreign exchange policy was inadequate to control the country’s trade 
gap. (UPI, 1996a). That same month, Bank Indonesia Governor Soedradjad defended Indonesia’s exchange 
rate policy by saying it should not be designed merely to boost exports. This was partly in response to 
questions about a statement by Indonesia’s Finance Minister that the rupiah was slightly overvalued (Asia 
Pulse, 1996a).    
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currencies the Bank of Thailand deemed risky (eg those for purchasing vacant lands and for 


personal consumption).   


The effectiveness of these measures varied. For example, as noted earlier, foreign borrowing 


by Indonesian firms contributed significantly to currency mismatches and the severity of its 


crisis. There are some indications of success of Malaysian capital controls or prudential 


regulations in reducing vulnerability (see below). 


Second controls designed to stop destabilising speculation in currency or asset markets, and 


to increase monetary policy independence36.  An example is the set of (temporary) controls 


directed at capital inflows in Malaysia in early 199437.  The controls Malaysia imposed were 


motivated by three considerations38. First, capital inflows were large; rising from 3 percent of 


GDP in 1988 to 20 percent in 1993.  Foreign capital was attracted by higher rates of return in 


Malaysia, buoyant equity markets and expectations of ringgit appreciation. Indeed, a sharp 


appreciation of the ringgit against the dollar of around 9% between December 1993 and 


January 1994 may have played a role in the decision to impose controls. Second, while a 


large part of net capital inflows were initially direct investment, as time passed other capital 


inflows (including foreign borrowing through the banking sector) became increasingly 


important. Third, the capital inflows circumvented existing controls and significantly eroded 


central bank measures to tighten liquidity. In an effort to discourage speculative flows, 


Malaysia had imposed ceilings on non-trade related swap transactions between commercial 


banks and their foreign customers (on the offer side on 14 March 1989 and on the bid side 


on 1 June 1992).  It was found however, that bank liquidity continued to increase due to 


unrestricted trade and investment inflows. In January and February 1994, Bank Negara 


Malaysia imposed restrictions that limited foreign access to Malaysia’s banking sector and 


short-term financial instruments39. Most of the restrictions were lifted within a year from the 


time they were imposed.  


                                                 
36   One well known example is Thailand’s attempt to curb speculation against the baht in May 1997 by limiting the 


ability of foreign residents to borrow baht and restricting links between the offshore and onshore markets. We 
will not focus on this here these measures had no direct connection with efforts to influence current account 
balances and do not appear to have been effective  (Edison and Reinhart, 2002). 


37    For discussions of this episode see Bank Negara Malaysia Annual Report 1993, Glick and Moreno (1995). 
38    On some of these points, see Cheong (2002). 
39   The central bank (1) Imposed a ceiling on the net external liability position of domestic banks (trade-related 


and direct investment inflows were excluded). (2) Prohibited sales by residents to nonresidents of short-term 
securities (eg banker’s acceptances, negotiable certificates of deposit, Bank Negara or treasury bills and 
government securities maturing in one year or less and any private security with remaining maturity of one 
year or less), (3) Prohibited bid-side commercial banks forward transactions with foreigners and non-trade 
related swaps. 
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These controls could have affected Malaysia’s current account in two ways.  First, they could 


have given more monetary policy independence, and in particular facilitated monetary policy 


tightening to reduce current account deficits if policymakers so desired by allowing interest 


rate increases without bringing about capital inflows or appreciation pressures. As illustrated 


in Graphs 4 and 5, controls were associated with a ringgit depreciation against the US dollar 


which by August 1994 had offset the sharp appreciation cited earlier. The imposition of 


controls was also initially associated with a visible drop in Malaysian interest rates, followed 


by a rise that broadly tracked the increase in the Fed funds rate until the beginning of 1996.  


The gap between the Malaysian overnight rate and the US Fed Funds rate fell from nearly 4 


percentage points in November 1993 to around 41 basis points in January 1994 and later 


turned negative until about the fourth quarter of 1995.   


The controls thus appear to have stemmed appreciation pressures. Malaysian authorities 


also appear to have been able to raise interest rates by somewhat less during the period of 


Fed tightening. While growth slowed in 1994 in Malaysia, it still ranged from around 9-10% in 


1994-1996. The controls were apparently not intended to reduce the current account deficit, 


which grew from 4.6% of GDP in 1993 to a peak of 9.73% in 1995.   


Second, controls could have limited Malaysia’s external debt and financial vulnerability, 


reducing the likelihood or costs of current account reversal at least for a time. It appears that 


vulnerability was in fact reduced; a test was that Malaysia’s overnight rate remained 


somewhat below the Fed funds rate (and was also much less volatile than the Thai short-


term rate) after controls were lifted and in spite of the turbulence that followed the collapse of 


the Mexican peso. Indicators that suggest that controls may have helped reduce vulnerability 


include: 


– Capital controls were followed by a levelling off in portfolio inflows.  


– Malaysia’s external vulnerability indicators were better than its neighbours along 


several dimensions around 1995:  


• Debt to exports ratio, already lower than its neighbours (due to the policy of 


regulating external debt noted above) fell by around 9 percentage points to 


46.4% between 1993 and 1995. As noted earlier, debt to exports ratios 


were much higher in other Southeast Asian countries.  


• Foreign reserve cover was higher than its neighbors. 


• Currency mismatch indicators were much better in Malaysia than in some 


of its neighbours in 1996, on the eve of the Asian crisis. 
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Against this the ratio of bank domestic credit to the private sector to GDP fell in 1993 (from 


108 the year before to 106), but then increased again after capital controls were imposed in 


early 1994 (Graph 2). Malaysia’s approach around this time appears to be broadly consistent 


with a strategy of seeking to reduce external vulnerability while maintaining rapid rates of 


growth. 


Conclusions 


Our description of Southeast Asia’s experience with current account deficits illustrates how 


rapid rates of growth can be associated with significant external and domestic vulnerabilities. 


Rapid growth was linked to high rates of investment spending which drove the current 


account cycle. It was also associated with increasing financial fragility, as suggested by rising 


credit to GDP ratios, high external debt exposure, particularly short-term, and currency 


mismatches.  


There was awareness of these vulnerabilities, but in some cases understanding of the 


cumulated effects (eg the extent of short-term debt exposure or currency mismatches) was 


incomplete. Also, the push for growth apparently restricted the range of policy responses.  


Policymakers sought to reduce current account deficits by encouraging more saving, but this 


was difficult to achieve as saving rates were in some cases already high.  Until the eve of the 


crisis, there appeared to be little desire to curb investment spending or to tighten fiscal 


policies which were generally considered sound or improving. The scope for monetary 


tightening was limited by efforts to stabilise currencies against the US dollar, which it could 


be argued was also broadly consistent with a rapid-growth strategy. Monetary conditions did 


not tighten significantly until starting about 1995. Until the mid-1990s, real effective exchange 


rates did not appreciate and do not appear to have played a significant role in explaining 


large current account deficits prior up to that time. This conclusion is reinforced by some 


research that suggests that the impact of the exchange rate on current accounts or trade is 


weak in Southeast Asia.  However, sharp exchange rate appreciation after the mid-1990s 


appears to have contributed to weaker exports and adverse shifts in market sentiment. 


Policymakers occasionally used controls as a prudential device to reduce vulnerabilities and 


as a way of insulating themselves from market volatility and gain monetary independence.  In 


Malaysia prior to the crisis, these measures appear to have reduced external vulnerability, 


although the imposition of capital controls in 1994 was not subsequently associated with 


significant reduction in growth or lower current account deficits.   


The behaviour of macroeconomic indicators since 1997-1998 suggest that one of the primary 


lessons Southeast Asian economies took from the crisis is a strong desire to reduce 


vulnerabilities. Growth rates are much lower on average in 2000s than they were in the first 
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half of the 1990s. Current accounts have been in surplus for most of the period since the 


Asian crisis.  In the case of Malaysia they have increased sharply, beginning to resemble the 


rising current account pattern observed in Singapore. Investment spending has only 


gradually recovered in the region. Ratios of credit to GDP remain well below peaks observed 


in 1997-1998. Foreign reserves have accumulated to exceed thresholds suggested by some 


conventional rules of thumb, and contributed to observed improvements in aggregate 


currency mismatches. 
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Graph 3 
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Graph 5 
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Table 2 Correlations of saving or investment with current account balance1 


Correlations with saving Correlations with investment  


1985–2005 1985–2005 (excl 
crisis2) 


1985–2005 1985–2005 (excl 
crisis2) 


Indonesia –0.08 0.10 –0.50 –0.36 
Malaysia 0.48 0.48 –0.93 –0.93 
Philippines 0.20 –0.04 –0.80 –0.86 
Singapore 0.69 0.72 –0.34 –0.47 
Thailand –0.37 –0.58 –0.97 –0.97 
1 As applied to detrended annual series as a percentage of GDP. Trend series is estimated using a Hodrick-Prescott filter.  
2More specifically, excluding values from 1997–98. 
Sources: IMF; BIS calculations. 


  


Table 1 Balance of payments in Asia1 
Reserves Current account balance Net capital inflows2 


Increase Stock 


 


1990
–94 


1995
–96 


1997
–98 


2000
–05 


1990
–94 


1995
–96 


1997
–98 


2000
–05 


1990
–94 


1995
–96 


1997
–98 


2000
–05 


Sep 
2006 


Indonesia –3 –7 –0 6 5 11 –5 –3 1 3 –1 2 40 
Malaysia –3 –7 2 12 6 9 –0 –4 4 0 3 7 75 
Philippines –2 –3 –1 0 3 8 3 0 1 2 –0 –0 18 
Singapore 6 14 17 22 –0 –4 –15 –14 6 8 6 6 129 
Thailand –7 –14 6 6 11 21 –13 –3 4 5 –4 3 60 
1 Annual average for the period, in billions of US dollars.    2 Financial account balance. 
Sources: IMF, Balance of Payments Statistics; IMF, World Economic Outlook. 
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Table 3 Southeast Asia: Long-run trade elasticities (Bayoumi) 


 Income Price 
(Real exchange rate) 


 Exports Imports Exports Imports 


Indonesia 1.27 1.66  –0.32  0.68 


Malaysia 1.86 1.47  –0.53  0.01 


Philippines 1.34 1.65  0.10  –0.75 


Singapore 1.77 1.05  –0.21  0 


Thailand 2.73 1.03  –0.99  0.75 


Memo     


Japan 2.10 0.79  –0.69  0.55 


US 1.47 2.46  –0.86  0.26 


Panel 1.96 1.46  –0.80  0.28 
Note:  Unless otherwise indicated the output coefficients are significant at 1%.  The real 
exchange rate elasticities for exports are not significant except for Japan (1%), while for 
imports they are only significant in Indonesia (1%).  Sample period 1974-1993. Source:  
Bayoumi (1996, Tables 3-3 and 3-4) 
 


Table 4 Foreign exchange reserves/short-term external debt ratio 1 


 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 


Southeast Asia2 1.2 0.7 1.3 2.2 2.3 2.3 2.8 3.0 2.9 2.5 
 Indonesia 0.5 0.4 0.9 1.3 1.3 1.6 2.3 2.6 2.1 1.9 
 Malaysia 2.3 1.3 2.5 3.7 3.6 3.3 3.4 4.1 3.8 3.2 
 Philippines 1.2 0.6 0.8 1.5 1.6 1.4 1.8 1.2 1.3 1.3 
 Thailand 0.8 0.7 1.1 2.2 2.5 2.7 3.9 4.0 4.4 3.7 
1 Short-term external debt defined as short-term liabilities to BIS reporting banks: consolidated cross-border claims to all BIS 
reporting banks on countries outside the reporting area with a maturity up to and including one year plus international debt 
securities outstanding with a maturity up to one year; based on outstanding year-end positions.     2 Unweighted average of 
the countries shown. 


Sources: IMF; national data; BIS. 
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Table A1 Appendix: Macroeconomic indicators 
 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 


Real GDP1                 
   Indonesia 7.2 7.0 6.5 6.8 7.5 8.2 7.8 4.7 –13.1 0.8 5.4 3.6 4.5 4.8 5.1 5.6 
   Malaysia 9.0 9.5 8.9 9.9 9.2 9.8 10.0 7.3 –7.4 6.1 8.9 0.3 4.4 5.5 7.2 5.2 
   Philippines 3.0 –0.6 0.3 2.1 4.4 4.7 5.8 5.2 –0.6 3.4 6.0 1.8 4.4 4.9 6.2 5.0 
   Singapore 9.2 6.6 6.3 11.7 11.6 8.1 7.8 8.3 –1.4 7.2 10.0 –2.3 4.0 2.9 8.7 6.4 
   Thailand 11.6 8.1 8.1 8.3 9.0 9.2 5.9 –1.4 –10.5 4.4 4.8 2.2 5.3 7.0 6.2 4.5 
Consumer prices1                 
   Indonesia 7.8 9.4 7.5 9.7 8.5 9.4 7.0 6.2 58.0 20.7 3.8 11.5 11.8 6.8 6.1 10.5 
   Malaysia 3.0 4.4 4.8 3.6 3.7 3.5 3.5 2.6 5.1 2.8 1.6 1.4 1.8 1.1 1.4 3.0 
   Philippines 13.2 18.4 8.9 7.6 9.0 8.5 9.1 5.9 9.7 6.4 4.0 6.8 2.9 3.5 6.0 7.6 
   Singapore 3.5 3.4 2.3 2.3 3.1 1.7 1.4 2.0 –0.3 0.0 1.3 1.0 –0.4 0.5 1.7 0.5 
   Thailand 5.9 5.7 4.2 3.3 5.1 5.8 5.9 5.6 8.1 0.3 1.6 1.7 0.6 1.8 2.8 4.5 
Government financial 
balance2 


                


   Indonesia 1.1 –0.6 –0.8 –0.5 0.3 0.8 0.8 –0.4 –1.9 –2.1 –1.5 –2.4 –0.9 –1.8 –1.3 –0.5 
   Malaysia 3.8 4.3 4.8 5.5 7.4 6.5 5.7 7.5 4.3 4.0 1.5 4.7 4.1 4.4 1.8 1.7 
   Philippines –3.5 –2.1 –1.2 –1.5 1.0 0.6 0.3 0.1 –1.9 –3.8 –4.0 –4.0 –5.3 –4.6 –3.8 –2.7 
   Singapore ... 9.4 12.5 15.4 11.4 12.4 16.3 9.0 6.5 4.1 8.5 4.7 4.3 6.5 5.6 6.9 
   Thailand 4.9 4.3 2.6 1.9 2.7 3.0 0.9 –1.5 –2.8 –3.3 –2.2 –2.4 –1.4 0.4 0.1 –0.6 
Government debt2                 
   Indonesia ... ... ... ... ... ... 15.2 24.7 44.6 75.8 91.8 78.2 69.4 60.3 55.4 46.3 
   Malaysia 79.5 73.3 64.4 55.7 47.6 41.1 35.3 31.9 36.4 37.3 36.6 43.6 45.6 47.8 48.1 46.2 
   Philippines 55.9 54.0 64.4 76.4 63.9 60.8 53.2 55.7 56.1 59.6 64.6 65.7 71.0 77.7 78.5 71.8 
   Singapore 77.0 79.2 83.0 74.3 69.8 72.4 72.7 71.9 83.5 89.8 84.1 97.1 99.0 104.8 102.7 102.9 
   Thailand 17.0 13.0 10.6 8.4 6.1 4.6 3.8 5.4 12.7 21.2 23.3 24.8 31.0 27.6 27.8 26.0 
1 Annual changes, in per cent.    2 As a percentage of GDP; refers to central government. 
Sources: IMF; CEIC; national data. 
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Table A1 (continued) Appendix. Macroeconomic indicators 
 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 


External debt/exports1                 
   Indonesia 272.1 269.3 266.0 242.2 269.2 273.9 258.8 241.9 300.3 295.1 220.8 233.7 223.5 213.6 194.9 ... 
   Malaysia 52.1 49.7 49.2 55.5 51.6 46.4 50.7 60.0 57.9 49.5 42.6 51.2 51.7 48.2 41.4 ... 
   Philippines 379.0 370.6 340.7 325.9 302.6 225.0 215.5 202.1 182.2 160.5 156.5 181.3 170.5 173.4 152.9 ... 
   Singapore ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 
   Thailand 121.8 132.6 128.7 143.1 144.8 177.2 202.5 190.7 192.7 165.7 115.4 103.4 87.2 64.5 52.7 ... 
Terms of trade2                 
   Indonesia 5.6 –2.9 –2.4 0.2 –1.7 –0.1 0.5 5.2 –14.9 31.8 –7.8 3.1 –3.3 –8.0 –3.6 –0.2 
   Malaysia 1.0 0.8 –0.2 0.2 –0.0 0.8 0.0 1.0 –0.9 –0.9 2.1 –1.2 –0.3 1.0 2.0 0.4 
   Philippines 0.5 2.9 2.1 1.2 3.1 –0.9 –1.2 0.3 1.3 –2.6 –3.2 0.9 1.1 –3.5 –5.0 –5.0 
   Singapore ... ... –1.3 0.0 –3.3 –1.6 –0.3 –2.6 –0.2 –0.8 –2.9 –4.5 –5.2 –4.3 –1.5 –2.8 
   Thailand –2.7 –1.2 0.9 –0.3 2.3 –0.9 –2.3 1.4 –3.8 0.8 –8.1 –7.1 2.0 4.3 –1.0 –5.1 
1 In per cent.    2 Annual changes, in per cent. 
Sources: World Bank, Global Development Finance; Datastream; Institute for International Finance; national data. 
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I. Introduction 


During the last few years the United States has run an increasingly large current 


account deficit.  Forecasts by J.P. Morgan suggest that in 2007 the deficit will reach 


almost one trillion dollars, or 7% of GDP.  This unprecedented situation has generated 


concern among analysts and policy makers.  Indeed, many have argued that this deficit is 


unsustainable and that, at some point, it will have to decline. Much of the recent research 


on the area has inquired whether the U.S. external adjustment will be gradual or abrupt, 


and how it will impact on the (real) value of the dollar.1   


Of course, one country’s current deficit must be another country, or countries, 


surpluses.  In that regard, then, any discussion on the decline of the U.S. deficit implies a 


discussion of the reduction of the rest of the world’s combined current account surpluses.  


This point was made forcefully by the Fed’s Chairman Ben Bernanke in a March 2005 


speech – before he became Chairman –, where he argued that the main cause of the U.S. 


external deficit was a major “savings glut” in the rest of the world.  Bernanke’s words 


generated significant controversy, and many newspaper pages and blogs were filled with 


commentary, on the future Chairman’s views.2   


Many of the participants in these current account debates have argued that 


regional growth differentials have been at the heart of “global imbalances.”  The 


argument runs along the following lines: rapid growth in the U.S. has been associated 


with an increase in U.S. investment (over savings); at the same time, slower growth in 


Europe and Japan has been associated with higher savings (relative to investment) in 


those parts of the world.3  Global imbalances, the argument goes, are a reflection of these 


growth differentials.  An implication of this perspective is that, far from reflecting a 


serious problem, the large current account deficits in the U.S. are a sign of strength; they 


                                                 
1  See, for example, recent papers published in the 2005(1) issue of the Brookings Papers on Economic 
Activity; see also the articles in the September 2006 issue of the Journal of Policy Modeling .  
2  See Bernanke (2005).  Some recent theoretical papers have investigated this issue, and have inquired 
under what conditions the large U.S. deficit could be maintained through time.  See, for example, Dooley, 
Folkerts-Landau and Garber (2004 and 2006).  See also Caballero, Fahri and Gourinchas (2006), Loayza et 
al (2000), and De Gregorio (2005).   On the global savings glut view see, also, Clarida (2005a,b), and 
Hubbard (2005).  One of the few empirical papers on the savings glut is Chinn and Ito (2005).  See Chinn 
and Lee (2005) for a VAR analysis of two surplus countries.  See, also, Gruber and Kamin (2005).  Two 
important volumes with papers on the U.S. deficit and global adjustment are Bergsten and Williamson 
(2003, 2004). 
3  Notice that this argument is very general, and refers to the relationship between investment, savings and 
growth; in fact, no causality is implied there is in the above statement.  
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reflect the fact that during the last few years the U.S. has been the locomotive of global 


growth.  According to this view a realignment of growth – with an increase in growth in 


Europe and Japan and a slowdown in the U.S. – would play an important role in 


correcting global imbalances.  In a recent interview, U.S. Secretary of the Treasury Hank 


Paulson “acknowledged to reporters tha t …he saw the problem of [the U.S.] deficits as 


…part of the problem of other imbalances in other countries.”  From here the Secretary 


went on to say:  “The U.S. has for a good number of years now been growing much faster 


than the major developed trading partners, Europe and Japan.”   Then he added that for 


the imbalances to be corrected, Japan and Europe had “to get the kind of growth on the 


consumption side that is going to make the difference.” 4   


In the 1940’s Keynes was particularly interested in understanding the role of 


surplus countries in global adjustment.  Indeed, his proposal for an international Clearing 


Union was based on the notion that in the face of large payments imbalances both deficit 


and surplus nations should share the burden. 5 In recent years, however, there have been 


very few empirical academic studies that have analyzed, in a systematic way, the process 


through which countries with large external surpluses have reduced their imbalances.  


This paucity of analyses contrasts with the case of current account deficits, a topic that 


has been analyzed extensively. 6 


The purpose of this paper is to analyze the historical evidence on the nature of 


current account adjustment s in surplus countries.  I am particularly interested in 


investigating whether large surpluses are persistent, and the process and speed through 


which large surplus countries have, in the past, reduced their imbalances.  A particularly 


relevant issue is whether, historically, there have been large and abrupt declines in 


current account surpluses.  The importance of this question is that such abrupt surplus 


adjustments would be required if, as some fear, the U.S. – and other Anglo Saxon 


countries, such as the U.K., Australia and New Zealand, for that matter – experience a 


sudden stop of capital inflows and rapid current account reversals.  I also investigate the 
                                                 
4   Steven R. Weisman, “Paulson Shows Talent for Deflecting Criticism,” International Herald Tribune, 
September 27, 2006; emphasis added.   
5 See, for example, the discussion in Chapter 6 of Skidelsky’s (2000) third volume of Keynes’ biography, 
and the papers, reports and memoranda by Keynes cited in that chapter.  
6  Of course, as pointed out above, at a definitional level the sum of all deficits is equal to the sum of all 
surpluses.  So, knowing how all deficit countries behave on the aggregate tells us exactly how the sum of 
all surpluses behaves on the aggregate.  This, however, is not a very interesting proposition.       
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connection between (large) surpluses and the business cycle, and I ask whether it is likely 


that, as recently argued by U.S. Secretary of the Treasury Hank Paulson and others, once 


the non Anglo-Saxon advanced countries experience an acceleration in their rates of 


growth, there will be a decline in their surpluses and, thus, in global imbalances. 


The rest of the paper is organized as follows:  In Section II I analyze the 


distribution of current account deficits and surpluses during the last 35 years (1970-


2004).  The analysis focuses on the asymmetries between surpluses and deficits.  In 


Section III I focus on large and persistent current account surpluses, and I inquire 


whether large surpluses tend to last for prolonged periods of time.  In Section IV I 


analyze the relationship between current account balances and the business cycle. In 


particular, I ask whether an acceleration in the rate of growth (relative to long term trend) 


in advanced countries (other than the U.S.) is likely to reduce their surpluses.  In Section 


V I deal with the anatomy of large surplus adjustments.  I use data for 35 years and over 


100 countries to analyze the most important characteristics of rapid and major declines in 


current account surpluses.  I focus on several aspects of adjustments, including their 


frequency and distribution across different groups of countries and regions.  In this 


Section I also analyze the concomitant behavior of exchange rates, growth, inflation and 


interest rates.  In particular, I use a battery of non parametric tests to analyze whether the 


behavior of these key variables has been statistically different in surplus adjustment 


countries and a control group of countries.  Finally, Section VI contains some concluding 


remarks and discusses directions for future research.  The paper also has a data appendix. 


 


II.  Current Account Surpluses and the Distribution of Imbalances in the World 


Economy      


A fundamental accounting principle in open economy macroeconomics is that the 


sum of all current account balances (deficits and surpluses) across all countries in a given 


year, should add up to zero.7  However, the fact that the value of the sum of all current 


account balances adds up to zero, does not mean that the number of deficit countries 


should be equal to the number of surplus countries.  Indeed, it is perfectly possible that 


                                                 
7  As is discussed in some detail below, during the last few years the actual sum of balances has become 
significantly different from zero.  
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the vast majority of countries run deficits, and that only a handful of nations run (rather 


large) surpluses.  In this section I analyze the distribution of current account balances 


(deficits and surpluses) in the world economy during the last thirty-five years, and I 


investigate the evolution of this distribution.  I am particularly interested in understanding 


how the increasingly large U.S. – and more generally, Anglo-Saxon – deficit has been 


financed: is it being financed by an increasingly larger number of countries?  How 


important are surpluses in the emerging countries?   What has been the role of 


commodity-exporting countries?   


The data are taken from the World Bank data set and cover all countries – 


advanced, transition and emerging – for which there is information. 8  In order to organize 


the discussion I have divided the data into six groups:  (1) Africa; (2) Asia; (3) Eastern 


Europe; (4) Industrialized (or advanced) nations; (5) Latin America and the Caribbean; 


and (6) Middle East and Northern Africa.  The data set covers 160 countries during the 


1970-2004 period.  There are over 4,200 observations, and it is the largest data set that 


can be used in empirical work on current account balances.  Table A.1 in the Appendix 


presents a summary on data availability on the current account, both for the complete 


sample as well as for the different groups of countries.  In most of the empirical exercises 


that I report in the rest of this paper I have restricted the data set to countries with 


population over half a million, and income per capita above $ 500 in 1985 PPP terms.  


Also, the analysis presented in this paper is (mostly) carried out using data on current 


account balances as a percentage of GDP; in what follows positive numbers refer to a 


current account surplus, while negative numbers refer to deficits.  


 Tables 1 and 2 summarize the basic data on current account imbalances during the 


last thirty-five years.  Table 1 contains data on average balances, while Table 2 presents 


data on median balances.  Several interesting results emerge from these tables. 


   


• During the period under study current account balances in Asia have 


experienced a deep change.  As may be seen, until 1998 both the mean and 


median reflected the fact that most countries in that region posted large 


current account deficits.  Another way of saying this is that until that year 


                                                 
8  When data from the IMF’s International Financial Statistics are used the results are very similar. 







ON CURRENT ACCOUNT SURPLUSES November 1.doc  5 


the Asian nations had positive foreign savings.  As these tables show, 


things changed drastically after the 1997-98 Asian debt crisis.  For the 


period 1990-1995 the mean current account balance in Asia was a deficit 


of 3.3% of GDP.  For 1999-2004 the mean current account balance was a 


surplus of 2.4%.  This represents a remarkable current account reversal in 


excess of 5% of GDP! 


• Current account balances also experienced important changes in most 


other country groups.  In the Middle East, there have been surpluses, on 


average, since 1999.  These have become more accentuated during 2005-


06, as a result of the higher oil prices.   


• The magnitude of the external adjustment in the Latin American countries 


is particularly noticeable from the data on the median balances (Table 2).  


As may be seen, the current account deficit declined from 5.3% of GDP in 


2002 to barely 1.0% of GDP in 2004. 


• The data in Tables 1 and 2 also show a difference in the mean and median 


behavior in the advanced countries.  During the last few years the mean 


current account over GDP balance has been a small surplus – below 1% -- 


in the industrial nations.  On the other hand, the media balance in 2003 


and 2004, was a small deficit.    


 


As pointed out above, even though the value of all current account balances has to 


add up to zero, there is no reason why the number of deficit countries should be equal to 


the number of surplus countries.  Table 3 contains data on the proportion of countries 


with current account surpluses in each year.  This Table shows an important asymmetry 


between surpluses and deficits: many more countries run deficits than surpluses.  Indeed, 


for the complete sample, only 27.6% of countries experienced surpluses.  However, the 


percentage of surplus countries has changed significantly through time: during 2003 and 


2004, this proportion has been 38.6% and 37.8%.  As may be seen from table 3, these are 


the highest figures in the last 25 years, and indicate that the growing U.S. deficit has been 


financed by an increasingly larger array of countries.  Interestingly, the last time the U.S. 


experienced large deficits (1985-1987), the proportion of surplus nations was much 
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lower, ranging from 25.0% to 27.9%.  In many ways this is not surprising, as the 


magnitude of the U.S. deficit has been significantly larger during the last few years than 


in 1985-87.  As Table 3 shows, the main difference between these two periods refers to 


the Asian countries: in 1985-87 less than 25% of the Asian nations run a current account 


deficit; in 2002-04 almost 70% of the Asian nations run a surplus.  


It is important to notice that the results discussed above don’t say anything 


regarding causal relationships.  It is not possible to know if the number of surplus 


countries has increased because there is a need to finance an ever growing U.S. current 


account deficit, or if the U.S. deficit has expanded because the number of surplus 


countries has grown during the last few years.9  As pointed out above, the sum of all 


current account balances should add up to zero.  However, since these balances are 


gathered by independent country agencies, there is bound to be a statistical discrepancy.  


In fact, it would be highly unlikely that for any given year the sum of these balances 


would be actually identical zero; there is bound to be a (small) statistical discrepancy.  In 


the last few years, however, the size of the statistical discrepancy has been growing and 


since 1997has become increasingly negative (IMF, 2005).  According the 2003 World 


Economic Outlook by 2002 the (negative) discrepancy exceeded 3% of the world’s 


imports.  This might be called “the mystery of the missing current account surpluses.”   


Marquez and Workman (2001) have argued that this may reflect a number of factors, 


including:  (a) cross country differences in the lags with which actual transactions are 


recorded; (b) asymmetric valuations of the same transaction in the two countries 


involved; and (c) misreporting of investment income.     


   


III. High and Persistent Large Current Account Surpluses 


According to modern intertemporal models of the current account, including the 


portfolio-based models of Obstfeld and Rogoff (1996), Kraay and Ventutra (2000, 2002) 


and Edwards (2002, 2004), countries will tend to experience short-term deviations from 


                                                 
9  Bernanke’s (2005) view on the “global savings glut” assumes that the causal relationship goes from 
higher national savings in the rest of the world to a U.S. increased deficit. 
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their long run sustainable current account levels.10  This implies that large current 


account imbalances – or large deviations from sustainability -- should not persist through 


time.  Once the temporary shocks that trigger the large imbalances have passed, the 


current account will return to its long-run sustainable level. In this Section I use the data 


set described above to analyze the degree of persistence through time of large current 


account surpluses.  I am particularly interested in finding out whether some countries 


have experienced very high surpluses for long periods of time.    


As a first step I constructed two measures of “high surpluses.”  (I also constructed 


equivalent measures of “high deficits.”) 


 


•  “High Surplus 1:” This index takes the value of one if, in a particular year, a 


country’s surplus is among its region’s 25% highest surpluses. The index 


takes a value of zero otherwise. 


• “High Surplus 2:” This index takes the value of one if, in a particular year, a 


country’s surplus is among its region’s 10% highest surpluses.  It takes a value 


of zero otherwise. 


 


In Table 4 I list those countries that have had persistently high surpluses.  I define 


persistently high surpluses as a situation where the country in question has a high surplus 


as defined above for at least four years in a row.  The first column in Table 4 refers to 


High Surplus 1 while the second column refers to High Surplus 2.  As may be seen, there 


are 35 countries with persistently high surpluses according to the “High Surplus 1” 


definition, and only 12 according to the more stringent “High Surplus 2” definition.  


Some interesting facts emerge from these tables (in what follows I focus on the “High 


Surplus 1” definition in Column 1). 


   


• First, the number of large countries that have had persistently large 


surpluses is very small.  Only Germany and Japan make the list, among 


                                                 
10 In these models changes in current account balances are (largely) the result of efforts by domestic 
economic agents to smooth consumption. The sustainable level of the current account balance, in turn, will 
depend on portfolio decisions both by foreigners as well as by domestic investors. 
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the advanced nations, and China and Russia among the emerging and 


transition countries. 


• Many oil producing countries are in the list of persistently high surpluses.  


This is particularly the case in the years following a major oil price 


increase. 


• Many East Asian countries have had persistently large surpluses in the 


aftermath of the 1997-1998 debt crisis. 


•  Only a handful of countries have been truly long term high surplus 


nations.  The most important ones are Switzerland and Singapore. 


  


Overall, the picture that emerges from Table 4 has two implications.  First, the 


fact that large countries don’t seem to run high surpluses in a very persistent way, is 


consistent with the notion that in order to finance the increasingly large U.S. deficit, more 


a more small and medium size countries have to run surpluses.  And second, the lack of 


persistency suggests that the majority of countries that do run large surpluses, only do it 


for a rather limited period of time.  After posting these large surpluses they go through an 


adjustment process that reduces their surpluses to more “normal” – or sustainable – 


levels.  An important question – and one that I address in Section V of this paper – refers 


to the nature of these “surplus adjustment” episodes: from a historical point of view, have 


these adjustments been gradual or abrupt?  Other relevant questions from a policy 


perspective include:  what has been the evidence on the behavior of other key 


macroeconomic variables during the adjustment?  During a surplus adjustment, do macro 


variables such as inflation, interest rates, exchange rates and growth, behave differently 


than in non adjustment countries?     


III.2 The Persistence of High Surpluses:  Some Econometric Results 


In order to investigate further the degree of persistence of high current account 


imbalances I estimated a number of variance component probit regressions of the 


following type:  


 


(1) jtjtkjtkjt XHighHigh εγβα +++=
−∑   


 







ON CURRENT ACCOUNT SURPLUSES November 1.doc  9 


Where jtHigh  is a dummy variable that takes a value of 1 if country j has a high surplus 


(as defined above) in period t; jtX , refers to other covariates including time, country 


and/or region fixed effects.  The error term tjε is given by a variance component model:  


.tjjtj µνε +=   jν is iid with zero mean and variance 2
νσ ; tjµ is normally distributed with 


zero mean and variance 12 =µσ .  My main interest is on the kβ  coefficients on lagged 


high surpluses: I am interested in finding out whether having had a high surplus in the 


past (up to four years) affects the probability of having a high deficit in the current 


period.   An important question is whether the degree of persistence is similar for high 


surpluses and high deficits.   In order to address this issue I also estimated equations such 


as (1) for deficit countries. 11  The results are in Table 5, where I report the estimated 


marginal effects, which capture the change in the probability of a high surplus (deficit) in 


period t, if there is a high surplus (deficit) in period t-k.12   


As may be seen, these results suggest that the degree of persistence of high 


deficits is larger than that of high surpluses; this is particularly the case for the stricter 


definition of high imbalances High 2.  These results show that beyond the first lag, the 


point estimates of the marginal effects are very small, and that in many cases they are not 


statistically significant.  This confirms the results in Table 4 that indicate that during bthe 


last 35 years the degree of persistence of high imbalances has tended to be low.             


III.3 Large and Persistent Surpluses in Absolute Terms 


 The results presented above on persistently high deficits were constructed on the 


bases of current account balances to GDP ratios.  From a global financing perspective, 


however, what really matters is which countries have large deficits measured in 


convertible currency.  Table 6 contains data on countries with persistently high surpluses, 


measured in absolute terms.  As may be seen, this table has some important differences 


with Table 4 on surpluses measured as a proportion to GDP.  As expected, in Table 6 


there is a greater presence of large countries: France and Italy are now “highly persistent 


                                                 
11  The variables “High Deficit 1” and “High Deficit 2” where computed in a symmetric way to the two 
high surpluses variable. 
12 The marginal effects dF/dx in Table 5 have been computed for a discrete change in the dummy variables 
from 0 to 1, and have been evaluated for the mean values of all the regressors.  In addition to these panel 
probits I also estimated dynamic linear probability models and dynamic panel probits (Heckman 1981).   
The results obtained support those presented here.  
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surplus” countries; also, Japan’s streak of high surpluses appears to be much longer than 


in Table 4.  But the most important difference between both tables is that according to 


Table 6, China has run a persistently high surplus for more than a decade.   This suggests 


that an adjustment in China’s large external surplus will be an important component in 


solving current global imbalances.    


 


IV.   Current Account Surpluses and the Business Cycle:  Will an International 


Growth Realignment help solve Global Imbalances? 


 One of the basic macroeconomic relationships – and one that is taught early on to 


undergraduate students – is that the current account is the difference between savings and 


investments.  This means that countries that experience an investment boom will go 


through a deterioration of their current account.  Likewise, countries that experience an 


increase in savings will tend to post larger surpluses.  Of course, this savings- investment 


perspective is complementary to the more popular one that focuses on trade flows, net 


incomes from abroad and international net transfers.  The advantage of focusing on the 


savings- investment relationship is that it allows analysts to focus on the way in which 


changes in aggregate demand – and changes policies that affect aggregate demand, for 


that matter -- will affect current account balances.   


A practical implication of the savings- investment perspective – and one that has 


played an important role in recent debates on global imbalances – emphasizes the role of 


differences in regional rates of growth on current account balances.  As pointed out 


above, the analysis runs along the following lines:  During the last few years rapid growth 


in the U.S. has been associated with an increase in U.S. investment (over savings); on the 


other hand, slower growth in Europe and Japan has been associated with higher savings 


(relative to investment) in those parts of the world.13  According to this view, global 


imbalances are, to a large extent, a reflection of these growth differentials.  Thus, far 


from reflecting a serious problem, the large current account deficits in the U.S. are a sign 


of strength; they reflect the fact that during the last few years the U.S. has been the 


locomotive of global growth.  An implication of this perspective is that, an international 


                                                 
13  Notice that this argument is very general, and refers to the relationship between investment, savings and 
growth; in fact, no causality is implied there is in the above statement.  
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realignment of growth – with an increase in growth in Europe and Japan and a slowdown 


in the U.S. – would play an important role in correcting global imbalances.14  In a 1999 


article, the Financial Times summarized the IMF’s World Economic Outlook views on 


global imbalances as follows (emphasis added): 


 


“Current account imbalances between the world's three main economic blocks 


have widened in recent years, reflecting stronger growth in the US economy than 


in Japan and Europe.”15 


 


In a 2004 speech, then Under Secretary of the Treasury John B. Taylor discussed 


the relationship between savings, investment, growth differentials and global imbalances.  


According to him (emphasis added):   


 


“[The] increase in investment was a key factor in U.S. economic growth during 


this period.  Over a longer period the increase in investment will expand the 


capital stock… [T]he increase of the U.S. current account deficit over more than a 


decade has been linked to domestic U.S. capital formation increasing more than 


U.S. saving…” (Taylor 2004) 


 


Regarding the correction of global imbalances, in the same speech Taylor said that there 


was a need to boost global growth: 


 


“We would certainly not object - in fact, we'd be very pleased - if other countries 


strengthened their investment environment, their level of investment, and their 


economic growth performance.  [Pro growth] policies are those that will raise 


global growth…[and] will ameliorate the deficit by raising U.S. exports and 


increasing investment opportunities around the globe…  [M]ore growth 


                                                 
14   Implicit in this view is the notion that growth realignment would require higher savings (and/or lower 
investment) in the U.S. and higher investment (and/or lower savings) in Europe and Japan (and maybe in 
other parts of non-China Asia). 
15   See, Robert Chote, “IMF: US Slowdown Now Inevitable,” Financial Times, April 21, 1999.   
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throughout the world …[will] reduce external imbalances.”  (Taylor 2004, 


emphasis added). 


 


In a 2004 article, former IMF’s Chief Economist Michael Mussa wrote: 


 


“With respect to the necessary correction of the U.S. current account deficit, 


acceleration of growth in the rest of the world and the depreciation of the U.S. 


dollar since 2001 should help to bring an end to further increases in the U.S. 


imbalance.”  (Mussa 2004, emphasis added).  


 


Many authors have addressed the question of whether large external imbalances 


are worrisome by investigating whether they are consistent with intertemporal optimizing 


models that posit that savings and investment decisions -- and thus the current account --


are the result of optimal decisions by the private sector.  If the data support the 


intertemporal model, observed current account balances (even very large balances) are 


the reflection of optimal decisions and, thus, they should not be a cause for concern.  An 


important and powerful implication of intertemporal models is that, at the margin, 


changes in national savings should be fully reflected in changes in the current account 


balance (Obstfeld and Rogoff 1996).  Empirically, however, this prediction of the theory 


has been systematically rejected by the data.16  Typical analyses that have regressed the 


current account on savings have found a coefficient of approximately 0.25, significantly 


below the hypothesized value of one.  Many numerical simulations based on the 


intertemporal approach have also failed to account for current account behavior.  


According to these models a country’s optimal response to negative exogenous shocks is 


to run very high current account deficits, indeed much higher than what is observed in 


reality. Obstfeld and Rogoff (1996), for example, develop a model of a small open 


economy where under a set of plausible parameters the steady state trade surplus is equal 


to 45 percent of GDP, and the steady state debt to GDP ratio is equal to 15.17   The 


                                                 
16 See, for example, Aizenman (1983), Ogaki, Ostry and Reinhart (1995), Gosh and Ostry (1997), and 
Nason and Rogers (2006). 
17   Ostfeld and Rogoff (1996) do not claim that this model is particularly realistic.  In fact, they present its 
implications to highlight some of the shortcomings of simple intertemporal models of the current account. 
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common rejection by the data of the intertemporal (or Present Value) model of the 


current account has generated an intense debate among international economists.  Some 


have argued that there is a group of “usual suspects” that explain this outcome (Nason 


and Rogers 2006); others have argued that the problem resides on the low power of 


traditional statistical tests (Mercereau and Miniane 2004).  In a series of recent papers 


Kraay and Ventura (2000, 2002) and Ventura (2003) have proposed some amendments to 


the traditional intertemporal model that go a long way in helping bridge theory with 


reality.  In their model portfolio decisions play a key role in determining the evolution of 


the current account balance.  When investors care about both return and risk, changes in 


savings will not be translated into a one-to-one improvement in the current account.  In 


this case investors will want to maintain the composition of their portfolios, and only a 


proportion of the additional savings will be devoted to increasing the holdings of foreign 


assets (i.e. bank loans).  In addition, they argue that when short run adjustment costs in 


investment are added to the analysis, the amended intertemporal model traces reality 


quite closely.  In this setting the behavior of countries’ net foreign assets play an 


important role in explaining current account behavior.  In particular, and as pointed out 


by Lane and Milesi-Ferreti (2002, 2003), changes in foreign asset valuation stemming 


from exchange rate adjustments will tend to affect the adjustment process and the 


evolution of current account balances.   


Intertemporal-based models of the current account don’ t generate clear-cut 


predictions on the relation between growth (or deviations of growth from long term 


trend) and the current account balance.  Generally speaking, the relationship may be 


positive or negative, depending on the source of the shock that affect growth. 18   


In this Section I take a somewhat different approach to analyzing the determinants 


of the current account, and the mechanisms through which current global imbalances are 


likely to be solved.  Instead of testing whether the implications of the present value model 


of the current account hold for a particular set of countries, I use panel data to investigate 


the relationship between the business cycle and the current account.  In particular, I ask 


how sensitive have current account balances been to expansions (contractions) in real 


GDP growth relative to its long term trend in different countries.  I also investigate the 


                                                 
18  See, for example, Obstfeld and Rogoff (1996) and Kraay and Ventura (2000). 
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way in which current account balances have been affected by terms of trade shocks, fiscal 


imbalances, changes in the real exchange rate, and the country’s net external position or 


net international investment position.  In principle, this analysis should throw light on the 


extent to which an expansion that propels growth closer to its long term trend – or, for 


that matter, above this trend – in Europe and Japan, will affect global imbalances.  The 


analysis also allows us to have an idea on the long run relationship between a country’s 


net external position and its current account balance.19 


IV.1 The Empirical Model  


The point of departure of the empirical analysis is the notion that, in the long run, 


a country’s current account balance (relative to nominal GDP) should be at its 


sustainable level.  Modern analyses of current account sustainability are based on the 


notion that in equilibrium the ratio of the net external position (NEP) to GDP (or to some 


other aggregate) has to stabilize at some level. 20  The relationship between the 


equilibrium and stable ratio of NEP to GDP – which I will denote as γ  – and the 


sustainable current account to GDP balance ( SCA) may be written as follows:21 


 


(2)  ),( πγ += TgSCA  


 


where )( π+Tg is the nominal rate of growth of trend GDP; Tg is the long run trend real 


rate of growth of GDP, and π  is the long run steady-state inflation rate.  If a country’s 


equilibrium NEP to GDP ratio is negative, then the country is said to be a “net debtor,” 


and will run a current account deficit.  If, on the other hand, the country is a global “net 


creditor,” γ  will be positive, and the country will run a sustainable current account 


surplus.22 Current account regressions, then, should incorporate this “sustainability” 


condition and provide estimates on the long run relationship between the current account 
                                                 
19  Recent attempts at estimating current account regressions for a panel of countries include Calderon, 
Chong and Loayza (2002), , Chinn and Prasad (2003), Chinn and Lee (2005), Chinn and Ito (2005), and 
Gruber and Kamin (2005). 
20 See Milesi-Ferreti and Razin (1996) and Edwards (2005).   
21 See Edwards (2005) for a detailed analysis along these lines that incorporates the dynamic effects of 
changes in γ . 
22 In rigor the net international investment position refers to all assets and liabilities held by non-nationals.  
In that sense, the concept includes equities, and FDI, and goes beyond debt.  It is for this reason that in the 
paragraph above “net debtor” and “net creditor” are in quotation marks.   
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balance and the NEP to GDP ratio.   The empirical analysis presented in this Section is 


based on the following two-equation formulation: 


 


(3)  ( ) jtkjtijjt
T
jjt XiNEPGDPggCA εβφαα +++−+= −− ∑*


110  


 


(4)    ∑∑ +++= .jjiji
T
j ViZig ξθδψ  


 


Where the following notation was used: 


 


• jtCA is the current account balance relative to GDP, in country j in year t 


(a positive number denotes a current account surplus).   


• T
jg  is country j’s long term trend rate of growth per capita, and 1−jtg  is 


country j’s actual rate of growth per capita in period t-1.   


• Thus, the term )( 1−− jt
T
j gg  is a measure of the growth gap: if the country 


in question is growing below trend this term is positive, and if it is 


expanding at a rate that exceeds the long term trend, its sign will be 


negative.  This term captures the effect of the business cycle on the current 


account balance, and is of particular interest for the issues discussed in this 


paper.  If, economic activity slows down, )( 1−− jt
T
j gg  will become 


positive.  There are, of course, many reasons for )( 1−− jt
T
j gg  to be 


positive or negative.  The formulation in equation (3) does not distinguish 


between the specific factor driving )( 1−− jt
T
j gg .  In that sense, this 


analysis is very general.  In long run equilibrium, however, 


0)( 1 =− −jt
T
j gg . An important question refers to the sign of coefficient 


1α .  If, as argued by the policy makers, analysts and scholars cited above, 


an acceleration in growth (relative to long term trend) results in a 


deterioration of the current account balance, the estimated coefficient of 


)( 1−− jt
T
j gg – the coefficient 1α – will be positive.  In equation (3) – as in 
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most panel data equations – the coefficients are common for all 


regions/countries.  In Section IV.4 on robustness, however, I present 


results where I allow some of the coefficients to differ by region.    


• *
jNEPGDP is a measure of the equilibrium (long run) ratio of country’s j’s 


net external assets (or NIIP) to GDP.  It will be positive if the country is a 


“net global creditor,” and negative if it is a “net debtor.”  In the estimation 


of equation (3) its coefficient should be positive; it will capture the long 


run relationship between NEP and the sustainable current account balance.  


The way this variable is constructed in the empirical analysis is explained 


in detail below.   


• The variables kjtXi − in equation (3) are other determinants of the current 


account, such as: (a) changes in the real exchange rate: (b) the fiscal 


balance over GDP: and (c) changes in the international terms of trade.  


These kjtXi −  are defined in a way such that in long run steady state 


equilibrium their value is equal to zero.   


• The error term tjε is given by given by:  .tjjtj µνε +=   jν is an iid 


country-specific disturbance with zero mean and variance 2
νσ ; tjµ is 


normally distributed with zero mean and variance 12 =µσ .   


      


Equation (4) is the equation for the long run (trend) rate of growth of real GDP.  


The jZi are economic determinants, while the jVi are institutional determinants of long 


term growth.  jξ is an error term assumed to be heteroskedastic.  In determining the 


specification of (4) I followed the standard literature on growth (Barro and Sala- i-Martin, 


1995).   


 An important property of the model in equations (3) and (4) is that, since in the 


long run equilibrium 0)( 1 =− −jt
T
j gg , and the 0=−kjtXi , it follows that: 


 


(5)  *
0 j


LongRun
j NEPGDPCA φα += . 
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This is, indeed, an estimate of the long run sustainable current account balance.  If the 


model given by equations (3) and (4) is estimated for different groups of countries, the 


estimated φ  coefficients will help provide an estimate for the sustainable current account 


balance, for different values of *
jNEPGDP .  Also, the estimated value of φ  is the average 


value of  )( π+Tg .  In the base run I estimate a common φ ; in Section IV.4, however, I 


report different φ  for different regions.  


 The specification in equations (3) - (4) differs from recent papers on current 


account behavior in several ways.  The most important difference with Chinn and Prasad 


(2003) and Chinn and Ito (2005) is that in the current paper the long run current account 


balance does converge in the long run towards *
jNEPGDPφ .  Another difference is that 


while in this paper I have included the deviations of (per capita) growth from long term 


trend, Chinn and Prassd (2003) and Chinn and Ito (2005) focus on average growth.  


Chinn and Ito (2005) incorporate governance and institutional variables directly into the 


estimation of the current account balance; in this paper, in contrast, institutional variables 


play a role through the long run value of *
jNEPGDP .  Another recent paper similar in 


spirit to this one is Gruber and Kamin (2005).   As Chinn and Ito (2005), Gruber and 


Kamin (2005) incorporate institutional variables directly into the estimation of their 


current account equations.  Also, Gruber and Kamin (2005) include dummy variables for 


crisis periods.  Another important difference between this paper and Gruber and Kamin 


(2005) refers to the growth terms: in equation (3) the relevant growth variable is 


deviations of growth from trend , while in Gruber and Kamin (2005) it is the change in 


per capita growth differentials.    


IV.2 Estimation and Basic Results 


I estimated the system (3) - (4) using a two step procedure. In the first step I 


estimated the long run growth equation (4) using a cross-country data set.  These data are 


averages for 1974-2004, and the estimation makes a correction for heteroskedasticity. 


First stage estimates are then used to generate long-run predicted growth rates to replace 
T
jg  in the current account equation (3).  In the second step, I estimate equation (2) using 


both random effect and fixed effects methods.  In estimating equation (3) for long-run per 
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capita growth, I followed the by now standard literature on growth, as summarized by 


Barro and Sala-I-Martin (1995), and use average data for 1974-2004.  In terms of the 


equation specification, I also follow Barro and Sala-I-Martin (1995), Sachs and Warner 


(1995) and Dollar (1992) among others, and assume that the rate of growth of GDP ( T
jg ) 


depends on a number of structural, policy and social variables.  More specifically, I 


include the following covariates: the log of initial GDP per capita; the investment ratio; 


the coverage of secondary education; an index of the degree of openness of the economy; 


the ratio of government consumption relative to GDP; and regional dummies for Latin 


American, Sub Saharan African and Transition economies.   The results obtained in this 


first step estimation of the long run growth equations are not reported due to space 


consideration; they are available on request.   


The empirical definition of *
jNEPGDP in equation (3) poses an interesting 


challenge.  Conceptually this variable is the equilibrium, or desired, long term ratio of 


country j’s net external position relative to GDP.  It is not trivial, however, to obtain data 


on this “desired” ratio.  In the basic specification I proxied *
jNEPGDP  by the mean value 


of the actual ratio of the net external position to GDP for the period 1970-2004.  In order 


to check for the robustness of the results, in Sub-Section IV.3 I report regression 


estimates using alternative definitions of *
jNEPGDP . 


Following the empirical literature on the current account, the following 


tjXi covariates were included in the estimation of equation (3), (see the Appendix for data 


sources):  


 


• A terms of trade shock defined as the percentage change of the relative 


price of exports to imports.  A positive (negative) number represents an 


improvement (deterioration) in the terms of trade.  This variable is 


introduced lagged one period.  Its coefficient is expected to be positive, 


indicating that a positive terms of trade shock results in an improvement in 


the current account balance. 


• The accumulated percentage change in the real exchange rate in a three-


year span, lagged one period.  The real exchange rate is defined in a way 
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such that a positive change represents a real exchange rate depreciation.  


The coefficient is expected to be positive: a real depreciation results in a 


higher (lower) surplus (deficit).  


• The ratio of the public sector deficit to GDP, lagged one period.  It is 


expected that its coefficient will be negative. 


• In order to check for robustness, alternative specifications and variables 


definitions were considered.  The results obtained are reported in Sections 


IV.3 and IV.4 below, and show that the main findings from the base run 


are not affected in a significant way.  


 


In the regression analysis reported in this Section I focus on mid size and large 


countries; these are defined as countries with a GDP in 1995 of at least USD 52 billion. 23  


The sample includes 41 countries over the period 1974-2004.  Of these, 20 are advanced 


nations and 21 are emerging or transition countries.  The size of the sample was 


determined by data availability; not all countries had data for all variables (See the 


appendix for a list of countries).   I estimated equation (3) for three alternative samples 


within the “large countries” group :  advanced, non-advanced and all countries.     


The base estimates are presented in Table 7, where the first three columns are for 


the random effect results and the last three columns are for the fixed effect estimates. 


Robust standard errors were used to estimate the z-statistics.  As may be seen, all the 


estimated coefficients have the expected signs and the vast majority is significant at 


expected levels.  Moreover, the estimated coefficients are very similar for the random and 


fixed effect results.  The point estimates for the coefficient of )( π+Tg are very similar 


across sample and estimation technique, and range from 0.180 to 0.225.  These estimates 


indicate that, with other things given, a decline in the rate of growth of GDP per capita of, 


say, 1 percentage point below long term trend, will result in an increase in the current 


account surplus of at most one quarter of a percent point of GDP.  These results have 


interesting implications for the analysis of “global imbalances.” As an illustration, 


consider the case of Japan:  according to my estimates, during 2003-2004 Japan’s per 


capita growth was, on average, 3.3 percentage points below trend.  This implies that, had 
                                                 
23 Below I discuss the results obtained when all countries – large and small – are included in the sample. 
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Japan growth been on trend, its current account surplus would have been between 0.54% 


of GDP and 0.68% of GDP lower than what it actually was.  During 2003-04 GDP 


growth was also below trend in other large industrial countries:  In Germany, during 


2003-2004 growth was 1% below trend; in France it was 0.6% below trend, and in Italy 


growth was 1% below trend.  In Section IV.5 I present a more detailed analysis of the 


effects of a realignment of growth national rates on global imbalances. 


The estimates in Table 7 also imply that improvements in terms of trade result in 


larger (smaller) surpluses (deficits); this effect is particularly clear in the advanced 


countries.  An accumulated real depreciation also improves the current account balance.  


The point estimates of this coefficient are significantly higher for the emerging and 


transition countries than for the advanced nations.  A higher public sector deficit, on the 


other hand, tends to reduce the current account surplus, or increase the deficit. 


The coefficient s of *
jNEPGDP  are positive, as expected, and significant 


(Since *
jNEPGDP  is, for each country, constant across time, its coefficient cannot be 


estimated using fixed effects).  The estimated coefficients of *
jNEPGDP range from 


0.064 to 0.070, and are similar for the advanced nations and the emerging and transition 


countries.  The results in this Table suggest that for advanced countries with long run net 


asset position of 30% of GDP the sustainable current account balance is a surplus 1.9% of 


GDP.24  On the other hand, these results suggest tha t for an (average) emerging nation 


with a negative net external position of 40% of GDP – that is, 40* −=jNEPGDP  –  the 


long run sustainable deficit will be, on average, equal to 1.1% of GDP.25        


IV.3 Alternative Definitions of *
jNEPGDP  


 The results presented in Table 7 were obtained when the long run equilibrium 
*
jNEPGDP was proxied by the average ratio of net external assets to GDP over the 


sample period.  In this Sub-Section I report results obtained when an alternative measure 


of *
jNEPGDP  is used.  To generate this new variable I followed a two-step procedure:  


                                                 
24   This assumes that all other variables are given at their mean. They use the point estimate for advanced 
nations in Table 7. 
25  Remember that the sustainable surplus/deficit includes the intercept.  These computations assume that in 
the long run the fiscal deficit is equal to zero.  If alternative assumptions are made, the calculated 
sustainable balances will be different. 
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First, I used long term averages to estimate a cross-section equation for *
jNEPGDP .  In 


the second step, I used the predicted values obtained from this equation as estimates 


of *
jNEPGDP .   In estimating the cross section equation, the dependent variable is the 


actual 1970-2004 average of the net external position for each country.  In specifying the 


equation I considered the following covariates:26   (a) The degree of trade openness, 


measured as exports plus imports over GDP.  Its coefficient is expected to be positive. (b) 


The ratio of government consumption to GDP.  I expect its coefficient to be negative. (c)  


A dummy variable for commodity exporting countries (including oil exporters). (d) A 


measure of political stability, captured by an index of civil liberties. (e) The average rate 


of growth of GDP per capita. (f) A measure of the degree of financial openness, 


calculated as the sum of total external liabilities and total external assets (these include 


debt, equities, FDI and international reserves) relative to GDP.  I expect its coefficient to 


be positive.  (g) Inflation, measured as the average percentage rate of change of CPI; its 


coefficient is expected to be negative. (h) Initial level of GDP per capita, its coefficient is 


expected to be positive.  And (i) regional dummy variables.   


 The results obtained from the estimation of this long run cross country regression 


of the net external position, for a sample of 130 countries are reported in Table 8; the first 


column excludes regional dummies, while the second column includes them.  As shown 


by the between 2R , the fit is quite good   Moreover, many  of the coefficients are 


statistically significant and have the expected signs.  Whether a country is a commodity 


exporter doesn’t appear to affect the (average) level of NEP over GDP.  Interestingly, 


there is no evidence that countries with a faster average rate of economic growth have a 


higher NEP over GDP ratio.   


I used the estimates in Column 2 of Table 8 to generate predicted values of 


NEPGDP  that include estimates of the country specific error component.  I call this 


variable NEPGDP_STAR, and I used it as a proxy for *
jNEPGDP in a series of 


regressions for the current account equation (3).  The results obtained when a random 


effects procedure was used are in Table 9; z-statistics were computed using robust 


                                                 
26  For estimations along these lines see, for example, Lane and Milesi-Ferreti (2005, 2006).  Aizenman and 
Noy (2004) argue that the degree of openness is an important determinant of countries; external position. 







ON CURRENT ACCOUNT SURPLUSES November 1.doc  22 


standard errors.  As may be seen, the overall results are similar to those reported in Table 


8: all coefficients have the expected signs and most of them are significant at 


conventional levels.  Interestingly, the estimated coefficients of NEPGDP_STAR are 


lower tyahn those obtained when the average NEP to GD ratio was used (See Table 7).  


The difference between these two coefficients is particularly marked for the emerging 


and transition countries:  0.070 in Table 7, vs 0.011 in Table 8.  This implies that 


according to Table 8 the (average) sustainable current account balance for the emerging 


and transition countries is smaller than what was previously suggested.  A possible 


interpretation for this result – and one that I investigate in Sub Section IV.4 – is that this 


aggregate estimate is averaging (very) different estimates for the different regions.        


An important result from the perspective of the discussion on global imbalances is 


that the estimates of the coefficients for )( 1−− jt
T
j gg in Table 9 are similar to those 


reported above, and support the view that current account balances have been quite 


sensitive to the business cycle.       


IV.4 Potential Endogeneity and Other Robustness Checks 


 In this Sub Section I deal with potential endogeneity issues and I report the results 


from a number of robustness checks.  As will be seen, the main results reported above 


stand up to this scrutiny. 


 Potential endogeneity:  One of the covariates in the current account equation (3) 


is the (lagged) accumulated change in the real exchange rate.  It is possible that this 


variable will be influenced by the perceived (future) evolution of the current account.27  


In order to deal with this potential source of endogeneity I re-estimated equation (3) using 


an instrumental variables random effects procedure.  The following instruments were 


used: an index that measures the proportion of countries in the country’s region that were 


subject to a sudden stop in capital inflows, lagged one period; a similar index that 


measures the incidence of sudden stops in other regions, also lagged one period; two 


periods lagged changes in terms of trade; two periods lagged inflation; initial (1970) GDP 


per capita; population growth and regional dummy variables.  The results obtained from 


this instrumental variables random effects estimation are reported in Table 10.   As may 


                                                 
27  Since the change in the RER is lagged one period, it is a predetermined variable.  However, if there is 
serial correlation, it may still be correlated with the error term.   
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be seen, in most respects the results are very similar to those reported above.  Particularly 


important for the purpose of this discussion in this paper, the estimated coefficients of 
*
jNEPGDP and )( 1−− jt


T
j gg continue to have the expected positive sign and to be 


significant.  Also, their point estimates are quite similar to those reported above.  The 


most important difference between the instrumental variable random effect estimates in 


Table 10 and those in Tables 7 and 9 is that the coefficient of the accumulated change in 


the RER is not any longer significant for advanced countries.  A possible interpretation 


for this result is that the measure of rela exchange rate changes is a poor proxy for real 


exchange rate misalignment.  


Alternative samples:  I also estimated the model in equations (3) and (4) for 


alternative samples; the detailed results are not rep[orted here due to space 


considerations.  Interestingly, for a sample of smaller countries, the point estimate of the 


)( 1−− jt
T
j gg  variable is significantly smaller, although still significant.  Other sample 


variations, including the elimination of “outliers” did not alter the main results in 


significant ways. 


Alternative specifications: I considered alternative specifications for the current 


account equation (3).  In particular, instead of the accumulated change in the RER, I used 


a variable that captures the deviation of an estimate of the “equilibrium” RER and the one 


period lagged actual RER.  I also modeled in greater detail the mechanics of the dynamic 


adjustment of the current account.  In both cases the results obtained are similar to those 


reported above; these results are available on request. 


Region-specific coefficients:  The results reported above were obtained under the 


assumption of common coefficients for all countries.  This, of course, needs not be the 


case.  In this Sub-section I report the results obtained when different regional coefficients 


are allowed for *
jNEPGDP  and )( 1−− jt


T
j gg .  This is done by interacting regional 


dummies with these two variables.  The results are reported in Table 11.  As may be seen, 


the coefficients for the different variables continue to have the same signs as in the 


previous tables, and continue to be significant at conventional levels.  Notice, however, 


that the point estimate of )( 1−− jt
T
j gg  is somewhat smaller than what was reported 


earlier.  Two of the regional dummies interacted with *
jNEPGDP  are significant: for 
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Latin America and Asia.  Interestingly, the results in Table 11 suggest that the coefficient 


of net external assets for the Latin American region is not different from zero; the 2χ  test 


has a value of 0.29 and a p-value of 0.58.  The coefficient of net external assets interacted 


with the Asia dummy is 0.039 and significant.  This implies an overall coefficient for 


Asia of 0.095.   


The estimate in Table 11 also includes terms that interact regional dummy 


variables with )( 1−− jt
T
j gg .  As may be seen, the interactive terms for Asia and Africa 


are significant at conventional levels.  Their point estimates suggest that the sensitivity of 


the current account to changes in growth relative to trend is higher in these two regions 


than in the rest of the world. 


Interacting growth deviations with net external assets:  An interesting question – 


and one that has been explored by Kraay and Ventura (2000) – is whether the effects of 


different shocks – including shocks to growth – on the current account depend on the 


country’s net external position.  In order to explore this possibility I included in the 


estimation of equation (3) a variable that interacts )( 1−− jt
T
j gg with the (twice lagged) 


ratio of net external assets to GDP.  The estimated coefficient was negative --- as 


suggested by Kraay and Ventura (2000) --, but it was not significant at conventional 


levels.  The results are not reported, but are available on request.    


IV.5   Would Growth Realignment in Japan and the Euro Zone be enough to Correct 


Current Global Imbalances? 


 As pointed out above, many analysts and government officials have argue that a 


realignment of regional growth – with Japan and the Euro Zone growing faster and the 


U.S. moderating its rate of growth – would contribute significantly towards solving 


current global imbalances.  In this Sub-Section I use the econometric estimates reported 


above to investigate the extent to which global imbalances would be reduced if growth 


moved towards a more “normal” level in a number of key countries.  In particular, I 


assume that per capita growth increases in the Japan and Germany, two countries with the 


second and third largest surpluses in 2005, and that posted a combined surplus of USD 


270 billion that year.  More specifically, I assume that Japan’s growth increases by 3.3% 


relative to its 2003-04 average, while Germany’s growth increases by 1%.  These higher 
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growth rates would put both of these countries back onto their long term growth trends.  


In addition, I assume that France and Italy, two countries that posted small deficits in 


2005, increase their growth by 1% each. 28   


Using the estimated coefficients from the equations in Table 7, the acceleration in 


growth in Japan and the most important Euro countries would result in a surplus 


reduction of merely USD 40 billion. Of these, USD 27 billion correspond to surplus 


reduction in Japan, and USD 13 billion to surplus reduction in the Euro zone.  What will 


happen if U.S. growth declines towards its long term trend?  According to my estimates, 


this would result in a decline in the deficit of USD 23 billion.   


The magnitude of these corrections is quite small when compared with the type of 


adjustment that many analysts believe is required.  Indeed, if the “sustainable” current 


account deficit in the U.S. is 3.6% of GDP, the needed correction would add up to 


approximately USD 350 billion.  These results suggest, then, that without a significant 


adjustment in China and the oil exporting countries, global imbalances will not be 


corrected.  Moreover, these results support the view that (significant) exchange rate 


realignments will be needed to correct global imbalances.29 


 


V. The Anatomy of Major and Rapid “Surplus Adjustments”:  Lessons from 


Thirty Five Years of History 


Since the mid-1990s a number of authors have analyzed episodes of sudden stops 


of capital inflows and current account reversals.30  These studies have focused on the 


abrupt decline of international financing and the resulting rapid turnaround in the current 


account, from a large deficit to a moderate one (or, even, to a surplus).  Until now, there 


have been no equivalent studies on episodes of large and sudden adjustments in surplus 


countries.  The purpose of this Section is to fill this void, and analyze the anatomy of 


“surplus adjustment” episodes, or large reductions in current account surpluses during 


short periods of time.  In particular, I am interested in analyzing how a number of key 


macroeconomic variables – including inflation, GDP growth, interest rates and real 


                                                 
28  Notice that Germany, France and Italy’s GDP add up to the bulk of the Euro Zone’s GDP. 
29  See Blanchard, Giavazi and Sa (2005), Obstfeld and Rogoff (2005), and Edwards (2005). 
30  For recent papers, see Calvo et al (2004) and Frankel and Cavallo (2004).  For capital flows and crises, 
see Eichengreen (2003). 
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exchange rates – behave in the period surrounding these surplus adjustments or SA.  I 


define “surplus adjustments” in two alternative ways: 


 


• Surplus Adjustment 2%:  Defined as a reduction of a country’s current 


account surplus in at least 2% of GDP in one year.  In addition to this 


requirement, the initial surplus has to be of 3% of GDP or higher. 


• Surplus Adjustment 3%:  Defined as an accumulated reduction of a 


country’s current account surplus in at least 3% of GDP in three years.  In 


addition to this requirement, the initial surplus has to be of 3% of GDP or 


higher. 


 


Table 12 contains information on the incidence of both definitions of surplus 


adjustments for the period 1970-2004.  The data are for the complete sample, as well as 


for six groups of countries: advanced, Latin America, Asia, Africa, Middle East and 


North Africa and Eastern Europe.  As may be seen, “Surplus Adjustment 2%” has been a 


more common phenomenon than “Surplus Adjustment 3%.”  The overall incidence for 


the former is 6.6%; it is only 3.0% for the latter.  For both definitions the highest 


incidence has been in the Middle East and North Africa region with 19.7% and 10.2%.  


This reflects the important role played by Middle East oil producing countries in the 


generation of current account surpluses in the last 35 years.  Interestingly, the data in 


Table 12 show that the industrial countries have had the lowest occurrence of surplus 


adjustments in our sample.   


V.1   Surplus Adjustment and Exchange Rates 


 An important policy question – and one that is particularly relevant within the 


context of current policy debate on global imbalances – is whether surplus adjustment 


episodes (as defined above) have historically been associated with large exchange rate 


appreciations.31 In Figure 1 I present the evolution of the median (bilateral) real exchange 


rate in surplus adjustment countries.  These data are centered on the year of the surplus 


adjustment, and presented as an index with a value of 100 during that year.  The indexes 


                                                 
31  A related question, of course, has been asked of current account reversal episodes.  For the relationship 
between depreciations and crises see Eichengreen et al (1996). 
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are tracked from three years prior to the current account surplus adjustment to three years 


after the adjustment.32  In this Figure a lower value of the index reflects a real exchange 


rate appreciation.33  There are three panels in this Figure: one for advanced countries, 


one for large countries – as pointed out above, these are defined as those having a GDP in 


the top 25% of the distribution in 1995 --, and one for the complete sample.  As may be 


seen from Figure 1, in the “large” and “advanced” countries samples there appears to be a 


visible real exchange rate appreciation in the period surrounding the surplus adjustment 


episodes.  On the other hand, the figure for “all” countries shows no significant changes 


in the period around the surplus adjustments episodes.   


Figure 2 shows the behavior of the (median) nominal effective exchange rate 


index.  As before, a decline in the index is a real appreciation.  In this case, the picture is 


rather mixed.  There is a slight nominal depreciation in the “all countries” sample, a small 


appreciation in the “advanced nations” sample and no clear pattern in the “large 


countries” sample.   


In order to gain further insights on the nature of these surplus adjustment episodes 


I estimated 2χ statistics to test whether the medians in these figures were statistically 


different at different points in time.  The tests were performed for various comparisons:  


(a) Three years after the adjustment relative to three years previous; (b) one year after the 


adjustment relative to one year previous; and (c) three years after the surplus adjustment 


relative to one year before the adjustment.  The results are reported in Table 13a for the 


“Surplus Adjustment 2%” episodes, and in Table 13b for the “Surplus Adjustment 3%” 


episodes.  For the RER the null hypothesis of equal medians is rejected in seven out of 


the nine cases in this Table.  According to these computations the magnitude of the RER 


adjustment may be quite sizable.  For instance, for the “Surplus Adjustment 2%” episodes 


the median appreciation between one year before and three years after the adjustment is 


12.6% ( 2χ =8.25; p-value 0.004).  


 


 


                                                 
32  For the “Surplus Adjustment 3%” episodes, period zero corresponds to the first year of the 3-year 
adjustment period.  
33 If data for trade weighted RER are used the results are similar.  The limitation of using trade-weighted 
data is that they are available for a sma ller number of countries.  
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V.2 Surplus Adjustments, Interest Rates, Inflation and Real Growth 


 Figures 3 and 4 present “before” and “after” data for real interest rates and 


inflation for our two definitions of surplus adjustments.  As may be seen, these figures – 


as well as the data on 2χ statistics in Table 13a and b -- show a small decline in real 


interest rates, and no significant trend for inflation in the years following the adjustment.  


Figure 5 presents data for GDP per capita growth during the period surrounding our 


surplus adjustment episodes.  Once again, there is very little action here, and no clear 


pattern of behavior can be extracted form this analysis.  This impression is largely 


supported by the results from the 2χ tests reported in Table 13a and b.   


V.3 Surplus Adjustment and Terms of Trade 


 An interesting question is whether the surplus adjustment episodes identified in 


this paper have been associated with a sudden deterioration in the terms of trade.  This is 


investigated in Figure 6.  As may be seen, in all three samples there is a worsening in the 


terms of trade in the year of the adjustment (period 0), relative to the previous year.  This 


deterioration in the relative price of exports is reverted – in some cases partially and in 


others more than fully – in subsequent years.  However, and in spite of these changes in 


the terms of trade, the data on the formal tests don’t support the hypothesis that surplus 


adjustment episodes have been driven by terms of trade shock (see the 2χ tests in Table 


13a and b). 


V.5 Are Current Account Surplus Adjustment Episodes Different from Deficit 


Reversal Episodes?  


 The picture that emerges in Figures 1- 6 on the evolution of key macro variables 


in the period surrounding surplus adjustment episodes is not very sharp, and does not 


provide a clear-cut pattern of behavior.  There is some evidence that, as one would expect 


from theory, there is some real exchange rate appreciation, a slight decline in real interest 


rates and, a short lived and modest decline in the terms of trade in the period surrounding 


the surplus adjustment.  Interestingly, this lack of a well defined and sharp “typical” 


behavior in current account surplus adjustment episodes contrasts with the case of large 


and abrupt current account reversals.  As I document in Edwards (2005), current account 


reversal episodes have historically been characterized by sharp depreciations, 


significantly higher real interest rates and (very) significant declines in the rate of growth 
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relative to trend.  These differences between current account reversals and surplus 


adjustment episodes confirm the notion discussed throughout this paper of the asymmetry 


of these two phenomena. 


 


VI. Concluding Remarks 


 This paper has dealt with current account surplus.  Several questions were asked:  


(1) What have been the most important regularities of surpluses during the last 35 years.  


More specifically, has there been an asymmetry between surpluses and deficits? (2) How 


persistent have large surpluses been? Has their degree of persistence been higher than 


large deficits?  (3) What has been the relationship between current account balances and 


the business cycle? (4) What has been the relationship between external balances and 


countries’ net external position? (5) Is a realignment of world growth rates -- with Japan 


and Europe growing faster and the U.S. growing more slowly – likely to solve the current 


situation of global imbalances? This is a particularly important question, as a number of 


analysts and U.S. government officials have argued that a “normalization” of growth 


would help solve global imbalances.  And, (6) what has been the anatomy of significant 


and large surplus adjustments – defined as a decline in the surplus of at least 2% of GDP 


in one year? 


 The results obtained may be summarized as follows: 


• There has been an important asymmetry between current account deficits and 


surpluses.  During the last 35 years, on average, only 27.6% of all countries have 


run surpluses during a particular year.  This percentage, however, has increased 


significantly during the last few years.  During 2003-2004 almost 40% of 


countries posted surpluses. 


• The most important recent changes in current account balances have occurred in 


Asia, where there has been a current account reversal in excess of 5% of GDP 


between 1997 and 2003-2004. 


• Large surpluses exhibit very little persistence through time. 


• Very few large countries have had persistently large surpluses to GDP ratios.  


Persistency of surpluses is higher in the Middle East; this is mostly a reflection 


of the role played by oil exporting countries.  
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• Large surpluses are slightly more persistent than large deficits.  However, the 


degree of persistence of both type of imbalances is low. 


• Large and abrupt reductions in surpluses – what I call “surplus adjustment” 


episodes -- are a relatively rare phenomenon.  Their incidence fluctuates 


between 3.0% and 6.6% of all country years. 


• The incidence of surplus adjustment episodes has been largest in the Middle 


East and smallest in the Advanced countries. 


• Surplus adjustment episodes have been associated with real exchange rate 


appreciations and with deterioration in the terms of trade. 


•  No clear-cut picture emerges regarding the behavior of interest rates, inflation, 


and economic growth in the period surrounding major surplus adjustment 


episodes. 


• The econometric results reported in this paper indicate that the behavior of the 


current account balance can be explained by parsimonious models based on 


economic theory. 


• In particular, current account balances have been associated to the business 


cycle, real exchange rates, fiscal imbalances and the country’s net external 


position.  All of these variables enter into the current account equation with the 


expected sign, and their coefficients are significant. 


• The results obtained suggest that a decline in growth relative to long term trend 


of 1 percentage point results in an improvement in the current account balance – 


higher surplus or lower deficit – of one quarter of a percentage point of GDP. 


• These results indicate that a realignment of global growth – with Japan and the 


Euro Zone growing faster and the U.S. moderating its growth – would only 


make a modest contribution towards the resolution of current global imbalances. 


• This suggests that, even if there is a realignment of global growth, the world is 


likely to need significant exchange rate movements.  


• This analysis also suggests that a reduction in China’s (very) large surplus will 


be needed if global imbalances are to be resolved.    
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Table 1 


Current Account Balances as Percentage of GDP in the World Economy: 
Means, 1970-2004 


 
    Region    


Year Africa Asia 
East 


Europe Industrial 
Latin 


America 
Middle 


East 
All 


Countries 
        
1970 -3.01 -0.26  0.05 -7.51 -6.66 -2.81 
1971 -6.01 -0.64  0.26 -5.53 -2.50 -2.21 
1972 -4.44 -2.43  1.38 -3.78 3.79 -0.68 
1973 -5.10 -1.36  1.15 -3.32 1.82 -0.78 
1974 2.25 -4.57 -1.50 -2.51 -3.20 6.44 -0.68 
1975 -4.45 -5.46 -3.55 -1.33 -2.33 8.38 -2.20 
1976 -5.70 0.37 -3.81 -2.00 -1.46 9.42 -1.43 
1977 -3.63 0.76 -5.14 -1.70 -4.08 5.39 -1.97 
1978 -8.25 -1.79 -1.90 -0.42 -3.74 -0.46 -4.06 
1979 -6.02 1.58 -1.60 -1.30 -4.54 8.44 -2.56 
1980 -7.05 -7.49 -0.02 -2.03 -6.91 9.13 -4.72 
1981 -9.51 -11.63 -1.15 -2.32 -10.00 7.61 -7.15 
1982 -10.82 -10.85 -0.96 -2.23 -9.08 1.76 -7.66 
1983 -8.22 -8.22 -1.26 -1.14 -6.53 -1.03 -5.82 
1984 -5.63 -3.07 -0.15 -0.88 -4.27 -0.87 -3.56 
1985 -5.64 -5.04 -1.54 -1.01 -2.84 -0.89 -3.59 
1986 -6.00 -3.84 -2.80 -0.75 -5.44 -0.58 -4.16 
1987 -4.64 -3.20 -0.17 -0.86 -5.42 -0.05 -3.48 
1988 -5.80 -2.85 1.05 -0.71 -4.44 0.03 -3.51 
1989 -4.42 -3.94 -0.33 -0.99 -5.22 4.74 -3.09 
1990 -4.04 -4.50 -2.96 -1.04 -4.26 4.99 -2.86 
1991 -4.40 -2.30 -2.70 -0.71 -6.87 -28.55 -5.87 
1992 -5.33 -3.07 -0.01 -0.46 -5.59 -8.93 -4.12 
1993 -5.39 -4.32 -2.04 0.42 -6.13 -7.68 -4.30 
1994 -4.80 -2.49 -1.37 0.27 -4.80 -3.30 -3.16 
1995 -6.66 -3.24 -3.45 0.80 -5.10 -1.42 -3.91 
1996 -6.51 -2.95 -6.84 0.69 -5.74 -0.32 -4.42 
1997 -4.13 -3.57 -7.31 1.04 -7.83 -0.15 -4.25 
1998 -7.36 -0.44 -9.28 0.18 -8.09 -5.48 -5.68 
1999 -6.69 1.76 -5.31 0.03 -6.45 2.55 -3.63 
2000 -3.58 1.87 -3.02 0.00 -6.00 6.74 -2.02 
2001 -5.99 1.52 -3.27 0.37 -7.61 2.53 -3.38 
2002 -4.78 2.85 -3.56 0.72 -7.46 1.82 -2.96 
2003 -2.48 4.80 -4.40 0.28 -5.42 3.70 -1.75 
2004 -2.07 1.97 -4.56 0.12 -2.97 4.00 -1.29 
         
All Years -5.65 -2.74 -3.89 -0.50 -5.71 0.47 -3.73 
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Table 2 
Current Account Balances as Percentage of GDP in the World Economy: 


Medians, 1970-2004 
 


    Region    


Year Africa Asia 
East 


Europe Industrial 
Latin 


America 
Middle 


East 
All 


Countries 
        
1970 -1.90 -0.90  0.40 -4.07 -5.90 -1.10 
1971 -7.53 -1.00  0.27 -4.60 -7.25 -1.04 
1972 -0.93 -1.55  0.71 -1.45 -1.10 -0.41 
1973 -4.40 -0.70  0.44 -1.07 -2.18 -0.86 
1974 -2.71 -3.00 -1.50 -1.90 -4.00 0.29 -2.92 
1975 -6.13 -3.64 -3.55 -1.26 -4.09 3.01 -3.30 
1976 -5.17 1.28 -3.81 -1.96 -1.41 2.19 -2.94 
1977 -3.39 0.84 -5.14 -1.89 -3.96 1.45 -2.80 
1978 -9.91 -2.03 -1.90 -0.63 -3.95 -2.76 -3.23 
1979 -4.64 -2.67 -1.60 -0.65 -4.68 9.02 -2.73 
1980 -7.21 -3.77 -0.02 -2.29 -5.59 3.96 -4.04 
1981 -9.44 -8.54 -1.15 -2.58 -7.80 -1.43 -6.46 
1982 -8.68 -7.77 -1.48 -1.84 -7.41 1.53 -5.81 
1983 -6.35 -6.56 -0.86 -0.77 -4.70 -2.98 -4.24 
1984 -2.61 -2.27 -0.63 -0.17 -3.96 -4.84 -2.43 
1985 -3.90 -3.59 -1.51 -0.96 -2.08 -2.68 -2.37 
1986 -3.95 -2.19 -1.94 0.21 -2.98 -2.34 -2.58 
1987 -4.66 -1.68 -0.76 -0.35 -3.95 -2.07 -2.36 
1988 -5.76 -2.57 -0.72 -1.03 -2.36 -2.21 -2.61 
1989 -3.52 -3.44 -1.70 -1.47 -4.36 0.47 -2.63 
1990 -3.78 -3.93 -3.69 -1.37 -2.78 2.82 -2.63 
1991 -3.18 -3.10 -0.70 -0.88 -4.35 -9.38 -2.83 
1992 -4.51 -3.66 0.10 -0.80 -3.98 -9.26 -3.01 
1993 -4.29 -4.11 -2.29 -0.53 -5.47 -6.75 -3.19 
1994 -3.66 -3.49 -1.42 0.35 -3.11 -4.60 -2.28 
1995 -4.48 -4.97 -1.89 0.73 -2.96 -1.37 -2.50 
1996 -4.21 -3.90 -5.01 0.93 -4.50 0.36 -3.43 
1997 -4.65 -2.82 -6.08 0.20 -5.39 -0.15 -3.74 
1998 -5.68 -0.73 -7.21 -0.47 -5.36 -2.56 -4.30 
1999 -6.52 2.73 -5.29 0.26 -4.33 0.26 -2.97 
2000 -4.50 1.71 -4.80 -0.46 -4.50 6.74 -3.18 
2001 -4.79 1.84 -4.74 -0.06 -4.34 3.53 -2.95 
2002 -2.82 3.15 -5.13 0.52 -5.31 5.44 -1.98 
2003 -4.28 2.94 -5.78 -0.10 -3.91 3.53 -1.65 
2004 -3.28 1.83 -5.18 -0.60 -1.09 1.75 -2.00 
         
All Years -4.74 -2.36 -3.47 -0.55 -4.33 -0.58 -2.96 
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Table 3 
Current Account Balances as Percentage of GDP in the World Economy: 


Proportion of Countries with Surpluses, 1970-2004 
 


    Region    


Year Africa Asia 
East 


Europe Industrial 
Latin 


America 
Middle 


East 
All 


Countries 
        
1970 0.333 0.200  0.625 0.000 0.000 0.292 
1971 0.000 0.200  0.600 0.167 0.250 0.321 
1972 0.000 0.333  0.727 0.167 0.500 0.433 
1973 0.000 0.333  0.545 0.333 0.500 0.400 
1974 0.273 0.143 0.000 0.333 0.143 0.600 0.279 
1975 0.200 0.100 0.000 0.316 0.200 0.667 0.258 
1976 0.083 0.545 0.000 0.238 0.412 0.667 0.313 
1977 0.242 0.500 0.000 0.304 0.231 0.500 0.305 
1978 0.162 0.333 0.000 0.435 0.250 0.222 0.264 
1979 0.237 0.400 0.000 0.261 0.233 0.556 0.284 
1980 0.244 0.125 0.500 0.217 0.188 0.600 0.242 
1981 0.143 0.000 0.500 0.304 0.094 0.400 0.165 
1982 0.116 0.056 0.333 0.391 0.031 0.500 0.171 
1983 0.093 0.222 0.333 0.348 0.125 0.400 0.194 
1984 0.256 0.250 0.500 0.391 0.212 0.300 0.278 
1985 0.311 0.100 0.000 0.391 0.303 0.300 0.279 
1986 0.213 0.250 0.000 0.565 0.219 0.200 0.270 
1987 0.229 0.250 0.333 0.304 0.212 0.300 0.250 
1988 0.167 0.250 0.333 0.261 0.242 0.200 0.221 
1989 0.208 0.250 0.333 0.348 0.242 0.545 0.277 
1990 0.208 0.200 0.333 0.348 0.303 0.750 0.303 
1991 0.250 0.250 0.429 0.391 0.152 0.182 0.254 
1992 0.188 0.286 0.538 0.391 0.273 0.182 0.282 
1993 0.208 0.190 0.350 0.478 0.242 0.250 0.274 
1994 0.333 0.286 0.391 0.522 0.212 0.417 0.344 
1995 0.277 0.200 0.208 0.542 0.125 0.417 0.277 
1996 0.283 0.250 0.120 0.542 0.091 0.583 0.275 
1997 0.200 0.100 0.120 0.500 0.030 0.500 0.208 
1998 0.116 0.450 0.080 0.478 0.030 0.333 0.205 
1999 0.163 0.600 0.080 0.542 0.156 0.545 0.290 
2000 0.256 0.529 0.200 0.458 0.156 0.667 0.320 
2001 0.227 0.647 0.160 0.480 0.063 0.583 0.297 
2002 0.256 0.688 0.200 0.583 0.152 0.636 0.351 
2003 0.297 0.786 0.160 0.500 0.241 0.818 0.386 
2004 0.259 0.583 0.227 0.458 0.304 0.727 0.378 
         
All Years 0.215 0.305 0.215 0.422 0.185 0.462 0.276 
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Table 4 
Countries with “Persistently High” Current Account Surpluses, 1970-2004 


High 1  High 2 
Country Years  Country Years 


Industrial 
Belgium:  (1989 - 2001)   Germany:  (1986 - 1989)  
Finland:  (1995 - 2004)   Luxembourg:  (1995 - 1999)  
Germany:  (1984 - 1990)   Malta:  (1975 - 1981)  
Japan:  (1983 - 1989)   Norway:  (2000 - 2004)  
Luxembourg:  (1995 - 2004)   Switzerland:  (1991 - 2001)  
Malta:  (1972 - 1982)     
Netherlands:  (1972 - 1977) (1981 - 1985) (1987 - 1991) (1993 - 1999)     
Norway:  (1980 - 1985) (1994 - 1997) (1999 - 2004)     
Switzerland:  (1981 - 2004)     
United Kingdom:  (1980 - 1983)     


Latin America 
Guyana:  (1986 - 1989)   Suriname:  (1987 - 1990) (1992 - 1995)  
Panama:  (1987 - 1990)   Venezuela, RB:  (1999 - 2004)  
Suriname:  (1987 - 1990) (1992 - 1995)     
Trinidad and 
Tobago:  (1975 - 1978) (1992 - 1996) (1999 - 2003)     
Uruguay:  (1988 - 1991)     
Venezuela, RB:  (1994 - 1997) (1999 - 2004)     


Asia 
China:  (1994 - 1997)   Hong Kong, China:  (1984 - 1990)  
Fiji:  (1985 - 1988)   Papua New Guinea:  (1993 - 1996)  
Hong Kong, China:  (1970 - 1978) (1983 - 1994) (2001 - 2004)   Singapore:  (1989 - 1992) (1994 - 2004)  
Korea, Rep.:  (1986 - 1989)     
Malaysia:  (1998 - 2003)     
Papua New Guinea:  (1992 - 1996)     
Singapore:  (1988 - 2004)     


Africa 
Botswana:  (1985 - 1989) (1991 - 2003)   Botswana:  (1985 - 1989) (1991 - 1999)  
Chad:  (1980 - 1984)   Gabon:  (1979 - 1984) (1994 - 1997) (1999 - 2003) 
Gabon:  (1978 - 1984) (1994 - 1997) (1999 - 2003)   Gambia, The:  (1987 - 1990)  
Gambia, The:  (1984 - 1992)   Lesotho:  (1990 - 1994)  
Lesotho:  (1980 - 1984) (1989 - 1994)   Libya:  (1977 - 1980)  
Liberia:  (1979 - 1982)     
Libya:  (1977 - 1980) (1994 - 1997)     
Mauritania:  (1995 - 2001)     
Namibia:  (1990 - 2004)     
Nigeria:  (1989 - 1992) (1999 - 2004)     
South Africa:  (1977 - 1980) (1985 - 1993)     
Swaziland:  (1986 - 1991)     
Zimbabwe:  (1986 - 1989)     


Middle East 
Kuwait:  (1975 - 1990) (1993 - 2004)   Kuwait:  (1980 - 1990) (1993 - 2004)  
Saudi Arabia:  (1971 - 1974)    (1998 - 2004)  


East Europe 
Russian Federation:  (1998 - 2004)   Russian Federation:   
Ukraine:  (1999 - 2004)     


Other 
Samoa:  (1995 - 1998)        
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 Table 5 
Persistence in Current Account Imbalances: Marginal Effects 


From Variance Component Probits  
 


 High1 High2 
 Surplus Deficits Surplus Deficits 
     
Lag 1 0.403 0.478 0.137 0.279 
 (12.53) *** (18.99) *** (4.35) *** (5.66) *** 
Lag 2 0.059 0.085 0.040 0.032 
 (2.62) *** (3.32) *** (2.50) ** (1.92) * 
Lag 3 0.008 0.032 0.015 0.003 
 (0.39)  (1.28)  (1.37)  (0.24)  
Lag 4 0.089 0.084 0.025 0.021 
 (3.75) *** (3.39) *** (1.96) ** (1.36)  
     
Probability 0.122 0.788 0.025 0.034 
     
Number of Observations 3415 3415 3415 3415 
Number of Groups 161 161 161 161 
***,** ,*  null is rejected at 1, 5 and 10 percent level. Test - t in parenthesis  
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Table 6 
Countries with “Persistently High” Current Account Surpluses, 1970-2004 


 
Country Years 


  
Industrial 


Belgium:  (1991 - 1997)  
France:  (1995 - 2001)  
Germany:  (1973 - 1978) (1983 - 1990)  
Italy:  (1994 - 1998)  
Japan:  (1981 - 2004)  
Netherlands:  (1981 - 1999)  
Norway:  (1999 - 2004)  
Switzerland:  (1984 - 2004)  
  


Latin America 
El Salvador:  (1979 - 1984)  
Trinidad and Tobago:  (1990 - 1996) (1999 - 2003)  
Venezuela, RB:  (1999 - 2004)  
  


Asia 
China:  (1994 - 2004)  
Hong Kong, China:  (1970 - 1980) (1982 - 1994)  
Papua New Guinea:  (1993 - 1997)  
Singapore:  (1988 - 2004)  
  


Africa 
Botswana:  (1985 - 1989) (1991 - 2001)  
Ethiopia:  (1993 - 1997)  
Gabon:  (1978 - 1984) (1999 - 2003)  
Namibia:  (1990 - 2004)  
Nigeria:  (1999 - 2004)  
South Africa:  (1985 - 1994)  
Swaziland:  (1986 - 1991)  
  


Middle East 
Kuwait:  (1977 - 1981) (1983 - 1990) (1993 - 2004)  
Saudi Arabia:  (1971 - 1977) (2000 - 2004)  
  


East Europe 
Russian Federation:  (1992 - 2004)  
Ukraine:  (1999 - 2004)  
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Table 7 
The Current Account and the Business Cycle: Variance Component Regressions, 


1970-2004 
 


 Random Effects  Fixed Effects 


 
Large 


Countries 
Industrial 
Countries 


Non Industrial 
Countries  


Large 
Countries 


Industrial 
Countries 


Non Industrial 
Countries 


        
Growth Gap 0.217 0.18 0.207  0.225 0.191 0.206 
 (5.72) *** (3.21) *** (4.5) ***  (5.8) *** (3.3) *** (4.3) *** 
Change in Terms of Trade 0.028 0.113 0.013  0.029 0.114 0.013 
 (2.25) ** (4.74) *** (0.97)   (2.24) ** (4.75) *** (0.96)  
Public Sector Deficit / GDP -0.162 -0.211 -0.06  -0.188 -0.222 -0.116 
 (-4.23) *** (-4.08) *** (-1.13)   (-4.38) *** (-4.14) *** (-1.66) * 
Accumulate Change RER 0.008 0.004 0.026  0.008 0.004 0.026 
 (3.62) *** (3.54) *** (4.44) ***  (4.25) *** (4.37) *** (4.47) *** 
Net External Position / GDP 0.064 0.069 0.070  -- -- -- 
 (9.06) *** (5.54) *** (5.66) ***     
        
R^2 0.2377 0.3627 0.184  0.0628 0.0822 0.0995 
Number of Observations 1001 522 479  1001 522 479 
Number of Groups 41 20 21   41 20 21 
***,** ,*  statistical significant at 1, 5 and 10 percent level. 
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Table 8 
Net External Position Regressions: 1970-2004 


 
 No Regional Dummies Regional Dummies 
   
Trade Openness 0.293 0.163 
 (2.3) ** (1.18) 
Gov. Consumption / GDP -2.488 -2.507 
 (-2.48) ** (-2.13) ** 
Commodity Dummy  -3.592 -5.223 
 (-0.85) (-1.02) 
Political Stability 6.616 1.541 
 (1.73) * (0.33) 
GDP per capita Growth -1.622 -3.159 
 (-0.71) (-1.31) 
Financial Openness 0.39 0.395 
 (1.29) (1.29) 
Inflation -0.153 -0.13 
 (-3.87) *** (-3.03) *** 
Initial GDP per capita 28.329 29.45 
 (5.84) *** (4.72) *** 
   
R^2 0.1747 0.2104 
Between R^2 0.3986 0.4555 
Number of Observations 2912 2904 
Number of Groups 130 129 
***,** ,*  statistical significant at 1, 5 and 10 percent level. 
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Table 9 
The Current Account and the Business Cycle, Alternative Measure of NEP/GDP:  


Variance Component Regressions, 1970-2004 
 


 Large Countries Industrial Countries Non Industrial Countries 
    
Growth Gap 0.244 0.155 0.251 
 (6.00) *** (2.68) *** (5.17) *** 
Change in Terms of Trade 0.027 0.127 0.012 
 (2.06) ** (4.65) *** (0.84)  
Public Sector Deficit / GDP -0.139 -0.138 -0.04 
 (-3.3) *** (-2.79) *** (-0.67)  
Accumulate Change RER 0.007 0.005 0.025 
 (3.54) *** (3.92) *** (4.33) *** 
Net External Position / GDP 0.017 0.049 0.011 
 (2.78) *** (6.83) *** (2.51) ** 
    
R^2 0.1611 0.391 0.1446 
Number of Observations 949 488 461 
Number of Groups 41 20 21 
***,** ,*  statistical significant at 1, 5 and 10 percent level.  
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Table 10 
The Current Account and the Business Cycle:  


Variance Component Instrumental Variable Regressions, 1970-2004 
 


 Large Countries Industrial Countries Non Industrial Countries 
    
Accumulate Change RER 0.067 -0.001 0.111 
 (2.02) ** (-0.04)  (0.044) ** 
Growth Gap 0.155 0.19 1.36 
 (2.76) *** (3.39) *** (0.074)  
Change in Terms of Trade 0.011 0.124 -0.180 
 (0.61)  (4.74) *** (0.019)  
Public Sector Deficit / GDP -0.163 -0.190 0.040 
 (-3.42) *** (-2.4) ** (0.066)  
Net External Position / GDP 0.075 0.069 5.590 
 (9.65) *** (5.55) *** (0.015) *** 
    
R^2 0.0916 0.3706 0.1069 
Between R^2 0.5953 0.6783 0.7941 
Number of Observations 924 475 449 
Number of Groups 40 19 21 
***,** ,*  statistical significant at 1, 5 and 10 percent level.  
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Table 11 
The Current Account and the Business Cycle:  


Variance Component Regressions with Interactions, 1970-2004 
 


 Full Sample 
Growth Gap 0.124 
 (2.27) ** 
Change in Terms of Trade 0.033 
 (2.48) ** 
Public Sector Deficit / GDP -0.073 
 (-1.85) * 
Accumulate Change RER 0.008 
 (4.01) *** 
Net External Position / GDP 0.055 
 (8.09) *** 
  


Growth Gap / GDP interactions with 
  
Latin America 0.029 
 (0.33)  
Asia 0.306 
 (3.39) *** 
Africa 0.523 
 (2.75) *** 
Middle East 0.037 
 (0.3)  
East Europe -0.081 
 (-0.84)  
  


Net External Position / GDP interactions with 
  
Latin America -0.054 
 (-7.58) *** 
Asia 0.038 
 (2.36) ** 
Africa -0.036 
 (-0.85)  
Middle East -0.004 
 (-0.22)  
East Europe -0.001 
 (-0.02)  
  
R^2 0.3031 
Between R^2 0.6068 
Number of Observations 949 
Number of Groups 41 
***,** ,*  statistical significant at 1, 5 and 10 percent level. 
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Table 12 
Surplus Adjustment Episodes:  
Incidence by Region, 1970-2004 


 
 2%  3% 
    
Industrial 2.51  1.64 
    
Latin America 5.41  2.15 
    
Asia 6.93  3.43 
    
Africa 6.3  2.51 
    
Middle East 19.69  10.2 
    
East Europe 5.62  2.43 
    
No region 9.49  3.28 
    
All 6.63  3.02 
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Table 13a 
Surplus Adjustment 2% Episodes: Non-Parametric Tests 


 All Countries  Industrial Countries  Large Countries 
 Chi^2 Obs.  Chi^2 Obs.  Chi^2 Obs. 
         
 t = +3 v/s  t = -3 
Real Exchange Rate 3.6085 * 233  0  22  2.45  80 
Nominal Exchange Rate 35.6447 *** 258  0.7273  22  9.561 *** 82 
Real Interest Rate 0.0554  147  0.0903  13  3.4309 * 49 
GDP PC growth 6.1089 ** 251  0  22  3.5742 * 81 
Inflation 2.8648 * 238  0.7273  22  0.05  80 
Terms of Trade 0.2243  164  0.0903  13  0.0149  61 
         
 t = +1  v/s t = -1 
Real Exchange Rate 10.9325 *** 257  6.042 ** 24  14.4061 *** 85 
Nominal Exchange Rate 31.2238 *** 281  2.6853  24  8.3887 *** 87 
Real Interest Rate 2.9858 * 177  0.2917  14  0.6676  54 
GDP PC growth 0  278  0.6713  24  0.0465  86 
Inflation 0.5547  260  0  24  0.1051  85 
Terms of Trade 30.2112 *** 187  0  16  14.3338 *** 67 
         
 t = +3  v/s t = -1 
Real Exchange Rate 5.5415 ** 247  2.9091 * 22  8.2488 *** 82 
Nominal Exchange Rate 47.9801 *** 273  0.7273  22  9.3386 *** 84 
Real Interest Rate 7.1592 *** 171  0.0903  13  3.7692 * 52 
GDP PC growth 0.4495  269  0  22  0.9736  83 
Inflation 2.4481  255  0  22  0.0488  82 
Terms of Trade 13.9164 *** 180  0  14  10.5625 *** 64 
***,** ,*  null is rejected at 1, 5 and 10 percent level. Null: medians are equal. Groups are 2 in all 
cases  
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Table 13b 
Surplus Adjustment 3% Episodes: Non-Parametric Tests 


 
 All Countries  Industrial Countries  Large Countries 
 Chi^2 Obs.   Chi^2 Obs.   Chi^2 Obs. 
         
 t = +3 v/s t = -3 
Real Exchange Rate 1.2217  118  0.0764  11  1.316  37 
Nominal Exchange Rate 18.9553 *** 129  0.0764  11  0.235  39 
Real Interest Rate 0.0607  68  0.5  8  1.1494  21 
GDP PC 0  124  0.8831  11  0.0244  39 
CPI 2.421  119  0.0764  11  0.0285  37 
Terms of Trade 2.4747  80  0.1094  7  0.6154  26 
         
 t = +1 v/s  t = -1 
Real Exchange Rate 6.4127 ** 131  1.1429  14  2.2727  44 
Nominal Exchange Rate 14.3686 *** 144  1.1429  14  5.5652 ** 46 
Real Interest Rate 0.014  81  0.5  8  0.0344  27 
GDP PC 1.2107  139  0  14  1.3913  46 
CPI 2.7507 * 131  0  14  0.0909  44 
Terms of Trade 6.7189 *** 93  0.5  8  2.5996  31 
         
 t = +3  v/s  t = -1 
Real Exchange Rate 1.1616  124  1.3714  12  0.2317  41 
Nominal Exchange Rate 21.3833 *** 136  0  12  5.2122 ** 43 
Real Interest Rate 0.4618  78  0.5  8  1.0193  25 
GDP PC 1.0912  132  1.3714  12  0.601  43 
CPI 2.5721  126  1.3714  12  0.0211  41 
Terms of Trade 0.0112  87   0.1094  7   0.5744  28 
***,** ,*  null is rejected at 1, 5 and 10 percent level. Null: medians are equal. Groups are 2 in all 
cases  
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Figure 1 
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Figure 2 
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Figure 3 
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Figure 4 
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Figure 5 
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Figure 6 
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Table A.1 
Current Account Balances as Percentage of GDP in the World Economy: 


Data Availability, 1970-2004 
 


    Region    


year Africa Asia 
East 


Europe Industrial 
Latin 


America 
Middle 


East 
All 


Countriesl 
        
1970 3 5  8 5 3 24 
1971 3 5  10 6 4 28 
1972 3 6  11 6 4 30 
1973 3 6  11 6 4 30 
1974 11 7 1 12 7 5 43 
1975 20 10 1 19 10 6 66 
1976 24 11 1 21 17 9 83 
1977 33 12 1 23 26 10 105 
1978 37 12 1 23 28 9 110 
1979 38 15 1 23 30 9 116 
1980 41 16 2 23 32 10 124 
1981 42 18 2 23 32 10 127 
1982 43 18 3 23 32 10 129 
1983 43 18 3 23 32 10 129 
1984 43 20 4 23 33 10 133 
1985 45 20 5 23 33 10 136 
1986 47 20 5 23 32 10 137 
1987 48 20 6 23 33 10 140 
1988 48 20 6 23 33 10 140 
1989 48 20 6 23 33 11 141 
1990 48 20 6 23 33 12 142 
1991 48 20 7 23 33 11 142 
1992 48 21 13 23 33 11 149 
1993 48 21 20 23 33 12 157 
1994 48 21 23 23 33 12 160 
1995 47 20 24 24 32 12 159 
1996 46 20 25 24 33 12 160 
1997 45 20 25 24 33 12 159 
1998 43 20 25 23 33 12 156 
1999 43 20 25 24 32 11 155 
2000 43 17 25 24 32 12 153 
2001 44 17 25 25 32 12 155 
2002 39 16 25 24 33 11 148 
2003 37 14 25 24 29 11 140 
2004 27 12 22 24 23 11 119 
         
All Years 1277 558 363 746 943 338 4225 
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Data Appendix 
 
Variable Definition Source 
Civil Liberties Index of Civil Liberties, Freedom House 
Coverage of Secondary 
Education, 


Total gross enrollment ratio for 
secondary education  


Barro and Lee (2001) 


Current Account  World Development Indicators 
Current Account Reversal Reduction in the current account 


deficit of at least 4% of GDP in 
one year. 


Author’s elaboration based on 
data of current account 


Domestic Credit Growth Annual growth rate of domestic 
credit 


World Development Indicators 


Export  World Development Indicators 
Fiscal Deficit Overall Budget World Development Indicators 
GDP  World Development Indicators 
Government Consumption  IMF’s International Financial 


Statistics 
Import  World Development Indicators 
Inflation Change in CPI World Development Indicators 
Initial GDP per capita GDP per capita in 1970  World Development Indicators 
Investment Ratio Total investment over GDP IMF’s International Financial 


Statistics 
Net External Position  Lane and Milesi – Ferretti (2006) 
Openness Predicted trade from bilateral 


gravity equations 
Author’s elaboration 


Population  World Development Indicators 
Real Exchange Rate (Nominal Exchange Rate*PPI 


US)/CPI 
World Development Indicators 


Surplus Adjustment Two definitions: At least 2% 
reduction in surplus in one year; a 
3% reduction in surplus 
accumulated over 3 years 


Author’s elaboration based on 
data of capital flows (World 
Development Indicators) 


Sudden Stops in Region Relative occurrence of sudden 
stops in the country’s region 
(excluding the country itself) 


Author’s elaboration. 


Terms of Trade Change in term of trade export as 
capacity to imports (constant 
local currency unit) 


World Development Indicators 
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X CONFERENCIA ANUAL DEL BANCO CENTRAL DE CHILE: “CUENTA 
CORRIENTE Y FINANCIAMIENTO EXTERNO” 


 
Discurso de bienvenida pronunciado por el 


Presidente del Banco Central de Chile, don Vittorio Corbo Lioi. 
 


9 de noviembre de 2006 
 
 


Estimados banqueros centrales, académicos y economistas visitantes. Estimadas 
amigas y amigos: sean ustedes muy bienvenidos. Siempre es motivo de satisfacción 
congregar a un grupo de personas con las que se tienen intereses e inquietudes en común, y 
si se trata de compartir dos días con los más calificados estudiosos de los temas respectivos, 
hay que agregar el entusiasmo por la inyección de vitalidad y renovación que estará 
recibiendo esta área de pensamiento. 


 
Me llena de orgullo que ya estemos celebrando la Décima Conferencia Anual del 


Banco Central de Chile, que se ha constituido en un evento tradicional de discusión de 
ideas relevantes para las políticas de la banca central y para el desarrollo económico de 
nuestros países. 


 
El tema de esta conferencia es la Cuenta Corriente y el Financiamiento Externo —un 


tema crucial para una economía como la chilena— históricamente muy abierta al comercio 
mundial de bienes, y cada vez más integrada a los mercados de capitales internacionales. 


 
A modo de ilustración, déjenme mostrarles dos gráficos. El primero muestra la 


evolución de la suma de exportaciones más importaciones sobre PIB desde mediados de los 
70. Como se puede apreciar, gracias a un proceso sistemático de integración,  Chile se ha 
vuelto una economía muy abierta al comercio exterior, tanto en comparación con otras 
economías latinoamericanas como con el promedio mundial. 


 
Este otro gráfico muestra la suma de nuestros activos y pasivos internacionales brutos 


sobre PIB. Esta es una medida del grado de integración financiera de una economía. Me 
gustaría destacar tres hechos aquí. Primero: en el año 2004 el grado de integración 
financiera de Chile estaba muy por sobre el promedio de las economías emergentes, pero 
aún por debajo del promedio de las economías desarrolladas. Segundo: este proceso de 
integración se ha acelerado desde mediados de los 90. Y tercero: a pesar de que la razón de 
pasivos más activos sobre PIB es similar en los noventa y en los ochenta en cuanto a 
magnitud, la composición de este total difiere sustancialmente, con mucho mayor peso de 
los activos internacionales brutos a partir de mediados de los 90. 


 
La integración financiera tiene el potencial de acelerar el crecimiento económico, 


permitiendo que el ahorro de otros países financie proyectos de inversión rentables en Chile 
que de otra manera no se realizarían. Recordemos que el déficit de cuenta corriente no es 
más que la brecha entre inversión y ahorro nacional.  


 







 2


La integración financiera permite además suavizar las fluctuaciones del ingreso 
nacional y sus efectos sobre el consumo de los hogares y la inversión, sea que estas 
fluctuaciones respondan a variaciones de los precios de los bienes que exportamos e 
importamos (como en los últimos años) o a eventos locales que influyen en nuestra 
productividad. Para una economía que se sustenta en un número acotado de productos de 
exportación, cuyos precios además son altamente volátiles, esta suavización intertemporal 
del consumo es crucial. 


 
Gracias a la integración financiera es posible aumentar la diversificación del riesgo de 


nuestras carteras de activos, un hecho que los tenedores chilenos de activos han buscado 
aprovechar en forma creciente en los últimos años. 


En la práctica, sin embargo, estos beneficios potenciales de la apertura de la cuenta de 
capitales no siempre se materializan. Las economías emergentes en promedio se han 
caracterizado por tener cuentas corrientes contracíclicas y un consumo altamente volátil en 
relación con el ingreso corriente: justamente lo contrario de lo que predice la teoría 
intertemporal de la cuenta corriente. Más aún, las economías emergentes han sufrido 
episodios de inestabilidad y en algunos casos crisis, asociados a frenazos bruscos de los 
flujos de capitales. 


 
Aislarse de los mercados financieros internacionales no es una opción;– los beneficios 


potenciales son simplemente muy grandes como para desaprovecharlos y las innovaciones 
de la tecnología de la información y la comunicación reducen la efectividad de eventuales 
controles. Se hace imperativo, entonces, entender a cabalidad los factores que determinan 
los flujos de capitales internacionales, desde y hacia economías emergentes como la 
nuestra. Esto nos permitirá diseñar esquemas de política que aseguren que estos flujos 
aumenten el consumo y disminuyan la volatilidad, y no al revés. 


 
Simplificando, hay dos visiones imperantes con respecto al funcionamiento de los 


mercados financieros internacionales. La primera (de énfasis en factores internos) es que 
una economía con cuentas fiscales ordenadas, una política monetaria orientada a la 
estabilidad de precios y una adecuada regulación financiera puede integrarse a los mercados 
de capitales internacionales sin exponerse a sufrir choques financieros desde el exterior. 
Esta visión enfatiza que el origen de la volatilidad que se le asocia a los flujos de capitales 
está en cada país, siendo el sistema financiero internacional un mero amplificador. En esta 
visión, el rol de las políticas internas se limita a no ser fuente de choques. 


 
La segunda visión es que la fuente de los choques está en el sistema financiero 


internacional (ya sea en forma directa o por contagio desde otras economías emergentes). 
Las economías difieren en su grado de vulnerabilidad a dichos choques – por una 
combinación de políticas públicas y condiciones estructurales de la economía. En esta 
visión, el rol de las políticas públicas esta íntimamente relacionado con las decisiones que 
toma el sector privado y las restricciones que enfrenta. Toda la discusión reciente de 
descalces cambiarios y de plazo, así como las decisiones de reservas óptimas y el uso de 
pasivos internacionales contingentes es parte de esta visión. 


 
Como Banco Central hemos tomado una visión ecléctica, a medio camino entre 


ambas posturas. Creemos que es esencial tener un conjunto de políticas que no sean fuente 
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de inestabilidad, y que además ayuden a amortiguar los efectos de la volatilidad de los 
mercados financieros internacionales. La prudencia fiscal, un régimen de metas de inflación 
con un tipo de cambio flotante orientado a mantener la estabilidad de precios y una 
adecuada regulación y supervisión financiera, todos aportan a estos objetivos. Más aún, 
hemos trabajado para brindarle herramientas al sector privado que lo ayuden a enfrentar las 
consecuencias de la volatilidad de los mercados financieros internacionales. 


 
Se preguntarán ¿por qué, como Banco Central, nos interesa el tema del déficit de 


cuenta corriente y el financiamiento externo, en especial dado el régimen de metas de 
inflación con tipo de cambio flotante con el cual operamos en la actualidad? 


 
La primera parte de la pregunta es fácil. Tenemos un mandato de velar por el normal 


funcionamiento de los pagos internos y externos. Por tanto, para cumplir con nuestro 
mandato necesitamos comprender tanto el funcionamiento de los mercados financieros 
internacionales como los efectos de choques provenientes de dichos mercados en nuestro 
sistema financiero. Para ilustrar la importancia de esto, basta recordar cómo remeció 
nuestra economía la caída de la liquidez internacional que siguió a la Crisis Rusa en 1998-
99. 


 
Estrechamente relacionadas con el punto anterior, están las políticas de reservas 


óptimas. La volatilidad del financiamiento externo —y en particular la probabilidad de un 
corte súbito del flujo de fondos— son ingredientes clave a considerar en el nivel y 
composición de las reservas internacionales. 


 
Los flujos de capitales juegan también un rol importante en la conducción de política 


monetaria en pos de nuestra meta de inflación, por el impacto que las condiciones 
financieras internacionales tienen sobre la demanda agregada y el nivel de precios. Por 
ejemplo, una caída en el costo del financiamiento externo (como el que hemos vivido en los 
últimos años) es a todas luces expansivo. 


 
Finalmente, como Banco Central, la ley orgánica nos atribuye un conjunto de 


herramientas que determina el grado de apertura de la cuenta financiera. Recordarán que en 
1998 bajamos el encaje a cero y que el 2001 eliminamos buena parte de las restricciones 
remanentes a la entrada y salida de capitales. Pero no todas. Hace apenas algunas semanas 
el Banco Central autorizó la emisión de bonos en pesos por parte de extranjeros en el 
mercado local. 


 
Este es un buen momento para volver a reflexionar sobre estos temas. Por un lado, 


porque el boom de precios básicos que estamos viviendo en la región va a terminar tarde o 
temprano, y como país de ingreso medio, necesitaremos de financiamiento externo para 
continuar creciendo. Y, por otro, por la situación de “desbalances globales” que hoy vive la 
economía mundial. El déficit de cuenta corriente de Estados Unidos plantea una 
incertidumbre respecto de cómo se deshará, y cómo los distintos escenarios y marcos de 
política afectarán a economías pequeñas y abiertas como la chilena. Son preguntas 
ineludibles que debemos entender. 
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Estos son los temas que nos convocan para estos dos días. Es una agenda ambiciosa, y 
los temas tienen una importancia crucial.  


 
Un primer bloque de la agenda evaluará los factores que explican el comportamiento 


de los flujos de capitales hacia economías emergentes, en particular la medida en que están 
causados por choques internos, choques de demanda externos, o imperfecciones en los 
mercados financieros internacionales. En este bloque tendremos el honor de contar con la 
presentación magistral del reconocido economista  y amigo Guillermo Calvo. Además 
tendremos la oportunidad de escuchar y discutir investigación económica reciente de Jaime 
Guajardo, Gita Gopinath, Graciela Kaminsky y Kevin Cowan. 


 
Chris Kent, Juan Pablo Medina y David Moreno revisarán y analizarán las 


experiencias con la cuenta corriente de diferentes regiones en las últimas décadas. Australia 
y Nueva Zelanda son muy buenos referentes, ya que son grandes exportadores de materias 
primas y siguen un esquema de metas de inflación con tipo de cambio flotante, al igual que 
Chile.  Para hacer el contrapunto, se presenta también  la experiencia de los países del Este 
Asiático. 


 
El programa de hoy y mañana incluye también el tema de los desbalances globales. 


Como todos sabemos y como se ilustra en el tercer gráfico, desde fines de los noventa, la 
mayoría de las regiones en desarrollo han acumulado superávit en cuenta corriente, 
mientras las economías desarrolladas como un todo – y en particular, los Estados Unidos – 
han exhibido grandes déficit en cuenta corriente. Esta situación de desequilibrio ha 
suscitado mucha preocupación e investigación en el último tiempo, por lo que nuestra 
conferencia dedicará una buena parte de su agenda a explorar si esta situación es de 
carácter transitorio o más permanente, así como las implicancias que distintas soluciones 
plantean  para la economía chilena. Para ello hemos invitado a importantes contribuyentes a 
este debate como son Sebastián Edwards, Mike Dooley, Barry Eichengreen y Roberto 
Zahler. 


 
Otro tema que no podíamos excluir de este foro es la posición internacional bruta de 


activos y pasivos. En línea con el reciente aumento de los stocks brutos de activos 
internacionales, la profesión ha comenzado a analizar el efecto valoración de estos stocks y 
sus implicancias sobre los flujos de capitales. Como el grueso de esta literatura se ha 
enfocado a las economías  desarrolladas —y en particular a EE.UU.—, esta conferencia ha 
querido tomar el tema desde la perspectiva de los países en desarrollo, enfatizando 
preguntas respecto de la interacción entre los stocks brutos y los flujos de capitales para 
Chile. Estos son los temas de los estudios que presentarán Pierre Olivier Gourinchas y 
Rodrigo Valdés. 


 
Por último, tendremos oportunidad de pensar sobre la interrelación entre política 


cambiaria, reservas óptimas y cuenta corriente. Esto lo haremos en el contexto de la 
presentación magistral de John Williamson y el estudio de Joshua Aizenman. 


 
Estos dos días de análisis de temas extremadamente relevantes con economistas de 


primer nivel no habría sido posible sin la dedicación de Kevin Cowan, Sebastián Edwards y 
Rodrigo Valdés a pensar en los temas y personas más calificadas para abordarlos. Además, 
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la muy eficiente colaboración de David Rappoport y Mónica Correa en la organización fue 
vital. Por último, el que presentadores y comentaristas de tan reconocida trayectoria hayan 
accedido a participar, asegura que hoy y mañana serán dos días de mucho provecho. A 
todos ustedes, estimados participantes, les deseo una fructífera discusión y mucho 
aprendizaje. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


(volumen de comercio como % del PIB)


Nota: Considera exportaciones e importaciones a PIB en base a precios corrientes. 
Fuente: Banco Mundial.
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 Desbalances Globales


(% del PIB)


(f) Proyección.
Fuente: Fondo Monetario Internacional, World Economic Outlook, Septiembre 2006.
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