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Most cross-country studies of economic growth, including my earlier research,


have focused on the determinants of economic variables.  The variables most often


studied are the growth rate of per capita GDP and the ratio of investment to GDP.  In this


study, I focus more on the determination of quality dimensions of economic


development.  By quality, I mean factors such as life expectancy, fertility, income


inequality, and aspects of political institutions.  The political dimensions that I consider


are democracy in the sense of electoral rights, maintenance of the rule of law, and the


extent of official corruption.  I also look at the determinants of crime rates, measured by


murder rates.


I.  Economic Growth


Previous cross-country research has revealed a number of empirical regularities


concerning the determination of economic growth.  For given policies and institutions


and for given starting levels of human capital, a country tends to grow faster per capita if


it starts with a lower per capita GDP.  This pattern is known as conditional convergence,


that is, the poor tend to converge toward the rich if policies and institutions are held


constant.  However, the strong tendency for rich countries to have better policies and


institutions (which explains their being rich) eliminates the convergence tendency in an


absolute or non-conditional sense.


Empirical research has also isolated some specific measures of policies,


institutions, and initial human capital that are systematically related to subsequent


growth.  For a given initial per capita GDP, growth tends to be fostered by higher starting


levels of education and health, lower fertility, better maintenance of the rule of law,
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smaller government consumption, greater openness to international trade, lower inflation,


and a higher propensity to invest.  Growth is also stimulated by improvements in the


terms of trade.


Table 1 illustrates these kinds of results for 84 countries with available data.  The


dependent variable is the growth rate of per capita GDP observed over the periods 1965-


75, 1975-85, and 1985-95.1  In system (1), the estimated coefficient on the log of per


capita GDP at the beginning of the period equals -0.030 and is highly significant.  This


coefficient means that the estimated rate of conditional convergence is around 3 percent


per year.


One result related to initial human capital is a marginally significant positive


coefficient for the average years of school attainment of adult males.  Also significantly


positive is the log of life expectancy at birth; hence, improved health is a component of


human capital that predicts subsequent growth.  A significantly negative growth effect


appears for the log of the total fertility rate.  Hence, there seems to be a tradeoff between


a higher rate of population growth (determined in the long run particularly by the fertility


rate) and the growth rate of per capita output.


A significantly positive effect on growth shows up for a subjective indicator of


the maintenance of the rule of law.  This variable (measured on a [0,1] scale, with a


                                                
1 The GDP data are the purchasing-power-parity adjusted values reported by Summers and Heston in their
Penn World Table version 5.6, which is available at www.nber.org.  Most of the other data have been
discussed in previous research; see, for example, Barro (2000).  The results are similar in most respects for
systems with seven five-year periods, 1965-1970, …, 1995-2000.  The fits of the equations, measured by
R-squared values, are much poorer in the five-year systems.  The likely explanation is that much of
economic growth over short intervals is dominated by forces—business cycles—that are unrelated to the
mostly longer-term determinants of growth that are considered in Table 1.  However, the estimated
standard errors of the coefficients tend to be slightly smaller in the five-year systems, thereby suggesting
that a little more information about long-term growth effects is generated by observing the data at a
somewhat higher frequency.  The largest change occurs for the inflation rate, which has an estimated
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higher value being more favorable) is the one provided by Political Risk Services in its


publication International Country Risk Guide.2  The indicator is intended to gauge the


nature of the legal and judicial systems, particularly as they govern the maintenance of


law and order.


Also significantly positive for growth is a measure of international openness.3


The government consumption ratio 4 is significantly negative, and the inflation rate is


negative but only marginally significant (see n. 1, above).  The investment ratio and the


growth rate of the terms of trade (export prices relative to import prices) also have


significantly positive effects.


The other columns of Table 1 show the effects from introduction of additional


explanatory variables as determinants of economic growth.  System (2) adds the average


years of school attainment of adult females at the start of the period.  The estimated


coefficient is negative and marginally significant.  If years of primary schooling are also


added, then the point estimates are negative for male primary and positive for female


primary, but neither coefficient is statistically significant.  A discussion of these kinds of


effects from initial levels of schooling appears in Barro (2001).


Some previous research has considered growth effects of democracy, measured


by Freedom House’s subjective indicators of electoral rights and civil liberties (which are


themselves highly correlated).  These variables have been considered instead of or in


                                                                                                                                                
coefficient that is statistically significant and about three times as large in magnitude in the five-year
systems as compared with the ten-year systems shown in Table 1.
2 Since this indicator is available starting only in 1982, later values of the variable are allowed to influence
earlier values of economic growth.  The rationale is that rule of law tends to persist substantially over time,
so that later values may be satisfactory proxies for earlier ones.
3 This variable is the ratio of exports plus imports to GDP filtered for the usual relation of this ratio to
country size (measured by the logs of population and area).
4 This variable is based on the standard measure of government consumption less outlays on defense and
education.
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addition to the indicator for maintenance of the rule of law as determinants of growth.  If


the electoral rights indicator is added to the system for growth, then its estimated


coefficient (0.0083, s.e. = 0.0072) is positive but statistically insignificantly different


from zero.  However, the inclusion of a quadratic in the electoral rights measure, as in


system (3) of Table 1, reveals that growth is first increasing and subsequently decreasing


in the extent of democracy.  This kind of relation has been discussed in Barro (1996).


Other research has focused on the growth effects from official corruption.  System


(4) of Table 1 adds a subjective indicator of corruption, also constructed by Political Risk


Services.  (The variable is defined on a [0,1] scale, with a higher number signifying a


more favorable environment, that is, less corruption.)  The estimated coefficient on the


corruption variable is indistinguishable from zero.  A possible interpretation for a non-


positive effect is that some aspects of corruption are productive because they inhibit the


enforcement of poor laws and regulations.


System (5) of Table 1 adds the country’s murder rate (number of homicides per


year per 100,000 inhabitants)—the data are the ones used by Loayza, et al.  As these


authors point out, the murder data have more consistency across countries and over time


than do alternative measures of violent or total crime.  However, the murder rate is


statistically insignificant for growth.  The rule-of-law variable—which is related to the


crime rate through the consideration of “law and order”—becomes more significant when


the murder rate is added.  (Note, however, that the inclusion of the murder variable also


has a substantial negative effect on the sample size, so the systems of columns [1] and [5]


are not directly comparable.)
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System (6) shows that economic growth is not closely related to the extent of


income inequality, as gauged by a standard measure, the Gini coefficient.  (Note that, as


with the murder rate, the inclusion of the Gini variable substantially lowers the sample


size.)  Further analysis of the interplay between growth and inequality is contained in


Barro (2000).


When considering social or cultural developments it is natural to think about


religion, which is a central element of a nation’s culture.  In previous work, I considered


the growth implications of different religious denominations.  I use here an eight-way


breakdown of adherence among persons professing some religion: Catholic, Muslim,


Protestant, Hindu, Eastern religions (including Buddhist), Orthodox, Jewish, and other


religions.  (The data are from Barrett, World Christian Encyclopedia, 1st and 2nd


editions.)  I arbitrarily omitted the Catholic fraction as a normalization and then


considered the effects on growth from the fractions affiliated with the other seven


denominations.  With the other explanatory variables shown in Table 1 held constant, this


religious breakdown is insignificantly related to growth.  (The p-value for the hypothesis


that the seven coefficients all equal zero is 0.42.)


System (7) of Table 1 shows the results when only the Muslim denomination


fraction is added to the system.  (This result may be of especial interest because the


Muslim variable turns out to be systematically related to some other variables considered


later.)  The result in system (7) is that the estimated coefficient on the Muslim variable is


insignificantly different from zero.  Hence, at least when initial income, schooling,


fertility, rule of law, and so on, are held constant, the extent of Muslim adherence does


not matter significantly for growth.
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I have also examined the growth implications of a country’s former colonial


status.  Four variables—dummies for whether a country is a former colony of Britain,


France, Spain or Portugal, and another ruler—are jointly insignificant for growth.  The p-


value here is 0.55.  Hence, at least when per capita GDP and the other explanatory


variables are held constant, a country’s colonial history is not systematically related to its


growth performance.


Finally, system (8) of Table 1 adds the log of population as a country scale


variable.  (With the log of per capita GDP already included, the results would be the same


if the log of GDP were entered.)  The result is that country size is insignificantly related


to growth.
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II.  Political and Social Variables


The empirical findings in the preceding section indicate that a number of social,


political, and institutional variables are important for the determination of economic


growth.  Many of these variables tend themselves to evolve during the process of


economic development.  Some of these changes—such as rises in health indicators,


reductions in fertility rates, and expansions of democracy—have been described as


improvements in the quality of economic growth.


Interestingly, the associations of some of the social and political variables with


economic development have been given familiar names in various research literatures.


As an example, the Aristotle-Lipset hypothesis states that the propensity for maintaining


strong democracy and the rule of law tend to be enhanced by economic growth,


particularly by expansions of income and education.  It is sometimes also argued that


greater income inequality decreases the prospects for sustaining democracy and the rule


of law.  


The association of income inequality—measured, for example, by the Gini


coefficient—with economic development is usually expressed in terms of the Kuznets


curve.  In this case, the hypothesis is that inequality will first rise and later fall as per


capita income rises.  In a previous study (Barro [2000]), I discussed the cross-country


evidence on this topic, and I argued that the Kuznets curve was present in the data but did


not explain a great deal of the cross-sectional or time-series variation in inequality.


In the sociology of religion, a famous idea—called either the secularization


hypothesis or the modernization hypothesis—is that people become less religious as they
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become richer and better educated.  Sometimes this hypothesis is based on the idea that


religion is primarily superstition—hence, more educated and, therefore, more scientific,


people will be less likely to follow religious practices.  A substantial recent literature has


argued that the secularization hypothesis conflicts with the cross-country data on church


attendance and religious beliefs.  In a later section, I present some preliminary results on


the relation of religiosity measures to economic development.


Some of the other explanatory variables used in Table 1—notably life expectancy


and fertility rates—are particularly closely related to per capita GDP and education.


Therefore, it is surprising that the relationships of these variables with economic


development do not seem to have famous names.


Table 2, carried out in the spirit of Bill Easterly’s analysis in Life During Growth,


looks at the relation to economic development of some of the social, political, and


institutional factors that were viewed as independent variables in Table 1.  In each case,


the independent variables in Table 2 include three basic measures of economic


development—the log of per capita GDP, a measure of years of education, and the rate of


urbanization.  Also included is the Muslim denomination fraction—as mentioned before,


this measure of religious adherence has interesting interactions with some of the political


and social variables.  The second specification in each case adds the Gini coefficient as a


measure of income inequality.  (As noted before, the inclusion of this variable


substantially reduces the sample size.)


The three development indicators have highly significant positive coefficients for


explaining life expectancy in column (1) of Table 2.  In this case, schooling is


represented by primary education.  The addition of years of schooling at the secondary
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and higher levels does not add to the explanatory power for life expectancy.  The main


inference from these results is that, not surprisingly, improved life expectancy typically


accompanies economic development.  The Muslim denomination variable is insignificant


in this system.


In column (2), the Gini coefficient has a significantly negative coefficient.  That


is, for given per capita GDP, etc., average life expectancy tends to be lower when income


is more unevenly distributed.  In comparison with column (1), the urbanization variable is


much less important, and the Muslim fraction becomes significantly negative.


Columns (3) and (4) take the log of the total fertility rate as the dependent


variable.  In this case, the adult educational attainment variables that have the most


explanatory power are primary schooling distinguished by males and females.  The


development indicators are, in this case, strongly negatively related to fertility.


Moreover, in column (3), female primary schooling is substantially more important than


male schooling.


In column (4), the Gini coefficient is significantly positive—that is, greater


inequality goes along with a higher economy-wide fertility rate.  With the Gini


coefficient held constant, the negative effects of male and female primary education are


now of similar magnitude.  The Muslim religion fraction is significantly positive in


systems (3) and (4).  That is, even with per capita GDP and the other variables held


constant, a higher Muslim affiliation goes along with higher fertility.


Systems (5) and (6) look at electoral rights as a measure of democracy.  The


estimated coefficients of the log of per capita GDP are significantly positive, thereby


supporting the Aristotle-Lipset hypothesis.  The urbanization variable is not important
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here.  Years of primary schooling have the main explanatory power related to education,


and this variable is significantly positive in column (5).  However, the variable is


insignificant in column (6) when the Gini coefficient is held constant (and where the


sample size is altered to reflect the availability of data on inequality).  The Gini


coefficient is itself insignificant in column (6)—that is, the results fail to support


Aristotle’s idea that greater equality of income reinforces the tendency toward


democracy.  The Muslim variable is significantly negative in columns (5) and (6).


Hence, even with per capita GDP and the other explanatory variables held constant, a


higher Muslim affiliation is associated with less democracy.


The results for the rule of law in columns (7) and (8) are similar with respect to


the effects of the log of per capita GDP.  However, primary schooling now plays no


special role, and the total years of schooling is the education variable with the most


explanatory power.  Thus, the indication is that basic education is important for


maintaining electoral rights (in system [5]), whereas broader education plays more of a


role in sustaining a functioning legal system (in system [7]).


The urbanization rate is significantly negative for the rule of law in column (7)—


this finding may reflect an adverse influence of urbanization on law and order.  Also, in


contrast with the results for democracy in columns (5) and (6), the Muslim fraction is


insignificant for explaining the rule of law in columns (7) and (8).  This finding is


noteworthy because rule of law tended to have a positive effect on economic growth (in


Table 1), whereas the level of democracy lacked a clear relationship with growth.  Thus,


on this count, a larger Muslim fraction might diminish the incidence of democracy


without impeding the growth process.
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The Gini coefficient has a significantly negative coefficient for explaining the rule


of law in column (8).  Thus, although greater inequality did not seem to impair the


sustainability of electoral rights, it does seem to hinder the maintenance of the rule of law


(perhaps by making it more difficult to sustain law and order).


Columns (9) and (10) deal with the indicator for official corruption (where, again,


a higher value signifies less corruption).  These results are broadly similar to those for the


rule of law in columns (7) and (8), although the positive effects for the log of per capita


GDP are weaker in the case of the corruption variable.  Another difference is that the


estimated coefficient on the urbanization rate is essentially zero in column (9)—that is, in


contrast with the tendency for urbanization to go along with weaker rule of law, there is


no relationship with the extent of official corruption.  Moreover, in column (10), where


the Gini coefficient is held constant, the estimated coefficient of the urbanization rate is


positive.  The estimated negative coefficient on the Gini variable in column (10) is


weaker than it was in column (8).


For the murder rate in columns (11) and (12), one immediate observation is that


the fit is very poor.  That is, economic development overall explains little of the observed


variations in murder rates (and, presumably, in crime rates more broadly).  Surprisingly,


the estimated effect of per capita GDP is positive and even marginally statistically


significant in column (11).  The greatest explanatory power comes in column (12) from


the Gini coefficient.  That is, as stressed by Loayza, et al, murder rates are much more


related to the degree of income inequality (positively) than to the level of per capita GDP.


The Muslim coefficient is significantly negative in column (11) but becomes statistically


insignificant in column (12) when the Gini variable is included.
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Table 3 shows results with the Gini coefficient treated as the dependent variable.


A Kuznets curve shows up in that the estimated coefficient on the log of per capita GDP


is significantly positive, whereas that on the square of the log of per capita GDP is


significantly negative.  The estimated coefficients imply that the marginal effect of per


capita GDP on the Gini coefficient turns from positive to negative when the level of per


capita GDP reaches $2800 (in PPP-adjusted 1985 U.S. dollars).


The results in Table 3 also show a significantly negative coefficient for primary


schooling, a marginally significant negative coefficient for secondary schooling, and an


insignificant positive coefficient for higher schooling.  The urbanization rate is


insignificant.  Overall, these results do not generate a close correspondence between the


level of economic development and the extent of income inequality.  The table also


shows that the coefficient on the Muslim fraction is significantly negative.  That is, a


higher Muslim fraction goes along with greater equality of income.


To summarize, economic development tends overall to be accompanied by higher


life expectancy (and, presumably, better health generally), lower fertility rates, and higher


propensities for democracy, maintenance of the rule of law, and low official corruption.


However, the relationship with the murder rate (and, presumably, crime more broadly) is


weak.  The overall relation with income inequality is also not strong.
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III.  Religiosity


In recent research, I have been studying the impact of economic development on a


key cultural variable, the extent of religiosity.  Specifically, I am testing the


secularization hypothesis, which argues that various dimensions of economic


development, notably enhanced education, would reduce religiosity.  In carrying out this


research, I am exploiting some useful panel data that have been generated in recent years


from the World Values Survey and the International Social Survey Programme.  Recently


obtained data from Gallup International will allow an extension of this analysis.


Table 4, taken from Barro and McCleary (2001), shows some preliminary


regression results with measures of religiosity used as the dependent variables.  There are


five systems corresponding to the different measures of religiosity—the fraction of the


population attending church at least weekly in column 1, the fraction attending at least


monthly in column 2, the fraction of the population who believe in heaven in column 3,


the fraction believing in hell in column 4, and the fraction believing in an after-life in


column 5.  (The actual form of each dependent variable is a transformation of the original


data—see the notes to Table 4.)  Each system consists of five equations corresponding to


the religiosity survey data:  the first is for 1981 data from the World Values Survey


(WVS), the second is for 1990 data from WVS, the third is for 1991 data from the


International Social Survey Programme (ISSP), the fourth is for 1995 data from WVS,


and the fifth is for 1998 data from ISSP.


The explanatory variables include five measures of economic development:  per


capita GDP, average years of school attainment of the adult population, the urbanization







15


rate, the log of life expectancy at birth, and the fraction of the population aged 65 and


over.


The statistical findings reveal an overall pattern in which economic development


is associated with less religiosity, measured by church attendance or beliefs.  This pattern


can be seen by looking at simple relations (where no other variables are held constant)


between a measure of religiosity and per capita GDP (viewed as the basic indicator of


development).  As examples, negative associations appear for weekly church attendance


in Figure 1 and for belief in heaven in Figure 2.


The statistical results shown in Table 4 reveal very different patterns for the


individual dimensions of economic development.  Two results that show up clearly for all


five measures of religiosity are positive effects from education and negative effects from


urbanization.  These results reveal partial relationships.  For example, the regression


framework isolates the relation between education and church attendance, while holding


constant the other (highly correlated) development indicators, such as per capita GDP and


urbanization.  The partial relation with education is shown graphically for weekly church


attendance in Figure 3 and for belief in heaven in Figure 4.


With the other explanatory variables held constant, per capita GDP has essentially


a zero relation with church attendance and relatively weak negative relationships with the


belief measures.  Thus, it appears that more income, per se, does not have a close


relationship with religiosity.


We have more difficulty in interpreting the relationships with the two health


related measures, life expectancy at birth and the fraction of the population that is elderly.


Church attendance is significantly negatively related to life expectancy.  This result
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seems reasonable from an economic perspective if church attendance is related to


securing a favorable life-after-death.  However, it is less clear why the belief measures


are significantly negatively related to the elderly population share.  (A negative effect on


church attendance would be predicted from the higher costs for elderly persons to attend


services.)


Suppose that we think of economic development as reflecting fundamentally


growth in per capita GDP.  Empirically, this growth is typically accompanied by higher


values of the other development indicators included in Table 4:  education, urbanization,


life expectancy, and the elderly population share.  Then one can think of the overall effect


of economic development on religiosity as reflecting the direct impact of GDP—for


example, the coefficient 0.08 shown for weekly church attendance in Table 4—and four


indirect effects that involve the other four dimensions of development.  For example, the


indirect effect from education on weekly church attendance is given by the coefficient


0.265 shown in Table 4 multiplied by the typical response of education to GDP (which


turns out to involve a coefficient of 2.3).  Proceeding in this way, one can compute an


overall effect of economic development on weekly church attendance as follows:  0.08


from per capita GDP, 0.61 from education, -0.32 from urbanization, -0.82 from life


expectancy, and –0.11 from the elderly population share.  The total effect (coefficient of


–0.56) is consistent with the simple relation between weekly church attendance and GDP


that is shown in Figure 1.5


                                                
5 If one proceeds in the same way for the other measures of religiosity, one gets overall coefficients for
GDP of -0.61 for monthly church attendance, -0.52 for belief in heaven, -0.59 for belief in hell, and –0.10
for belief in an after-life.  Thus, belief in an after-life is the one religiosity indicator considered here that
seems not to be strongly related to economic development overall.
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So, what does all this say about the secularization hypothesis?  The positive


partial relation between education and the religiosity measures makes implausible the


idea that religiosity is non-scientific and, therefore, tends to decline as societies become


more modern and sophisticated.  On the other hand, other features of economic


development—including urbanization and some aspects of improved health—seem to be


strong enough to generate an overall negative association between economic


development and religiosity.  Sorting out the nature of these associations will be an


important part of future research.


The results in Table 4 also have implications for the market or supply-side theory


of religiosity developed by Rodney Stark, Laurence Iannaccone, and others.  One of their


arguments is that greater competition among religion providers promotes more efficient


service and, thereby, leads to a rise in church attendance.  Empirically, they argue that


religious competition can be measured by a pluralism indicator based on the composition


of religious affiliations in a country.  For example, a larger Herfindahl index for


denomination shares suggests less inter-denominational competition and, hence, lower


church attendance.  Chaves and Cann have focused, instead, on direct measures of


government regulation, including the existence of an official state church and the


government’s participation in the appointment and approval of church leaders.


 Table 4 shows, consistent with the Stark-Iannaccone argument, that an index of


religious pluralism is positively related to church attendance.  This pluralism index is also


positively related to beliefs in heaven and hell but not with belief in an after-life.  Thus,


there is some suggestion that more competition among religion providers tends to


generate more religiosity, measured by attendance or some of the beliefs.  However, one
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concern with these results is that greater religiosity (caused by some unmeasured factor)


may be leading to greater religious diversity, rather than the reverse.  That is, if the


population of a country were more religious (for reasons not being explained) it would


not be surprising that a more diverse group of denominations would be created in the


country, at least in the long run, to meet the demand.


Table 4 shows, contrary to Stark-Iannaccone and Chaves-Cann, that a dummy


variable for the existence of an official state religion (as designated in Barrett’s World


Christian Encyclopedia) is positively related to church attendance.  The state religion


variable is also positively related to beliefs in heaven and hell though not to belief in an


after-life.  These results seem reasonable if, as is usually the case, the existence of a state


church goes along with subsidies to church-going activities.


The results on state religion shown in Table 4 apply when the system includes the


status that applied in 1970 (which is prior to any of the observed religiosity measures


used as dependent variables).  Some countries had changes in the status of state religion


subsequent to 1970, for example, Ireland dropped the official monopoly position of the


Catholic church in the early 1970s.  However, if a later value of the state religion dummy


is added to the systems, then this variable lacks explanatory power.6  This finding may


indicate that people take a long time to adjust to a change in church-state relations or that


some of the changes may be less substantive than they appear formally.  For example,


Barrett still classifies Ireland in 1990 as a religious state, although not exclusively a


Catholic one.


                                                
6 This finding is based on very limited information because, according to Barrett, the only changes in
official state religion between 1970 and 1990 for countries in the sample were Ireland and South Korea
dropping an official state church and Slovenia adding one.  Perhaps controversially, Barrett does not admit
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Table 4 shows, consistent with Stark-Iannaccone and Chaves-Cann, that greater


state regulation of religion significantly reduces church attendance.  Interestingly, this


regulation variable is not significantly related to the measures of religious belief.  Thus,


there is the suggestion that government regulation makes less efficient the provision of


organized religion and, thereby, depresses church attendance.  However, this regulatory


involvement seems not to reduce religiosity as measured by beliefs—which apparently


are sustained in this case despite the fall in church attendance.  The results on religious


pluralism and state religion differed in that significant effects were found not only for


church attendance but also for some of the beliefs.


Table 4 shows a substantial negative effect on all of the religiosity measures from


the presence of a Communist regime.  (The Communist countries in the sample are


mainly in eastern Europe but include also China.)  This pattern makes sense because the


Communist governments typically attempted to suppress organized religion, which was


presumably regarded as competitive with the Communist religion itself.


The presence in the sample of the eastern European countries allows an


investigation of the effects of removal of Communism in the 1990s.  Table 4 shows


evidence for significant recovery of church attendance (more so for monthly than weekly


data) and beliefs in the post-Communist period.  However, the 1998 results indicate that


the recovery has been only by around one-third of the initial depressing influence.  Thus,


as with the existence of an official state church, the impact on religiosity seems to persist


well beyond the change in the regime.


                                                                                                                                                
changes for Portugal and Spain, each of which is described as officially Catholic even in 1990.  Changes in
state religion also would have occurred during the 1990s in some of the former Communist countries.
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The empirical estimation also allows for differences in religious practices among


religious denominations.  The variables correspond to the eight-way breakdown of


denominations used before in the analysis of economic growth.  The Catholic share is


again omitted, so that the coefficients shown in the table represent the effect of the


indicated denomination relative to that for Catholic.


For church attendance, the results reveal that all religions other than Muslim have


significantly lower participation than Catholic.  For the belief measures, Muslim is


significantly higher than Catholic.  Significantly negative effects on beliefs (relative to


those for Catholic) appear for Protestant, Hindu, eastern religions, Jewish, and Orthodox.


IV.  Relation of religiosity to economic growth
I have some highly preliminary results on the effects of religiosity on economic


growth, which is the relationship emphasized by Max Weber.  Holding fixed the kinds of


explanatory variables shown in Table 1, growth appears to be negatively related to church


attendance and positively related to measures of religious beliefs.7  The three belief


measures considered thus far—in heaven, hell, and an after-life—are hard to distinguish


in terms of the relationship with economic growth.  However, belief in life-after-death


has the strongest relationship with growth.  I am also studying the relation of religiosity


to economic growth while also holding constant the composition of the population by


religious denominations.
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Table 1, Part I
Regressions for Economic Growth


Explanatory variable


(1) (2) (3) (4)
Log(per capita GDP) -0.0297


(0.0032)
-0.0279
(0.0032)


-0.0263
(0.0032)


-0.0297
(0.0032)


Years of male upper
schooling


0.0035
(0.0019)


0.0088
(0.0035)


0.0039
(0.0017)


0.0034
(0.0019)


Log(life expectancy) 0.0588
(0.0141)


0.0578
(0.0140)


0.0563
(0.0139)


0.0569
(0.0143)


Log(fertility rate) -0.0159
(0.0058)


-0.0158
(0.0057)


-0.0116
(0.0055)


-0.0159
(0.0058)


Rule of law 0.0133
(0.0059)


0.0138
(0.0058)


0.0178
(0.0061)


0.0114
(0.0075)


Government consumption
ratio


-0.109
(0.025)


-0.102
(0.025)


-0.101
(0.027)


-0.111
(0.025)


International openness 0.0149
(0.0044)


0.0137
(0.0043)


0.0108
(0.0044)


0.0149
(0.0044)


Inflation rate -0.0142
(0.0105)


-0.0120
(0.0104)


-0.0199
(0.0097)


-0.0132
(0.0101)


Investment ratio 0.057
(0.026)


0.054
(0.026)


0.069
(0.024)


0.059
(0.026)


Growth of Terms of trade 0.079
(0.032)


0.085
(0.032)


0.093
(0.032)


0.081
(0.032)


Years of female upper
schooling


-- -0.0072
(0.0041)


-- --


Democracy -- -- 0.100
(0.031)


--


Democracy squared -- -- -0.087
(0.026)


--


Corruption -- -- -- 0.0030
(0.0076)


Numbers of countries and
observations


84, 244 84, 244 84, 239 84, 244


R-squared values .59, .46, .42 .59, .49, .43 .66, .40, .44 .59, .46, .42


                                                                                                                                                
7 However, since the religiosity data begin only in 1981, later values have been allowed to influence earlier
values of economic growth.  The (imperfect) rationale for this specification is that religiosity is highly
persistent over time, so that later values may proxy satisfactorily for earlier ones.
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Table 1, Part II
Regressions for Economic Growth


Explanatory variable


(5) (6) (7) (8)
Log(per capita GDP) -0.0347


(0.0038)
-0.0316
(0.0037)


-0.0299
(0.0032)


-0.0294
(0.0032)


Years of male upper
schooling


0.0016
(0.0017)


0.0034
(0.0020)


0.0036
(0.0019)


0.0036
(0.0019)


Log(life expectancy) 0.0610
(0.0219)


0.0574
(0.0168)


0.0615
(0.0148)


0.0576
(0.0141)


Log(fertility rate) -0.0125
(0.0064)


-0.0270
(0.0076)


-0.0164
(0.0058)


-0.0153
(0.0057)


Rule of law 0.0248
(0.0073)


0.0033
(0.0071)


0.0129
(0.0059)


0.0132
(0.0059)


Government consumption
ratio


-0.184
(0.030)


-0.134
(0.035)


-0.104
(0.026)


-0.106
(0.026)


International openness 0.0080
(0.0038)


0.00105
(0.0044)


0.0140
(0.0044)


0.0151
(0.0044)


Inflation rate -0.0138
(0.0087)


-0.0166
(0.0098)


-0.0159
(0.0106)


-0.0107
(0.0105)


Investment ratio 0.039
(0.030)


0.051
(0.028)


0.062
(0.026)


0.061
((0.026)


Growth of Terms of trade 0.086
(0.041)


0.045
(0.038)


0.082
(0.032)


0.081
(0.032)


Murder rate -0.00011
(0.00017)


-- -- --


Gini coefficient -- 0.021
(0.022)


-- --


Muslim fraction -- -- 0.0042
(0.0049)


--


Log(population) -- -- -- -0.0003
(0.0009)


Numbers of countries and
observations


62, 143 67, 141 84, 244 84, 244


R-squared values .63, .51, .26 .62, .60, .54 .59, .47, .42 .60, .46, .41


Notes:    Estimation is by three-stage least squares using mostly lagged explanatory
variables as instruments.  Standard errors are in parentheses.  The growth rate of per
capita GDP is observed for 1965-75, 1975-85, and 1985-95.  Constant terms, not shown,
are included for each time period in each system.
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Table 2, Part I
Regressions for Political and Social Variables


Dependent variable
(1) (2) (3) (4)


Explanatory variable log (life
expectancy)


log (life
expectancy)


log (fertility
rate)


log (fertility
rate)


Log(per capita GDP) 0.0518
(0.0049)


0.0638
(0.0072)


-0.082
(0.014)


-0.184
(0.019)


Years of  primary
schooling


0.0278
(0.0025)


0.0169
(0.0033)


-- --


Years of male primary
schooling


-- -- -0.0339
(0.0113)


-0.0359
(0.0154)


Years of female primary
schooling


-- -- -0.0870
(0.0120)


-0.0401
(0.0157)


Urbanization rate 0.234
(0.024)


0.091
(0.026)


-0.223
(0.063)


-0.263
(0.067)


Muslim fraction -0.020
(0.016)


-0.095
(0.017)


0.223
(0.041)


0.203
(0.044)


Gini coefficient -- -0.181
(0.064)


-- 1.39
(0.17)


Numbers of countries
and observations


108, 709 85, 439 106, 704 85, 439


Average R-squared 0.72 0.67 0.69 0.78


Notes:  Systems (1)-(12) are estimated by the seemingly-unrelated (SUR) method.
Standard errors are in parentheses.  Constant terms, not shown, are included for each time
period for each system.  The logs of life expectancy at birth and the total fertility rate are
observed in 1970, 1975, …, 1995, 1998.  The measure of democracy (electoral rights
from Freedom House) is observed in 1972, 1975, …, 2000.  The rule-of-law and official
corruption variables (from Political Risk Services) are observed in 1982, 1985, …, 2000.
The murder rate (from Loayza, et al) is observed in 1970, 1975, …, 1995.
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Table 2, Part II
Regressions for Political and Social Variables


Dependent variable
(5) (6) (7) (8)


Explanatory variable democracy democracy rule of law rule of law


Log(per capita GDP) 0.155
(0.025)


0.197
(0.030)


0.123
(0.021)


0.129
(0.024)


Total years of  schooling -- -- 0.0341
(0.0077)


0.0145
(0.0086)


Years of primary schooling 0.0308
(0.0135)


-0.0012
(0.0153)


-- --


Urbanization rate -0.039
(0.099)


-0.060
(0.108)


-0.206
(0.074)


-0.088
(0.083)


Muslim fraction -0.262
(0.055)


-0.220
(0.061)


0.012
(0.040)


-0.077
(0.045)


Gini coefficient -- -0.073
(0.199)


-- -0.508
(0.148)


Numbers of countries and
observations


108, 708 85, 438 97, 456 73, 300


Average R-squared 0.48 0.44 0.54 0.62


Table 2, Part III
Regressions for Political and Social Variables


Dependent variable
(9) (10) (11) (12)


Explanatory variable corruption corruption murder
rate


murder
rate


Log(per capita GDP) 0.084
(0.021)


0.042
(0.025)


2.01
(1.10)


1.62
(1.06)


Total years of  schooling 0.0232
(0.0079)


0.0241
(0.0091)


-0.84
(0.33)


-0.40
(0.30)


Urbanization rate -0.003
(0.081)


0.171
(0.090)


-4.43
(3.61)


-2.49
(3.39)


Muslim fraction -0.044
(0.041)


-0.022
(0.049)


-5.50
(1.94)


-1.35
(2.02)


Gini coefficient -- -0.258
(0.165)


-- 17.3
(6.1)


Numbers of countries and
observations


97, 456 73, 300 78, 330 63, 244


Average R-squared 0.48 0.50 0.06 0.11
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Table 3
Regression for Gini Coefficient


Explanatory variable


Log (per capita GDP) 0.484 (0.091)
Log (per capita GDP) squared -0.0305 (0.0058)
Years of primary schooling -0.0257 (0.0051)
Years of secondary schooling -0.0169 (0.0086)
Years of higher schooling 0.030 (0.037)
Urbanization rate 0.029 (0.036)
Muslim fraction -0.052 (0.020)
Dummy for net income or expenditure data -0.073 (0.011)
Dummy for individual data -0.021 (0.010)


Numbers of countries and observations 89, 226
Average R-squared 0.52


Note:  The system is estimated by the seemingly-unrelated (SUR) method.  Standard
errors are in parentheses.  The Gini coefficient, from Deininger and Squire, is observed
around 1960, 1970, 1980, and 1990.  Constant terms, not shown, are included for each
time period.  Two dummy variables are included as explanatory variables.  One is for
whether the inequality data are based on income net of tax or on expenditures, rather than
income gross of tax.  The other is for whether the data are based on income for
individuals, rather than households.
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Table 4
Regressions for Church Attendance and Religious Beliefs


Dependent variable
(1) (2) (3) (4) (5)


Explanatory variable weekly church
attendance


monthly church
attendance


belief in
heaven


belief in
hell


belief in
after-life


Log(per capita GDP) 0.08
(0.17)


0.09
(0.17)


-0.48
(0.21)


-0.45
(0.19)


-0.55
(0.17)


Total years of
education


0.265
(0.044)


0.238
(0.040)


0.231
(0.045)


0.204
(0.043)


0.128
(0.038)


Urbanization rate -2.00
(0.43)


-1.82
(0.40)


-1.74
(0.45)


-2.28
(0.44)


-1.21
(0.37)


Log (life expectancy) -9.7
(2.0)


-9.4
(1.9)


1.7
(2.5)


1.8
(2.1)


7.2
(2.0)


Population share > 65 -3.6
(2.3)


-5.7
(2.1)


-14.9
(2.5)


-13.0
(2.3)


-9.0
(2.1)


Religious pluralism 1.40
(0.40)


1.10
(0.36)


0.95
(0.39)


0.97
(0.39)


-0.27
(0.33)


State religion (dummy) 0.61
(0.16)


0.64
(0.15)


0.84
(0.19)


0.49
(0.17)


0.11
(0.16)


State regulation of
religion (dummy)


-0.81
(0.15)


-0.72
(0.13)


-0.27
(0.14)


-0.05
(0.14)


-0.04
(0.12)


Communist regime
(dummy)


-0.89
(0.22)


-1.17
(0.21)


-1.35
(0.23)


-1.30
(0.22)


-1.10
(0.20)


ex-Communist regime
(in 1995, dummy)


0.08
(0.20)


0.29
(0.19)


0.54
(0.24)


0.90
(0.22)


0.35
(0.21)


ex-Communist regime
(in 1998, dummy)


0.26
(0.17)


0.43
(0.14)


0.37
(0.17)


0.57
(0.18)


0.44
(0.15)


ISSP data (dummy) -0.29
(0.08)


-0.16
(0.08)


0.11
(0.09)


0.38
(0.09)


0.12
(0.08)


Muslim fraction 0.51
(0.37)


-0.31
(0.36)


1.46
(0.43)


2.18
(0.38)


0.75
(0.36)


Protestant fraction -2.76
(0.22)


-2.28
(0.21)


-1.17
(0.26)


-1.23
(0.24)


-0.49
(0.23)


Hindu fraction -2.04
(0.54)


-2.07
(0.51)


-2.75
(0.57)


-1.87
(0.52)


-1.49
(0.50)


Eastern religion
fraction


-3.53
(0.31)


-3.01
(0.28)


-1.34
(0.33)


-0.70
(0.32)


-1.01
(0.26)


Jewish fraction -1.99
(0.57)


-2.50
(0.50)


-2.00
(0.42)


-0.76
(0.45)


-1.03
(0.38)


Orthodox fraction -3.31
(0.32)


-2.08
(0.29)


-1.28
(0.31)


-0.73
(0.31)


-0.69
(0.26)


Other religion fraction -3.48
(0.89)


-3.95
(0.84)


0.91
(1.09)


-0.99
(0.96)


1.56
(0.90)


Numbers of countries
and observations


51, 140 51, 139 50, 130 50, 130 50, 130


Average R-squared 0.79 0.81 0.81 0.70 0.62
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Notes to Table 4


Each system consists of five equations corresponding to observations on the
dependent variables at five points in time: 1981 (World Values Survey data), 1990 (WVS),
1991 (International Social Survey Programme data), 1995 (WVS), and 1998 (ISSP).  The
dependent variables are population averages of weekly church attendance (1), monthly
church attendance (2), and beliefs in heaven (3), hell (4), and an after-life (5).  The
measured value is either the fraction of people attending or the fraction who hold the
belief.  For example, in system (1), weekly church attendance is observed for 22
countries with 1981 data, 36 countries with 1990 data, 22 countries with 1991 data, 32
countries with 1995 data, and 28 countries with 1998 data.  The form of each dependent
variable is log[x/(1-x)], where x is the fraction of persons attending or believing.  This
form confines fitted values of x to the interval [0,1].


Explanatory variables:  The log of real per capita GDP, average years of
schooling of adults aged 25 and older, the urbanization rate, the log of life expectancy at
birth, and the share of the population aged 65 and over are observed just prior to the
dependent variable.  For example, 1980 per capita GDP is matched with the dependent
variables for 1981, 1990 per capita GDP with the dependent variables for 1990 and 1991,
and 1995 per capita GDP with the dependent variables for 1995 and 1998.  Religious
pluralism (1 minus the Herfindahl index of religious denomination shares for nine
categories of religions among those professing some religion) is for 1980 using data from
Barrett.  The dummy variable for the presence of a state religion (from Barrett) applies in
1970.  The dummy variable for state regulation of religion (based on whether the state
appoints or approves church leaders, from Barrett) is for the 1970s.  The dummy for the
presence of a Communist regime applies to the pre-1990 period.  The 1995 and 1998
equations also include a dummy for whether the country had been Communist but is no
longer Communist.  For example, in the 1995 equations, the total effect for a former
Communist country equals the coefficient on the Communist dummy plus the coefficient
on the ex-Communist (in 1995) dummy.  The dummy for the use of ISSP data applies to
the 1991 and 1998 equations.  (This variable allows for the possibility of systematic
differences between the WVS and ISSP sources.)  The religious denomination variables
are the fractions professing each religion in 1980, according to Barrett.  The Catholic
fraction is omitted in each case; hence, the coefficient on each denomination represents
the differential effect between that denomination and the Catholic one.


Estimation of each system is by the seemingly-unrelated (SUR) method.  Constant
terms, not shown, are included for each system (but do not vary over the time periods
within a system).  Standard errors are in parentheses.
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I        Introduction


The crises that swept through Asia in late 1997 brought Chile’s economic boom to


an abrupt halt. Having grown at an average rate of 7.3% per year in 1984-97, the Chilean


economy has expanded by under 3% a year since then. So what happened?


One answer, often put forward by the authorities, posits significantly worse external


conditions as the basic explanation. As Chile is a small open economy, when the world


economy slows the demand for its exports declines, leading to lower export prices and


volumes. If the price of oil rises at the same time, this small open economy, which


imports nearly all the oil it consumes, will suffer even more. Things will become still


worse if  net capital flows to emerging economies suddenly dry up.


Figure 1 plots the basic external variables affecting the Chilean economy for the


period 1980-2001. Panel A shows world GDP growth using IMF data. Although a sharp


economic slowdown is predicted for 2001, it is fair to say that the previous few years


(particularly 1999 and 2000) were years of high growth for the world economy as a


whole. Panel B shows Chile’s terms of trade, defined as the price of its exports divided by


the price of its imports, using data from the Central Bank of Chile. Although there has


been a sharp decline in 2001, the terms of trade over the previous few years (1998-2000)


were around their average level for the whole period. Net private capital flows to


emerging markets are shown in panel C. These have clearly dropped off very sharply,


badly hurting economies that are heavily dependent on external financing. This aspect of


the situation is similar to most of the 1980s. Lastly, panel D shows the path of the


international interest rate1 over the last 20 years. This is a key variable since it affects the


burden of the external debt; and also the cost of new borrowing in the case of countries


with access to international capital markets (including Chile). As this panel shows,


interest rates are at their lowest level for the whole period. Although not much attention is


                                                          
1 The 180-day US dollar LIBOR is used here.







3


paid to this variable, it is clearly moving in the opposite direction to the other variables


mentioned, for lower interest rates are positive for a country like Chile.


The external scenario is clearly important in an emerging open economy like Chile.


However, it is difficult to blame all the slowdown in Chilean economic growth over the


last few years on this factor, for the following reasons: (i) The deterioration in external


conditions came after Chile’s economic slowdown had already begun. In fact, 1998-2000


were not bad years for the world economy, yet Chile grew by under 3% per year.2


Average growth in the world economy for these three years was above the average for the


last two decades. The same can be said about Chile’s terms of trade: in 1998-2000 they


were less than 1% below the average for the last 20 years. (ii) Although it is true that net


private capital flows to emerging economies declined sharply as from 1996-1997 and


were almost non-existent during the last couple of years, it can be argued that for any


given country there is a degree of endogeneity in this variable. Chilean firms have been


able to obtain financing abroad at relatively low interest rates during this period, and the


government has issued new debt that has been readily accepted on the world capital


market. Chile would thus appear to have access to the international capital market.


Moreover, the most significant feature of the balance of payments in recent years has


been a huge increase in capital outflows, as Chileans have increased their investments


abroad. It could be argued that this has occurred because domestic interest rates (adjusted


for country risk and expectations of devaluation) have been relatively low, or simply


because there are not many investment projects in the country at the present time.


The final external variable, the international interest rate, has been quite favorable


in recent years, with both nominal and real rates below their average for the 1980s and


1990s. The short-term rate has recently fallen to levels not seen in decades.


Of course, the second half of 2001 may turn out really bad for the world economy


in the wake of September 11, particularly affecting the external conditions facing the


                                                          
2 In 2000 the world economy expanded faster than at any time since 1988.
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Chilean economy. But even if this proves to be the case (we still do not know for sure), it


will have nothing to do with the relatively poor performance of the Chilean economy over


the last four years.


In short, although external conditions have clearly worsened, this provides only a


partial explanation for the weak performance of the Chilean economy. Our impression is


that the slowdown in economic growth can at least partially be reversed. This paper


argues that the way to do this is by increasing the growth in total factor productivity


(TFP). Chile’s golden age in terms of economic growth was explained by a strong


expansion in TFP. This, in turn, is explained by the productivity effects of the reforms


implemented in the 1980s and early 1990s. To some extent they have now been


exhausted. Accordingly, what Chile now needs to reinvigorate economic growth is a new


wave of reforms in areas were it has fallen behind — areas relating mainly to the


“microeconomic foundations” of growth, namely institutions and the efficiency and


efficacy with which they function. Another way to put it would be to say that new


microeconomic reforms are needed to enhance the efficiency with which available


resources are used.


If we view economic growth not as a linear process but rather as one marked by


sporadic productivity shocks that lead to high growth for a period, before fading in


convergence until the next productivity boost, then Chile would currently be in a phase in


which the most recent productivity shock is contributing its last ammunition. If this is the


case, the country needs a new shock to kick-start a new period of rapid economic growth.


Of course this new boost could be luck — discovery of oil or a significant positive terms-


of-trade shock, for instance. But, as luck is random we prefer to consider a new


productivity shock arising from economic policy initiatives aimed at improving economic


efficiency. We argue that improvements in these areas are likely to produce a new surge


in economic growth in Chile. Furthermore, the deterioration in external conditions


increases the need for policies to boost the country’s  currently sluggish growth rate.
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The paper is organized as follows. Section II presents some stylized facts on the


Chilean economy, firstly analyzing the behavior of total factor productivity over the last


several years. The conclusion is that we are currently going through a significant


productivity slowdown. We then present a number of indicators of microeconomic


efficiency for Chile, showing that while the country is highly ranked in many areas,


elsewhere it is well below the average for countries of similar per-capita income levels.


There is clearly room for upgrading Chile’s institutions, and doing so could generate a


new productivity boom.


Section III develops a basic model along these lines, showing how TFP can surge


when institutions are upgraded. In section IV we run cross-section growth regressions


with TFP as the dependent variable. We construct several indicators of efficiency in


institutions and examine their effect on growth, and we consider the potential effect on


TFP in a country like Chile. Finally, section V presents conclusions.
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Figure 1
External conditions facing the Chilean Economy


                                     (a)                                                                        (b)


  * Estimated                                                                                                 * Estimated
      Source: IMF                                                                                                Source: Central Bank of Chile


                                     (c)                                                                        (d)


* Estimated                                                                                                   * Estimated
    Source: IMF                                                                                                  Source: Central Bank of Chile
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II TFP and microeconomic efficiency in Chile: some stylized facts


The central hypothesis of this paper is that Chile needs to upgrade its institutions if


it wants another decade of high growth. Of course it could be argued that the country has


already made all necessary reforms and has extracted all the benefits from them. This


view would imply that Chile now has to get used to lower growth rates (say 4% per year);


provided the country maintains its current level of institutions and pursues a prudent


macroeconomic policy it could aspire to this level of economic growth. There are at least


three problems with this argument. Firstly, while it is true that Chile’s institutions


function remarkably well in many respects, this is not the case across the board. There is


significant room for improvement in many areas, as documented below. This makes it


plausible to envisage a new wave of reforms to modernize the country’s institutions and


boost economic growth. Secondly, periods of high economic growth in many recent


success stories3 have lasted longer than in Chile. The fact that Chile enjoyed nearly a


decade and a half of rapid economic growth in the 1980s and early 1990s is certainly


remarkable; but there are several other countries — in Europe, Asia and elsewhere in


Latin America — that have enjoyed two, three and even four decades of rapid GDP


growth. Moreover, Chile’s per capita GDP does not make it one of the leading economies


in the world, so there is no reason to invoke a natural tendency towards slower growth


rates. Finally, as we show below rich countries are able to keep reasonable rates of


productivity growth in spite of their high levels of income per capita suggesting that good


economic policies and good institutions are able to introduce some continuity in the


growth in TFP.


According to most international rankings, Chile already has institutions that are


efficient in an aggregate sense given the country’s per-capita income.4 But this does not


mean that those institutions cannot be improved, especially if growth has come to a


                                                          
3 See, for instance, Maddison (2001)
4 See, for example, the Global Competitiveness Report (2001) or the Index of Economic Freedom
(2000).
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relative standstill.  Moreover, the same rankings show that Chile has not progressed in


recent years but has stayed more or less in the same place. Most of these indicators have


to be understand dynamically in the sense that once a specific place in the ranking has


been achieved it doesn’t give the country assurance of remaining in that place. The


country will keep the place only if there is a continuous “lifting” of their policies and


institutions. Therefore, it is possible to see a slowdown in productivity growth even in the


absence of “absolute” deterioration in the institutional quality.


Total Factor Productivity


Table 1 presents data on TFP growth for Chile over the last two and a half decades.


TFP is measured as the residual GDP growth that is not explained by labor or by capital


accumulation. There are no input quality adjustments. A productivity boom occurred in


the second half of the 1970s in the wake of the first wave of structural reforms; this was


followed by the crisis of the early 1980s. Recovery began in the mid-1980s, when there


was a second productivity boom (associated with a second wave of reforms) which


reached its peak in the first half of the 1990s. In the second half of that decade,


productivity growth slowed down once more, and over the last four years (1998-2001)


TFP growth has been nil.


These calculations clearly show that the key difference between this latest period


(1998-2001) and the previous fourteen years of high economic growth (1984-1997) is


TFP growth. As Table 1 shows, capital’s contribution to growth has been around 2.5


percentage points since the mid-1980s (1986-2000) and has not changed in recent years.


On the other hand, labor’s contribution to growth averages 1.3 points but has accounted


for a declining share in recent years. This is explained by a significant increase in


unemployment since 1998. Finally, as mentioned above, TFP rose from two to three


percentage points before falling back to a figure close to zero.
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GDP growth
TFP Labor Capital


1976-1980 6.8 3.2 2.4 1.2
1981-1985 -0.1 -2.3 1.2 1.0
1986-1990 6.5 2.2 2.0 2.2
1991-1995 7.5 3.3 1.4 2.8
1996-2000 4.6 1.6 0.5 2.5
1998-2001* 2.9  0.4 0.1 2.4


*For 2001 the data are estimated.
Source: Roldós (1997) and own estimations for the last period.


Contribution of:


Table 1
Chile: Components of Economic Growth
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Microeconomic efficiency


Several different variables have been used in the literature to capture a country’s


degree of microeconomic efficiency. In some of these indices, Chile is comparatively well


placed compared to other developing countries, albeit well behind developed countries. In


other indices, however, it lags behind countries of similar development level.


Djankov et al. (2000) present a data set on the time and cost involved in starting up


a new firm. In terms of time, the process takes in Chile 78 days, ranking it 55th out of 75


countries — far behind countries like Canada (2 days), United States (7 days), or even


South Africa (30 days). On this measure Chile is in a worse position that most countries


of similar per-capita income. In terms of monetary costs (in relation to per-capita GDP)


Chile ranks 25th at 12% of per capita GDP. This is good compared to a country such as


Israel (20%) but much higher than in the US or Canada (1%), Australia and Norway


(2%), or even Turkey (3%).


The Current Competitiveness Index published in the Global Competitiveness


Report (2001) also provides information on microeconomic efficiency. This is an


aggregate index intended to capture “an economy’s effective utilization of its current


stock of resources”. The index is constructed from several variables, such as the number


of permits needed and days taken to start up a new firm, bureaucratic red tape, and so


forth. In terms of days taken to start up a new firm, Chile has more or less the same


position as in the previous index (54th among 75 countries). In terms of permits, Chile


ranks 35th with 5 permits, which is more than the UK (2), New Zealand (3) or the US (4),


but less than Brazil (7) or Mexico (10).


Evans and Rauch (1999) study the effects of State bureaucracy on growth,


considering in particular salary structure and policy, along with the procedures used for


hiring top managers in public administration. They find that the more that public
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managers are hired on merit, and the more attractive their salaries, the higher the


economic growth of the country concerned. Valdés (2001) uses the coefficients obtained


by Evans and Rauch and finds that if the quality of Chile’s public administration had been


equal to that of Hong Kong in 1970-1990, its growth rate would have been as much as 1.5


percentage points higher per year.


Kaufmann et al. (1999) construct a database with a number of variables on


governance, including the regulatory framework. Here Chile ranks 18th among 145


countries, which puts it above most other countries of similar per-capita income, but  well


behind countries such as the US, the UK and New Zealand. Corruption is a variable that


undermines the proper functioning of institutions. These authors also construct an index


of corruption control, in which Chile is again well ranked (24 among 136) but still far


behind the leaders. The index goes from +2.5 (the less corrupted) to –2.5 (the more


corrupted). Chile has 1.03, which well above the mean but behind countries such as New


Zealand (2.1), Canada (2.1) or the US (1.4).


Government spending


A somewhat different way to see this problem would be to assess the efficiency of


government spending. During the 1990s there has been significant increase in government


expenditure in Chile. While in 1990 the general government spending represented 22% of


GDP, by the end of the decade the figure had climbed to 26.4%. The question that arises


is whether higher government spending has resulted in more and better government


services.


A recent study of the public health system by Rodríguez and Tokman (2000) shows


that the growth of government spending has not generated a corresponding increase in the


services produced in this sector. While government spending on health has risen by


190%, total services have increased by only 22%. This means that the productivity of


expenditure has fallen by over 50%. Beyer (2001) calculates that if productivity were at
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its 1990 level, the public health system today could provide additional services worth


about 1.5% of GDP.


Education


Human capital is one of the variables to have attracted most attention in the


economic growth literature.5 Barro (1999) applies his cross-section growth regressions to


the Chilean case, and estimates that if the quality of education in this country were at a


level compatible with its per-capita income, growth would be as much as two percentage


points higher per year. Barro uses scores achieved in an international science test to


measure education quality.6 Although education is not one of the focus variables in this


article, we are convinced that is one of the major forces behind economic growth.


Moreover, measuring education quality through international examination scores clearly


reveals this as an area in which Chile performs well below its development level. This


suggests that growth could be significantly accelerated if education quality were


improved. We return to this point in section 4.


The education budget grew from 2.5% of GDP in 1990 to 4.2% in 2000, but there


have been no clear signs of any improvement in education quality. It is true that education


is a long-run issue, but the emphasis seems to have been on throwing additional resources


at this sector, rather than focusing on how to actually improve educational outcomes.7


                                                          
5 See Lucas (1988); Barro and Sala-i-Martin (1995); Barro (1991).
6 See Barro R. and J.W. Lee (1997 and 2000).
7 See Eyzaguirre and Fontaine (2001).
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III The theoretical setup


This paper inserts itself in the tradition of endogenous growth. However we want


to look a the process of economic growth from a slightly different perspective. We would


like to focus our analysis mainly on TFP growth. In general, early growth studies started


by considering an aggregate Cobb-Douglas production function with technological


change so that growth in output could be expressed as a function of capital accumulation


and labor accumulation. Under the assumption of perfect competition, the weights of the


inputs were their respective shares. The resulting difference between output growth and


the weighted input accumulation was called the residual.


These studies found that the unexplained part of output growth, the residual, was


the most important element in explaining the growth rate of different countries. For


example, Solow (1957) found that TFP explained a 52% of the growth rate of the US


between 1909-1949. Denison (1967) estimated that for the period 1950-62, TFP explains


40% of the growth rate in the US, while in the case of a group of countries of Europe it


contributed on average a 62%. These high rates of growth in TFP were immediately a


source of debate in the profession. On the one hand, some pointed out that these early


studies failed to recognize the heterogeneity of the different inputs (for example,


Jorgenson and Griliches, 1971.) New estimates of TFP were carried out. Inputs were


categorized by type, so that the growth of capital and labor became a weighted average of


the growth of the different input types. The weights were the income shares of the


different types of labor and capital in total labor and capital compensation, respectively.


Hence, this procedure corrected by marginal productivity of the different input types.


Using this corrected methodology, Jorgenson (1995) found that TFP accounted for only


21.6% of the growth rate of the US in the period 1947-85. Capital accumulation was the


most important factor in explaining growth.


A second line of thought uses the evidence coming from these early studies to


argue that there was something wrong with the neoclassical theory of growth. Economists
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argued that if the main source of economic growth was left unexplained, then we had no


satisfactory theory of growth (for example, Romer, 1986). New models of growth were


developed that were trying to deal with this problem.  It was the origin of the endogenous


growth literature. In Romer  (1986) and Lucas (1988) the basic idea is that individuals do


not internalize the externalities associated to the accumulation of knowledge. These so


called AK (where K is broadly defined) models have strong implications. Among them


that differences in savings rates among countries or in population growth may result in


permanent differences in rates of economic growth which has the strong implication of no


convergence in income per capita among countries. On a different issue these models


although they have endogeneized growth rely on exogenous accumulation of knowledge.


The constant marginal product of capital and the (conditional) divergence in


income per capita is however not possible to sustain empirically. Although the empirical


growth literature (for a revision see Barro and Sala-i-Martin, 1995) tends to support the


endogenous growth theory, it also shows that there is conditional convergence and


diminishing returns to capital. The failure of the AK models to predict adequately these


facts have lead to a revision of these early endogenous models. The augmented Solow


model of Mankiw, Romer and Weil (1992) fits more adequately the data. The basic


model is augmented to include human capital. Their empirical results are consistent with


decreasing returns to capital and a slow convergence to the steady state. Moreover the


model is able to reconcile large differences in output per capita once differences in


savings rate and population growth are accounted for: a clear improvement on the basic


Solow model.


Although the augmented Solow model does a much better work in fitting the actual


data that the basic model and the AK models, it has an evident shortcoming. In the steady


state the growth rate in income per capita is defined by the rate of technological change


which is exogenously determined and therefore unexplained. An important amount of


effort has been put in trying to understand the forces behind the rate of technological


progress. The most successful in this line of research have been those linked to the
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Schumpeterian tradition of growth through creative destruction. In the basic model (see


Aghion and Howitt, 1992)  succeeding vintages of intermediate goods embody quality


improvements which render their predecessor obsolete. These quality improvements are a


source of economic growth but they are the result of an uncertain research process leading


to a stochastic growth. The possibility of monopoly profits introduce incentives to hire


labor for research instead of hiring it for the manufacturing of the latest generation of


intermediate goods.  In the steady state equilibrium the division of labor between research


and manufacturing remains unchanged although given the nature of research activities


growth is stochastic. The average growth rate in this steady state equilibrium depends on


the propensity to save, the productivity of the research technology and the degree of


market power enjoyed by a successful innovator.


These models are complementary in nature and allow us to build a general


framework to approach the discussion we are interested in. Conceptually and following


closely Mankiw et. al. (1992). We can think of the level of GDP as determined by:


where K, H, and L represent physical capital, human capital, and basic labor


respectively. As usual α is the partial elasticity of output with respect to K, and β is the


partial elasticity of output with respect to H. A(t) will be assumed to have two


components: the level of economic efficiency (E(t)) that depends on the quality of


economic policies and institutions, and the level of technological progress Φ(t). We


further assume that E(t) can be written as a log linear function of economic policies and


institutions, and that Φ(t) grows at an exogenous rate g(t)8. Making the usual assumptions


about the dynamics of K and L we have the following system:


                                                          
8 This rate of technological growth could eventually be “endogeneized” by assuming, for example, that it is
the result of intentional investment in R&D of profit seeking firms. These firms invest in R&D to capture
“monopoly rents” associated to a product innovation.


β−α−βα= 1
ttt )LA(HK)t(Y
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where the Ii stand for the different policies we are interested in. Defining k, h, and y as


K/ΦL, H/ΦL, and Y/ΦL, respectively, we can write the first two equations of the former


system as follows:


Solving for the steady state values of physical capital and human capital we get the


following expressions:


The level of income per capita in this steady equilibrium is as follows:


Note that the level of income per capita in the steady state equilibrium is influenced


by the quality of economic policies and institutions9. Of course, this last specification


would be valid only if countries are in their steady state. Since this is not the case the


                                                          
9We have dropped the time subscript from the variable associated to the quality of economic policies and
institutions which indicates that we are assuming that they do not change persistently in the long run.
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dynamics ha to be modeled explicitly. If we consider the production function defined


earlier and the equations of motion for k and h, it is possible to take log linear first order


Taylor approximation around ln k* and ln h* (i.e. the steady state values of h and k) to


obtain the following balance growth path:


which shows that y converges to y* at rate (1-α-β)(n+g). This is a differential equation


with the following solution


which implies that y approaches y* exponentially. To find an expression for the growth in


income per capita we add ln y* - ln y(0) to both sides producing the following growth


equation:


)0(yln)e1(*yln)e1()0(yln)t(yln t)gn)(1(t)gn)(1( +β−α−−+β−α−− −−⋅−=−


where  (1−α−β).(n + g) determines the speed of convergence and indicates how rapidly an


economy’s output per capita, y, approaches its steady-state value, y*. The starting level of


income per capita is given by y(0). Since we got before an expression for ln y* we can


substitute it in the previous equation to obtain the following equation.
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productivity. The growth in TFP is a more natural framework to think about economic


policies and institutions. The argument behind is that the contribution to economic


growth of similar rates of accumulation in physical capital or human capital accumulation


will differ across countries if their economic policies and institutions also differ. In the


early empirical studies of growth the effect of these variables were captured in the so


called residual. Researchers were aware of the fact that this residual was the result of


omitted factor influencing the growth process. Indeed they knew that exogenous


technological progress was a convenient way of expressing the output growth due to


factors unrelated with the accumulation of inputs. For example, Denison (1967), broke


down the residual obtained in his growth estimation in several components. Among them,


advances in knowledge, improved allocation of resources and economies of scale. These


concepts are fully integrated in the modern endogenous growth models. As Solow (1994)


points out “the idea of technological progress was never far below the surface.”


The lack of formal models and adequate data to test them were important factors


behind the slow move towards an endogenous theory of economic growth. We may add


to the picture the widespread impression that the residual was the outcome of several


factors none of them most important than the other. As Harberger (1990) puts it: the


residual is better understood in terms of reduction in real costs. In this definition almost


anything fits.


This theoretical debate has increased the interest in the empirical studies on


economic growth. Our study is no exception in that trend. But it does relate only


indirectly to a theoretical framework like the one described above. Since we concentrate


our efforts in explaining the differences in rates of growth in TFP among countries a more


appropriate framework is  growth accounting. Once we choose this option we do not


pretend to satisfy a specific theory of economic growth and we work very loosely with


different concepts. Our main goal is to look at policy efforts that may have an impact on


TFP growth and through this channel in economic growth. It is true however that growth


accounting may be useful in stimulating the development of new theories of growth.
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Recent studies build on the idea that TFP is not an important source of growth (for


example, Young, 1995). In our opinion, whether TFP calculations are large or small is not


a relevant issue for growth theory, unless we have a satisfactory theory of what makes


TFP large or small. We know of the importance of input accumulation for growth. We


have quiet satisfactory theories of how input accumulation occur. Differences in growth


due to differences in capital accumulation are easily understand by the profession. We


have a lot of insights of why investment rates differ across countries. However, we don’t


have many insights of why TFP rates differ across countries. And as this paper shows the


differences can be large.


  In accordance with the theory of economic growth and hence compatible with the


framework developed above we think of TFP as influenced by a wide mix of economic


policies and institutions. Keeping it very simple we can think about the growth process in


a very decentralized way as follows
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Rearranging we get an expression for the residual R:
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The left hand side of this last equation reflects the traditional measure of the


residual. The right hand side of this expression can be understood as its “dual”. A more


careful look at this expression is useful. It help us to disentangle what the residual is all


about. Specifically, it shows that the residual will be positive if there are efficiency gains.


Why? The expression is positive only if the rewards to the existing production factors
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increase (decrease) by more (less) than the increase (decrease) in revenues associated to


the increase (decrease) in prices of a given output. This is only possible if some efficiency


gains occur along the productive process. This expression doesn’t mean necessarily that it


is possible to increase efficiency by keeping output and inputs constant. The productive


process is very dynamic and of course some rearrangements will take place in the process


of increasing efficiency.


This situation is perhaps better illustrated through an example that suits this idea of


efficiency gains (or reduction in real costs) well. If there are economies of scales not fully


utilized in a firm, a rearrangement in production (probably an increase) will satisfy the


“dual” in a natural way. The reduction in average costs associated to a complete


utilization of economies of scale makes room to a possible increase of the rewards to the


existing productive factor without an increase in output prices. So if the residual, or total


factor productivity (TFP), is an important element in the process of growth, as we expect


to show in these pages, it is natural to think of the growth process as a very decentralized


process that occurs at the level of individual firms. In such a scenario the relevant policy


questions are related to the general question of how to facilitate this process of efficiency


gains to the individual firms.


The first step is precisely to build reasonable estimates of TFP. To do so we


worked out a very simple exercise in growth accounting for the period 1980-2000. This


consist in estimating the unexplained rate of GDP growth after controlling for investment


and increases in employment. We used the data of the IMF collected in the International


Financial Statistics. We take the labor share in GDP to be 0.6. Assuming a stock of


capital that is 2.5 times output and a depreciation rate of 5%, this implies an average rate


of return of capital of 11%, a reasonable return for the entire physical capital stock. Since


we do not have consistent data on employment for our sample we use population data.


TFP is the result of calculating the following equation:


L̂sI)r(ŶTFP Lttt −δ+−=
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meaning that TFP is the result of subtracting from the rate of growth in GDP net


investment weighted by the gross rate of return of capital (δ is the depreciation rate) and


the rate of growth of labor weighted by the labor’s share in GDP.


  There is no doubt of the importance of TFP as an explanation for growth. Figure 2


draws the relationship between TFP and the rate of economic growth for the period


between 1980 and 2000. It is clear from the figure that there is a strong and positive


correlation between both variables. Indeed two thirds of the variance in growth rates is


explained by variations in the rate of TFP growth. Of course this observation doesn’t


mean that factor accumulations do not play a role in explaining the differences in


economic growth among countries only that it is rather limited. Since our estimations do


not correct for human capital it could be argued that our calculations for TFP exaggerate


its actual importance10. However it would be surprising if the inclusion of human capital


reduced significantly the importance of TFP11.


Figure 2
TFP and growth: average growth in 1980 2000


                                                          
10In our empirical estimations we try to correct for human capital.
11Indeed for a smaller sample and the period 1970-1991, Beyer (1997) corrects for human capital
accumulation finding that on average TFP felt 0.48 percentage points ranging from 0.04 to 1.01 percentage
points.
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That TFP is very important in economic growth is illustrated more clearly in table


1. Since we were able to build TFP for 107 countries in the period 1980 –2000 we take 10


years average growth in TFP for each country. This allows us to analyze 214 periods. We


select the top 10% and bottom 10% of the periods in terms of economic performance and


compare the importance of TFP in explaining the differences in the rate of growth of


GDP.


Table 1
The Sources of Growth


Output Factor
Accumulation


TFP


10% Highest
growth rates


Mean 7.55 3.88 3.67


10% Lowest
growth rates


Mean -1.19 2.29 -3.48


Difference in Mean 8.74 1.59 7.15


The differences among in the rate of growth in GDP countries is to a great extent


explained by the differences in the rate of growth in TFP. It is important to notice that


differences in factor accumulation are only a small part of the story. The extent to which


TFP could differ from period to period and country to country is so significant that a


better  understanding of the causes behind the huge differences is worth pursuing.


That TFP is an important source of economic growth for every country is


confirmed if we concentrate our results in specific groups of countries. To show this we


do the following exercise. We rank the 107 countries according to its level of GDP per


capita in 1980 (the first year of our analysis). To do so we use the Penn Tables. Then for


the group of countries whose GDP per capita is in the top quartile of the ranking we select


the periods with the highest rate of economic growth and those with the lowest rate of


economic growth. In both cases we consider a 25% of the whole sample. The time spans


are 1981-1990 and 1990-2000. The next step is to compare the average rates of economic
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growth across the two groups. These calculations are presented in Table 2. In table 3 we


do the same exercise but now for the countries whose GDP per capita is in the bottom


quartile of the GDP per capita ranking.


Table 2
The Sources of Growth: countries with highest GDP per capita


Output Factor
Accumulation


TFP


Highest periodic
growth rates


Mean 4.57 3.48 1.09


 Lowest periodic
Growth rates


Mean 0.50 2.79 -2.29


Difference in Mean 4.07 0.69 3.38


Table 3
The Sources of Growth: Countries with lowest GDP per capita


Output Factor
accumulation


TFP


Highest periodic
growth rates


Mean 6.22 3.10 3.12


 Lowest periodic
Growth rates


Mean -0.21 2.08 -2.29


Difference in Mean 6.43 1.02 5.41


The rates of growth among “similar” countries may differ substantially from one


period to the other or from one country to the other. Moreover we can hardly find in the


differences in capital accumulation a consistent explanation for these significant


variations. The important discrepancies in the rate of economic growth have to be linked


to the differences in the rate of growth of TFP. Indeed in periods of low growth both in


rich and poor countries the rate of factor accumulation is quite high but it is the rate of


TFP growth that defines if there will be a bad or good period of economic growth. We
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have to remember here that this tables are built on 10 years averages so we are not talking


here about cyclical downturns in the economy.


Therefore in order to keep high rates of economic growth the key is the


performance of TFP. Otherwise countries with respectable rates of accumulation of


productive factors will be unable to grow at high rates. Then, a significant challenge for


middle and low-income countries is the capacity to sustain positive rates of TFP. If they


are unable to do so the possibility of catching up with rich countries is greatly reduced.


Indeed both in periods of high and low growth the rates of factor accumulation between


rich and poor countries do not differ much. However TFP may grow faster among poor


countries. The key then is to favor economic policies and institutions that may assure high


rates of economic growth.


IV TFP, Policies and Institutions


There is a large body of literature (for example, Easterly, 1993, and Krueger,


1990) that points out that bad economic policies may affect economic performance


heavily. A related literature targets the role that institutions play in the process of


economic growth  (for example North, 1990). At the same time the discrepancies in levels


of income and rates of economic growth among countries are far beyond the differences


in factor accumulation. Therefore, it is worthwhile to explore in more detail the links


between the rate of growth of TFP and economic policies and institutions. Of particular


interest is the role that microeconomic policies play in this story. The simple hypothesis


that we are considering is that differences in the quality of these policies play a significant


role in the rate of growth of TFP.


In the previous sections we showed that countries that are unable to grow tend to


exhibit negative rates of growth in TFP. The differences in factor accumulation play a


minor role in the variation of growth rates across countries. On the other hand it is easy to


verify that countries differ significantly in their economic policies and institutions.
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Moreover these differences tend to persist in time. For example, changes in the


effectiveness of government, in the legal system or in the quality of educational systems


take a very long time to be put in effect and they remain broadly similar over considerable


periods of time.


The positive or negative effect of policies and institutions on TFP may last also for


very long periods of time. An inefficient government bureaucracy, for example, may


hinder permanently efficiency gains. On the other hand, a state reform that improves


substantially the efficiency of the state bureaucracy may generate an increase in the


economic efficiency of an economy almost continuously if there is entry of new economic


activities. The same thing can be said of an once and for all improvement in the quality of


education. The increases in productivity associated to the entering of the “new” school


graduates to the labor force will last until their is a complete replacement of the “old”


labor force. This may occur even if the schooling level of the new labor is the same as the


one leaving the labor force.


One of the problems faced by the empirical work in this subject is the lack of data


on much of the economic policies and institutions we are interested in. However in the


last two decades there have been a systematic effort of different institutions trying to


collect reliable data on the quality of economic policies and institutions. One problem is


that much of the data relies on subjective measures of the quality of institutions. Another


problem is that different indicators tend to be highly correlated within each data set.


Probably this is not surprising since most of the high quality policies and institutions


come in a package. So a country with a good regulatory framework probably has


simultaneously a highly qualified bureaucracy and at the same times low levels of


corruption. The reverse is true in the case of countries with a bad regulatory framework.


In our empirical analysis we try to use data from a wide variety of sources in order to


avoid this kind of problems.
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Our empirical strategy takes the rate of growth in TFP as a dependent variables and


tries to explain its variation across countries appealing to a series of institutional and


policy variables. Specifically we take as dependent variable the average growth in TFP in


the period 1980-200012. Although from the theoretical discussion we can’t be sure that


TFP will grow at a smaller pace among rich countries than among poor countries tables 2


and 3 suggest however that this is an open possibility. In periods of high growth the


increase in TFP is lower in rich countries that in poor countries. To control for this


possibility we include as a control the log of income per capita in 1980.


Also as an initial control we decide to include a measure of human capital. We


argued before that our estimates of TFP could be biased (although modestly) since we


excluded from its calculation a measure of human capital. To correct for this omission we


include the initial level of education of the different countries. Note that the model


developed before (which relies heavily on Mankiw et. al., 1992) suggests that the correct


variable to include in the estimation is the investment rate in human capital. The problem


is the difficulty to find an appropriate measure of this investment rate13. Moreover


Benhabib and Spiegel (1994) find that the investment rate in human capital does not enter


significantly in a growth equation. At the same time they argued that the initial level of


education in a country is an important determinant of future productivity growth. The first


column in table 4 shows the result of regressing TFP on the log of GDP per capita in


1980 and the total years of secondary education of the population age 15 and more. The


first variable is from the Penn Tables. The second comes from Barro and Lee (2000).


                                                          
12 For some countries the period ends in 1999.
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Table 4
The determinants of the rate of growth of TFP
Dependent variable: rate of growth of TFP: 1980-2000


Model 1 Model 2 Model 3 Model 4 Model 5 Model 6


Constant 0.04868**
(2.362)


0.08068*
(3.724)


0.09599*
(4.420)


0.13657*
(4.993)


0.15386*
(5.275)


0.13772*
(5.274)


Ln GDP PC -0.00655**
(-2.293)


-0.01378*
(-4.664)


-0.01565*
(-5.329)


-0.02019*
(-5.629)


-0.02181*
(-5.791)


-0.02226*
(-5.775)


Secondary 0.00486**
(1.981)


0.00272
(1.265)


0.00192
(0.921)


0.00270
(1.422)


0.00018
(0.079)


0.00025
(0.102)


Ed. Quality 0.07832*
(3.362)


0.07048*
(3.124)


0.06879*
(3.129)


0.05611**
(2.418)


0.06196**
(2.378)


Regulatory
Burden


0.00994**
(2.394)


0.01137**
(2.020)


0.01241**
(2.021)


0.01691**
(2.013)


Bureaucracy -0.00812**
(-2.271)


-0.00818**
(-2.181)


-0.00884**
(-2.234)


R & D 0.00557**
(2.021)


0.00560**
(1.998)


Open 0.00498
(0.820)


Free 0.00613
(0.933)


Adj. R2 0.04 0.30 0.36 0.44 0.48 0.48
N 88 57 57 46 42 41


Test – t in parentheses. *Significant at the 1% level; **Significant at the 5% level.


Both variables are significant. However they are unable to explain the variation in


TFP across countries. As expected the coefficient on the initial level of secondary


education is positive suggesting that it affect positively the future growth in productivity.


In the case of the level of GDP per capita we find a negative coefficient which to some


extent was expected given the results obtained in tables 2 and 3.


 Keeping these controls we go ahead to test the impact on TFP of institutions and


economic policies. We start by introducing the quality of education. To do so we take the


Barro and Lee (2000) data on educational quality. Specifically we take the data on


                                                                                                                                                                            
13 Mankiw et. al. (1992) used the proportion of the working age population that is in secondary education.
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achievements in international tests of mathematics to include in our regression. In the


cases where no mathematics test was available we choose the achievement in the science


test. If none of them was available we choose the achievements in reading. We took the


last observation available. In some cases the only tests available were in the early 70.


Since educational institutions do not change rapidly we don’t think that we are making a


serious mistake. We upgrade the Barro and Lee data with the results of the 1999 TIMSS


and the “Laboratorio Latinoamericano de Educación”. In this last case we use the fact that


both Colombia and Chile took part not only in the “Laboratorio” but also in the TIMSS to


convert the achievements in this last test to the scale reported by the TIMSS. Following


Barro and Lee we uniformed all the different tests on a 0 to 100 % scale.


In Column 2 of Table 4 we present the results of regressing TFP on the Log of


GDP per capita in 1980, initial level of secondary education and our indicator of


educational quality. This last variable enters very strongly in our regression suggesting


that a good educational system influences significantly productivity growth. At the same


time the initial level of secondary education looses significance implying that increases in


the level of schooling in economies with bad educational systems may not improve the


growth perspectives of those economies greatly.


Model 3 adds to our regression a measure of the regulatory burden faced by the


different economies. The data comes from Kaufmann et. al. (1999). These authors


aggregate different measures of governance originated from various sources of


information in six robust indicators. “Voice and Accountability” (VA) measures the


extent to which citizens of a country are able to participate in the selection of


governments; “Political Instability and Violence” (PIV) measures the perceptions of the


likelihood that the government will be destabilized; “Government Effectiveness” (GE)


attempts to capture the quality of government by combining among other indicators the


perceptions of the quality of public services, the independence and competence of the


civil service; “Regulatory Burden” (RB) tries to capture the extent to which there are


market unfriendly policies in a country as well as perceptions of the burdens imposed by
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excessive regulation; “Rule of Law” (RL) includes several indicators which measure the


extent to which agents have confidence in and abide by the rules of society, and finally


“Graft” (CP) measures perception of corruption. The choice of units of governance


assures that the estimates of governance have a mean of zero, a standard deviation of one,


and range from around –2.5 to around 2.5. Higher values correspond to better outcomes.


One of the problems with these indicators are that they are for the years 1997-98.


Some of them are less time invariant than others. For example, political systems have


changed substantially in some countries in the last two decades which may affect


substantially VA and PIV. RL and CP may also be influenced heavily by such changes.


GE and RB are probably less sensible to changes in political systems. Since our


dependent variable covers the period 1980-2000 these are the candidates to include in our


regression. However these indicators are highly correlated with partial correlations


ranging from 0.68 to 0.9314. GE and RB have a correlation of 0.85 in our subsample.


Since we have an alternative measure for government effectiveness we include in our


regression RB as an independent variable. As expected the coefficient for this variable is


positive. A market friendly regulatory environment contributes positively to the growth of


TFP.


Governments play an important role. They not only allocate an important amount of


the resources available in a economy but they also supervise the allocation of resources of


the private sector. Therefore the government’s efficiency may affect the overall


performance of an economy. For this reason we try to include a measure of government


effectiveness in our analysis. Djankov et. al. (2000) trying to look at regulations to entry


across countries built a database that includes the monetary cost of establishing a new


firm and the number of days it takes to go over the different procedures to establish a


firm. We aggregate their information in one variable by assuming that the value of the


time lost following the different procedures for establishing a new firm is proportional to


the income per capita of the country. Since the income per capita is measured for one


                                                          
14 In our subsample the degree of correlation increases.
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year, the natural indicator is the number of days divided by 365. We add this calculation


to the monetary cost as a proportion of income per capita informed by Djankov et. al. to


get a unique measure15. The higher the value of this indicator the less efficient is the


government.  In column 4 we show the results of the regression that includes this variable


in the list of regressors. Not surprisingly the coefficient of this variable is negative. It is


also statistically significant. The less efficient the government the lower the rate of


growth of TFP.


Finally in model (5) we try to move our analysis to a more precise measure of the


impact of technology on growth. The claim of most endogenous growth theorist is that


their every reason to believe that the growth of technology depends on economic


decisions at least as much a does factor accumulation. We implicitly have identified this


growth in technology with the quality of institutions and economic policies but the ability


of the various countries to innovate and catch up will be affected not only, for example,


by the quality of the human capital but also by their direct efforts in doing those


innovations and adaptations. The investment in R & D may be a good approximation to


those efforts. We include the expenditures in R & D as a percentage of GDP averaged for


the years 1984 to 1997 in our regression. The data comes from the World Bank. The


estimated parameter is positive and statistically significant suggesting that increases in R


& D may boost the rate of growth of TFP.


To do a minimum check of the robustness of our results we run our model with two


additional variables. The first one is an indicator of openness. We use the one built by


Sachs and Warner (1995). Their indicator takes the value of 1 if the economy is open and


the value of 0 if the economy is closed for each of the years between 1950 to 1992. We


use as independent variable the proportion of years that the economies are open between


                                                          
15These probably underestimate the true costs for the different firms since their opportunity cost is probably
much larger that the one reflected by the income per capita. Also, surely it differs from one firm to the
other. In absence of a better alternative we keep this one but remain aware that this variable has to be
improved. On the other hand, and in spite of these caveats we think that the variable remains a good
indication of the efficiency of governments. It is really this dimension that we would like to capture.
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1980 and 199216. The other independent variable uses the Index of Economic Freedom.


We average the different indexes available since 1993. None of these variables enters


significantly in model (6). Most important our other independent variables remain


practically unchanged both in terms of magnitude and significance.


The implications of these results for Chile are important. If we take column 5 as our


departure model several interesting conclusions arise about the impact that feasible


reforms may have on the rate of TFP growth and therefore on the overall performance of


the Chilean economy. If Chile were to increase their results in international tests like the


TIMSS to the average country achievement our results suggest that the rate of growth of


TFP could increase by 0.6 percentage points. An average achievement will put a country


like Chile at the level of Thailand or Lithuania, and slightly below countries like Latvia,


Malaysia or Bulgaria. None of these countries have a GDP per capita higher than Chile at


PPP levels. One of the main factors behind the underachievement of Chilean students is


that schools are rarely held accountable for their performance (Eyzaguirre and Fontaine,


2001). If this is the case it is urgent to reform educational institutions in order to assure


accountability among schools. A key aspect in this direction is the reform of the teachers’


labor statue that protects teachers heavily without clear obligations.


Another avenue to improve productivity is by increasing government efficiency. For


establishing a firm in Chile 78 days are required. This is well above the median of 55


days and the OECD average of 24 days. If Chile were to have an efficient government


that among other things is able to reduce the days required to establish a firm TFP could


grow at an additional 0.2 percentage points. The small number is a little bit disappointing.


There are two interpretations for this result. Firstly it could be argued that ours is too


narrow an indicator of government effectiveness. Secondly that an ineffective


governments influences the performance of an economy much more through its policies


than through the functioning of the civil service. So a highly efficient bureaucracy in a


                                                          
16 Of course, ideally we should have extended their data until the year 2000.
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highly distorted economic environment will have no impact on TFP or in economic


growth.


These arguments suggest that the regulatory burden may be of greater importance


than the quality of bureaucracy in determining a country’s economic performance. Indeed


there is almost a one to one relationship between the quality of the regulatory burden and


the growth in TFP. The value of this indicator for Chile is relatively high (0.89 versus a


maximum of 1.25) but notwithstanding there is a lot of room to improve in this


dimension. The maximum value that this indicator takes is 2.5. Indeed in other


dimensions of the governance indicators built by Kaufmann et. al. Chile gets higher


values than the one obtained in the regulatory dimension. The good performance of the


Chilean economy in the last 15 years is surely linked to a relatively good governance


structure. However a lot more can be achieved if this structure is upgraded.


Finally there is a potential for a modest productivity boost if the investment in R&D


is increased. The country invested in the last years 0.68 % of GDP in R&D well below


the average of 0.95% of GDP for the whole sample of countries for which we have data.


Rising our investment in R&D to the world’s average may increase growth in 0.15


percent points.


V Conclusions


We have argued that the rate at which economies may grow is not only


constrained by their level of resources and technology but also by the structure of


incentives embodied in its institutions and economic policies. In particular, Chile’s


economic success in the last years is associated to the application of sensible economic


policies and the existence of a sound institutional environment. If the country is able to


keep and improve these policies and institutions an additional period of high growth may


be assured.  The mayor gains in economic growth for a country like Chile may come from


an improvement in its educational systems. Reasonable and reachable improvements may







33


increase the rate of growth in Chile in 0.6 percent points. Further gains are possible if the


country’s regulatory framework is improved. Although the country’s policies are market


friendly they are less than optimal. Increasing government efficiency and more


investment in R&D may produce additional although modest gains in economic growth.


Taking our results together it is possible to conclude that modest changes in the country’s


policies and institutions may increase Chile’s rate of growth in 1 to 1.5 percent points.
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Abstract


With traditional domestic imbalances long under control, the Chilean business cycle is
driven by external shocks. Most importantly, Chile’s external vulnerability is primarily a
financial problem.  A decline in the Chilean terms-of-trade, for example, is associated to
a decline in real GDP that is many times larger than one would predict in the presence of
perfect financial markets. The financial nature of this excess-sensitivity has two central
dimensions: a sharp contraction in Chile’s access to international financial markets
when it needs it the most; and an inefficient reallocation of this scarce access across
domestic borrowers during external crises. In this paper I characterize this financial
mechanism and argue that Chile’s aggregate volatility can be reduced significantly by
fostering the private sector’s development of financial instruments that are contingent on
Chile’s main external shocks. As a first step, the Central Bank or IFIs could issue a
benchmark instrument contingent on these shocks.  I also advocate a countercyclical
monetary policy but mainly for incentive ---that is, as a substitute for taxes on capital
inflows and equivalent measures--- rather than for ex-post liquidity purposes.
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I. Introduction and Overview


With traditional domestic imbalances long under control, the Chilean business cycle is
driven by external shocks. Most importantly, Chile’s external vulnerability is primarily a
financial problem. A decline in the Chilean terms-of-trade, for example, is associated to a
decline in real GDP that is many times larger than one would predict in the presence of
perfect financial markets. The financial nature of this excess-sensitivity has two central
dimensions: a sharp contraction in Chile’s access to international financial markets when
it needs it the most; and an inefficient reallocation of this scarce access across borrowers
during external crises. I argue that Chile’s aggregate volatility can be reduced
significantly by fostering the private sector’s development of financial instruments that
are contingent on the main external shocks faced by Chile. As a first step, the Central
Bank or IFIs could issue a benchmark instrument contingent on these shocks. I also
advocate a countercyclical monetary policy (also contingent on these shocks) but mainly
for incentive ---that is, as a substitute for taxes on capital inflows and equivalent--- rather
than for ex-post liquidity purposes.


The essence of the mechanism through which external shocks affect the Chilean economy
can be characterized as follows: First, there is a deterioration of terms-of-trade that raises
the need for external resources if the real economy is to continue unaffected, but this
triggers exactly the opposite reaction from international financiers, who pull back capital
inflows. Occasionally, the latter occurs directly as part of “contagion” effects. Second,
once external financial markets fail to accommodate the needs of domestic firms and
households, these agents turn to domestic financial markets, and to commercial banks in
particular. Again, this increase in demand is not matched by an increase in supply as
banks -- particularly resident foreign institutions – tighten domestic credit, opting instead
to increase their net foreign asset positions. Third, there is significant “flight-to-quality”
within the domestic financial system, which reinforces the above effects as large firms
find it more attractive to seek financing in domestic markets, in circumstances that the
displaced small and medium size firms cannot access international financial markets at
any price.


The costs of this mechanism are high. Widespread financial constraints are binding
during the crisis, when major forced adjustments are needed. The sharp decline in
domestic asset prices, and corresponding rise in expected returns, is driven by the extreme
scarcity in financial resources and their high opportunity cost.   Even the praised rise in
FDI that occurred during the most recent crisis is a symptom of these fire sales. The fact
that this investment takes the form of control-purchases rather than portfolio or credit
flows simply reflects some of the underlying problems that limit Chile’s integration to
international financial markets: weak corporate governance and other “transparency”
standards. Finally, the costs do not end with the crisis, as financially distressed firms are
ill equipped to mount a speedy recovery. The latter often comes not only with the costs of
a slow recovery in employment and activity, but also with a slowdown in the process of
creative destruction and productivity growth. In the U.S., the latter may account for about
30% of the costs of an average recession (see Caballero and Hammour, 1998), which is







probably a very optimistic lower bound for the Chilean economy.


The distributional impact of this type of crisis is significant as well. On one end, large
firms are directly affected by external shocks but can substitute most of their financial
needs domestically. They are affected primarily by demand factors. On the other, small
and medium sized firms (henceforth, PYMES) are crowded out and are severely
constrained on the financial side. They are the residual claimants of the financial crunch.


This diagnosis points in the direction of a structural solution based on two building
blocks. The first one deals with the institutions required to foster Chile’s integration to
international financial markets and the development of domestic financial markets. Chile
is making significant progress along this margin through its capital markets reform
program. The second one, necessary during the unavoidable slow nature of the above
process, is to design an appropriate international liquidity management strategy. The latter
must be understood in terms broader than just the management of international reserves
by the central bank, and include the development of financial instruments that facilitate
the delegation of this task to the private sector.


I focus on the latter type of solutions in this paper.2 I view the policy problem as one of
remedying a chronic private sector underinsurance with respect to external crises.3 After
outlining the main sources of such problem and the corresponding solutions, I focus on
two of them. The first one, which I develop in greater detail, seeks to develop a key
missing market. I propose the creation of a benchmark “bond” that is made contingent on
the main external shocks faced by Chile. This instrument should facilitate the private
sector’s pricing and creation of similar and derivative contingent financial instruments.


In the second one, I discuss optimal monetary policy and international reserve
management from an insurance perspective. Provided that the Central Bank of Chile has
achieved a high degree of inflation-target credibility, the optimal response to an external
shock is with a moderate injection of reserves and an expansionary monetary policy. The
latter, however, is unlikely to have a large real impact and indeed will imply a sharp
short-lived exchange rate depreciation. The main benefit of such policy is in the
incentives it provides.  Its main problem is that it is time-inconsistent.


Section II describes the essence of the external shocks and the financial mechanism at
work. Section III follows with a discussion of the impact of this mechanism on the real
side of the economy and the different economic agents. Section IV discusses policy
options and Section V concludes.


                                                          
2  See Caballero (1999, 2001) for a discussion of the structural reforms aimed at improving integration and
the development of financial markets. More importantly, Chile is in the process of enacting a major capital
markets reform.


3  See Caballero and Krishnamurthy (2001a) for a formal discussion of this perspective.







II. The Shock and the Financial System


In this section I illustrate the mechanism though which external shocks affect the Chilean
economy. I organize the discussion of the role played by these shocks and their
amplification mechanisms around demand and supply factors affecting the domestic
banking system – the backbone of the Chilean financial system.  An overview of the
Chilean financial institutions is presented in Box 1.
I focus on the most recent cyclical episode, as the changing nature of the Chilean
financial system makes older data less relevant.


II.1 The External Shock and its Impact on Domestic Financial Needs


The trigger of the mechanism is illustrated in Figure 1. Panel (a) shows the path of
Chile’s terms-of-trade and the spread paid by prime Chilean instruments over the
equivalent U.S. Treasury instrument. It is apparent that Chile was severely affected by
both at the end of the 1990s. Panel (b) offers a better metric to gauge the magnitude of
these shocks. Taking the quantities from the 1996 current account as representative of
those that would have occurred in the economy absent any real adjustment, it translates
them into the dollar losses associated to the deterioration in terms-of-trade and interest
rates. In 1998, these losses amounted to about 2% of GDP, with similar magnitudes for
1999 and 2000.







Box 1: The Chilean Banking
Sector


Banks are an important source of financing
for Chilean firms. The composition of
financing (table A.1) is similar to that of
advanced European economies. Unlike the
latter, and much like the US, the maturity
structure of Chilean bank loans is more
concentrated on the short end: 57% of total
loans, and 60% of commercial loans, have a
maturity of less than 1 year.4 In summary,
Chilean banks look like European banks in
terms of their relative importance but like
US banks in terms of their focus on short
maturities.5


Relative importance: Loans versus
other instruments.


Table A.1: The relative importance of bank
loans.


Source of financing Stock Flows
Loans 43% 51%
Equity 54% 33%
Bonds 3% 16%
Note:  Participations built using the stocks at December
2000.   Flows were computed as the difference in stocks
between December 1999 and December 2000 except for
the flow of new equity, which was built using information
on equity placement during the period.


Composition of Loans.


Chilean banks concentrate most of their
activity on firms. Commercial loans
represent around 60% of total bank loans
(see Table A.2). Adding trade loans, about
70% of total bank credit supply is directed
to firms.


                                                          
4 Computed using the stock of loans in December 1999.
Source Superintendencia de Bancos e Instituciones Financieras.
5 In Germany, for example, more that 70% of the
commercial loans are long term.  In contrast, in the US
short term loans account for about 60% of non-
residential loans.


Table A.2: Composition of loans by use.


Type of loan Fraction of total loans
Commercial 60%
Residential 15%
Consumption 10%
Trade 10%
Other 5%
Source: Superintendencia de Bancos e Instituciones
Financieras.


Composition of commercial loans
by firm size.


Chilean banks concentrate their lending
activity on large firms, at least when
firm size is approximated by loan size.
Around 65% of the volume of
commercial loans is allocated to loans
above US$ 1. The relative importance of
different loan sizes is summarized in
Table A.3.


Table A.3: The relative importance of
different loan sizes.


Loan size Fraction of the volume of
commercial loans


Large 64%
Medium 14%
Micro 22%
Note:  Large: all loans above 50,000 UF (around US$
1.4 millions (end of 1999 dollars)); Medium: loans
between 10,000 and 50,000 UF (US$ 280,000 and US$
1,400,000); Micro: loans below 10,000 UF (US$
280,000).
Source: Superintendencia de Bancos e Instituciones
Financieras.


Banks versus other financial
institutions.


Banks in Chile are important when
compared with other financial
institutions as well. Table A.4 compares
the total assets of banks, pension funds,
and insurance companies.6 Banks’ assets
represent  60% of  total assets.


                                                          
6 Total assets is the sum of financial and fixed assets.
Fixed assets are not included for insurance companies.
Nevertheless, fixed assets represent a very small
fraction of financial institutions’ assets.







Table A.4: Banks and other financial
institutions.


Banks Pension
Funds


Insurance
companies


Relative
asset level 60% 30% 10%


Note: Ratios based on the stock of assets at December
2000.
Sources: Superintendencia de Bancos e Instituciones
Financieras, Superintendencia de Valores y Seguros.


Domestic and Foreign banks.


Foreign banks presence is very
significant. Table A.5 shows that loans
by foreign banks represented around
40% of total loans in 1999. It is


important to note that Chilean Banking
Law does not recognize subsidiaries of
foreign banks as part of their main
headquarters.


Table A.5: Domestic and Foreign Banks
Domestic Foreign


Relative importance
(% total loans) 58% 42%


Portfolio composition
     Loans 80% 67%
     Securities 11% 14%
     Foreign assets 6% 15%
     Reserves 3% 4%
Note: Ratios based on December 1999 values.
Source: Superintendencia de Bancos e Instituciones
Financieras.
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Figure 1: External Shocks


(a) Terms of Trade and Sovereign Spread
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(b) Terms of Trade and Interest Rate effect (fixed quantities)
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Notes: Preliminary data used for 1999 and 2000. The yearly Figure for 2000 was computed multiplying the 3 quarters cumulative
value by 4/3. (a) Terms-of-trade is the ratio of exports price index and import price index computed by the Central Bank. The
sovereign spread was estimated as the spread of ENERSIS-ENDESA corporate bonds. The spread data for 1996 was estimated by
the author using information from the Central Bank of Chile. (b) The terms-of-trade effect was computed as the difference between
the actual terms-of-trade and the terms-of-trade at 1996 quantities. The interest rate effect was computed in similar fashion
Source: Banco Central de Chile.


How should Chile have reacted to this sharp decline in national income, absent any
significant financial friction (aside from the temporary increase in the spread)?  Figure 2
hints the answer. The thin line depicts the path of actual consumption growth, while the
thick line illustrates the hypothetical path of Chile’s consumption growth if it were
perfectly integrated to international financial markets and terms-of-trade the only source
of shocks.7 There are two interesting features in the figure. First, there is a very high
correlation between Chile’s business cycle and shocks to its terms-of-trade. Second, and
more importantly for the argument in this paper, the actual response of the economy is
being measured on the left axis while that of the hypothetical is being measured on the
right axis. Since the scale in the former is ten times larger than that of the latter, it is
apparent that the economy over-reacts to these shocks by a significant margin.  In practice
shocks to the terms-of-trade are simply too transitory, especially when they are driven by
demand as in the recent crisis, to justify a large response of the real side of the economy.8
                                                          
7  Consumption growth is very similar to GDP growth for this comparison.  Adding the income effect of
interest rate shocks would not change things too much as these were very short-lived.  I neglect the presence
of substitution effects because there is no evidence of a consumption overshooting once international
spreads come down.


8 The price of copper has trends and cycles at different frequencies, some of which are persistent (see
Marshall and Silva, 1998). But there seems to be no doubt that the sharp decline in the price of copper
during the late 1990s crisis was mostly the result of a transitory demand shock brought about by the Asian
and Russian crises. I would argue that conditional on the information that the current shock was a transitory
demand shock, the univariate process used to estimate the present value impact of the decline in the price of
copper in Figure 2, overestimates the extent of this decline. The lower decline in future prices is consistent
with this view. The variance of the spot price is 6 times the variance of 15-months-ahead future prices.
Moreover, the expectations computed from the AR process track reasonably well the expectations implicit
in future markets but for the very end of the sample, when liquidity premia considerations may have come
into play.
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The income effect that is measured in panel (b) of Figure 1 should in principle, but it does
not in practice, translate almost entirely in increased borrowing from abroad.


Figure 2: Excess Sensitivity of Real Consumption
Growth to Terms-of-Trade Shocks
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Notes: consumption growth from IFS, copper prices (London Metal
Exchange) from Datastream, copper exports from Min. de
Hacienda.


Returning to the late 1990s crisis, panel (a) of Figure 3 illustrates that international
financial markets not only did not accommodate the (potential) increase in demand for
foreign resources but actually capital inflows declined rapidly over the period. Panel (b)
documents that while the central bank offset part of this decline by injecting back some of
its international reserves, it clearly was not nearly enough to offset both the decline in
capital inflows and the rise in external needs. For example, the figure shows that in 1998,
the injection of reserves amounted to approximately US$2 billion dollars. This is
comparable to the direct income effect of the decline in terms of trades and rise in interest
rates, but it does not compensate for the decline in capital inflows that came with these
shocks.


Figure 3: Capital Flows and Reserves


(a) Capital Account except Reserves
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(b) Balance of Payments
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How severe was the mismatch between the increase in needs and the availability of
external financial resources? Figure 4a has a back-of-the-envelope answer. It graphs the
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actual current account (light bars) and the current account with quantities fixed at 1996
levels (dark bars).  At the trough, in 1999, the actual current account deficit was around
US$4 billion smaller than what one would have predicted using only the actual change in
terms-of-trade. Moreover, this dollar adjustment underestimates the quantity adjustment
behind it, as the deterioration of terms-of-trade typically worsens the current account
deficit for any path of quantities. The importance of this price-correction can be seen in
panel (b), which graphs the actual current account (light bars), and the current account at
1996 prices (dark bars). Clearly, the latter shows a significantly larger adjustment than the
former.


Figure 4: The Current Account


(a) Current Account and Current Account at 1996 quantities
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(b) Current Account (actual and in 1996 prices)
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Notes: (a) The current account at 1996 quantities  was computed by multiplying the 1996 quantities by each year’s price indices for
exports, imports and interest payments . The other components of the current account were kept at current values. (b) The current
account in 1996 prices was computed by multiplying the 1996 prices by each year’s quantities. Source: Banco Central de Chile


Figure 5 reinforces the mismatch conclusion by reporting increasingly conservative
estimates of the shortage of external financial resources by the non-banking sector. Panel
(a) describes the path of the change in potential financial needs stemming from the
decline in terms-of-trade and capital inflows, and the increase in spreads. Panel (b)
subtracts from (a) the injection of reserves by the central bank, while panel (c) subtracts
from (b) the decline in capital inflows to the banking sector. We can see from this figure
that the increase in financial needs for 1999 ranges from about $2 billions to just above
$7 billions.  Regardless of the concept used, the mismatch is large, creating a potentially
large surge in the demand for resources from the domestic financial system. The
difference between panel (b) and (c), as well as the next section more extensively, show
that the latter sector not only did not accommodate this increase in demand, but also
exacerbated the financial crunch.
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Figure 5: The Increase in Potential Financial Needs
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the terms-of-trade and the interest rate effects are measured at 1996 quantities. The decline in capital flows corresponds to the
difference of the capital account except reserves with respect to its 1996 value. Panel (b) subtracts from (a) the net change in
Central Bank reserves. Panel (c) subtracts from  panel (b) the net increase in flows to the banking sector.  Source: Banco Central
de Chile


To conclude this section, Figure 6 illustrates other dimensions that could have, but did
not, smooth the demand for resources from resident banks. Panel (a) and (b) carry the
relatively “good” news. The former panel shows that issues of new equity and corporate
bonds did not decline very sharply, although they hide the fact that the required return on
these instruments rose significantly. The latter panel illustrates that while the AFPs
increased their allocation of funds to foreign assets during the period, this portfolio shift
occurred mostly against public instruments. However, this decline probably translated
into a large placement of public bonds on some other market or institution that competes
with the private sector, like banks (see the discussion below). Panel (c), on the other
hand, indicates that retained earnings, a significant source of investment financing to
Chilean firms, declined significantly over the period.9 Finally, panel (d) illustrates that
                                                          
9 Before the crises, in 1996, the stock of retained earnings represented 20% of total assets for the median
firm. The difference between profits and dividend payments, a measure of the flow of retained earnings,
represented around a 50% of total capital expenditures for the median firm in 1996.
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workers did not help accommodating the financial bottleneck either, as the labor share
rose steadily throughout the period.


Figure 6: Other Factors


(a) Change in the stock of corporate debt and new equity
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 (c) Retained Earnings 
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The bottom line of this section is clear: during external crunches, firms need substantial
additional financial resources from resident banks.


II.2 The (Supply) Response by Resident Banks


How did resident banks respond to increased demand? The short answer is that they
exacerbated rather than smooth the external shock.


Panel (a) in Figure 7 shows that domestic loan growth actually slowed down sharply
during the late 90s, even as deposits kept growing. This tightening can also be seen in
prices in panel (b), through the sharp rise in the loan-deposit spread during the early phase
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of the recent crisis. While spreads started to fall by 1999, there was a strong substitution
toward prime firms that makes it difficult to interpret this decline as a loosening in credit
standards (see below).


Figure 7:  The Credit Crunch


(a) Loans and Deposits: Banking System
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(b) Interest Rate Spreads (Annual %)
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Notes: (a) Loans: commercial, consumption, trade, and mortgages. Deposits: sight deposits and time deposits. The values were
expressed in dollars of December 1998  using the average December 1998 exchange rate (472 pesos/dollar). (b) The  30-day
interest rates are  nominal while the 90-365 are real (to a first order, this distinction should not  matter for spreads calculations ).
Sources: Banco Central, and Superintendencia de Valores y Seguros.


The main substitutes for loans in banks’ portfolios are public debt and external assets.
These alternatives are shown in Figure 8a, with the clear conclusion that banks moved
their assets toward external assets. Interestingly, the central bank policy of fighting capital
outflows with high domestic interest rates was only temporarily successful (see the
reversal during the last quarter of 1998). Instead, the rise in interest rates during the
Russian phase of the crisis seems to have succeeded mostly in slowing down the decline
in banks’ investment in public instrument, and encouraged substitution away from loans.
Banks, rather than smooth the loss of external funding, exacerbated it by becoming part
of the capital outflows.  In fact, while panel (b) illustrates that the banking sector also
experienced a large capital outflow during this episode, panel (c) reveals that much of the
net outflow was not due to a decline in their international credit lines or inflows, but
rather due to an outflow toward foreign deposits and securities.
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Figure 8: Capital Outflows by the Banking System


(a) Investment in Domestic and External Assets: Banking System 
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(b) Net capital inflows to banking sector


-3000


-2500


-2000


-1500


-1000


-500


0


500


1000


M
ar


-9
6


Ju
n-


96


Se
p-


96


D
ec


-9
6


M
ar


-9
7


Ju
n-


97


Se
p-


97


D
ec


-9
7


M
ar


-9
8


Ju
n-


98


Se
p-


98


D
ec


-9
8


M
ar


-9
9


Ju
n-


99


Se
p-


99


D
ec


-9
9


m
in


 U
S$


(c) Composition of Foreign Assets: Banking System
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Notes: (a) Domestic assets include Central Bank securities with secondary market and intermediated securities. External assets are
the sum of deposits abroad and foreign securities. Deposits abroad are mostly sight deposits in  foreign (non-resident)  banks.
Foreign securities are mostly foreign bonds.
Sources: Banco Central and Superintendencia de Bancos.


While most resident banks exhibited this pattern to some degree, it is resident foreign
banks that had the most pronounced portfolio shift towards foreign assets. This is
apparent in panels (a) and (b) in Figure 9, which present the investment in domestic and
foreign assets by foreign and domestic (private) banks, respectively.  While all banks
increased their positions in foreign assets, foreign banks’ trend was substantially more
pronounced. Moreover, domestic banks “financed” a larger fraction of their portfolio shift
by reducing other investments rather than loans. This conclusion is confirmed by panel
(c), which shows the paths of loans-to-deposit ratios for foreign (dashes) and domestic
(solid) banks.10


                                                          
10 This figure excludes two banks (BHIF and Banco de Santiago) that changed from domestic to foreign
ownership during the period.  The change in statistical classification took place in November 1998 for
Banco BHIF, and in July 1999 for Banco de Santiago. In the case of Banco de Santiago, the takeover
operation took place in May 1999 by Banco Santander (the largest foreign bank in Chile). Assuming that
the two banks were going to merge, the Chilean banks regulatory agency (Superintendencia de Bancos)
ordered Banco de Santiago to reduce its market presence (the two banks had a joint presence equivalent to
29% of total loans). The banks finally decided not to merge and therefore their joint market presence has
remained unaltered so far. Most likely the confusion created by the potential participation limits did not
help the severe credit crunch that Chile was experiencing at the time.
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Figure 9: Comparing Foreign and Domestic Bank Behavior


(a) Investment in Domestic and External Assets: Foreign Banks 


0


500


1000


1500


2000


2500


3000


3500


4000


Ja
n-


96


M
ar


-9
6


M
ay


-9
6


Ju
l-9


6


Se
p-


96


N
ov


-9
6


Ja
n-


97


M
ar


-9
7


M
ay


-9
7


Ju
l-9


7


Se
p-


97


N
ov


-9
7


Ja
n-


98


M
ar


-9
8


M
ay


-9
8


Ju
l-9


8


Se
p-


98


N
ov


-9
8


Ja
n-


99


M
ar


-9
9


M
ay


-9
9


Ju
l-9


9


Se
p-


99


N
ov


-9
9


Ja
n-


00


M
ar


-0
0


M
ay


-0
0


m
in


 U
S$


 D
ec


. 1
99


8


External Domestic


(b) Investment in Domestic and External Assets: Domestic Banks 
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(c) Loans over Deposits domestic and foreign banks except BHIF and 
Santiago
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Notes:  Domestic banks do not include Banco del Estado. (a), (b) Domestic assets include Central Bank securities with
secondary market and intermediated securities. External assets  are the sum of deposits abroad and foreign securities.
All constant 1998-peso series were converted to dollars using the average exchange rate during December 1998  (472
pesos/dollar).  (c)  Loans-to- deposits ratios are normalized to one in March 1996. Deposit: sight and time deposits. Loans:
commercial, consumption, and  trade loans, and mortgages. Banco BHIF and Banco de Santiago, which changed from
domestic to foreign during the period, were excluded from the sample. The information used to separate these two banks is
from the Bolsa de Valores de Santiago (Santiago Stock Exchange).


The question arises whether it is not the nationality but other factors (e.g., risk
characteristics) of the banks that determined the differential response. While this is
certainly a theme to be explored more thoroughly, the evidence in Figure 10 suggests that
this is not the case. Panel (a) shows that foreign banks did not experience a rise in net
foreign currency liabilities that could account for additional hedging. When compared
with domestic banks, they did not experience a significantly sharper rise in non-
performing loans as is indicated by panel (b), or were affected by a tighter capital-
adequacy constraint in panel (c).
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Figure 10: Risk Characteristics of Foreign and Domestic Banks


(a) Foreign Currency Assets and Liabilities: Foreign Banks
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(b) Non performing loans as percentage of total loans: domestic and 
foreign banks
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banks do not include Banco del Estado.
Source: Superintendencia de Bancos e Instituciones Financieras.


Foreign banks usually play many useful roles in emerging economies but they do not
seem to be helping to smooth external shocks (at least in the most recent crisis). It is
probably the case that these banks’ credit and risk strategies are being dictated from
abroad, and there is no particular reason to expect them to behave too differently from
other foreign investors during these times.


In summary, during 1999 –perhaps the worst full year during the crisis--- banks reduced
loan growth by approximately US$2 billions,11 while the increase in financial needs by
the non-banking private sector was about US$2 billions as well (see figure 5c). Although
there are many general equilibrium issues ignored in these simple calculations, it is
probably not too far-fetched to add them up and conclude that the financial crunch was
extremely large, perhaps around US$4 billions (about 5-6% of GDP) in that single year.


                                                          
11 A number close to two billion dollars is obtained from the difference between the flow of loans during
1999 (computed as the change in the stock of loans between December 1999 and December 1998) and the
flow of loans in 1996 (computed in a similar manner).
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III. The Costs


The impact of the financial crunch on the economy is correspondingly large, especially on
small and medium size firms.


III.1 The Aggregates


Figure 2 already summarized the first-order impact of the financial mechanism, with a
domestic business cycle that is many times more volatile than it would be if financial
markets were perfect. This “excess volatility” was particularly pronounced in the recent
slowdown, as is illustrated by panel (a) in Figure 11.   The paths of national income
(solid) and domestic demand (dashes) not only appear to move together, but the latter
adjusts more than the former,  implying that the largely transitory terms-of-trade shock is
not being smoothed over time. Panel (b) illustrates a sharp rise in the unemployment rate
that has yet to be undone.


Figure 11: Output, Demand, and Unemployment


(a) National Income and Domestic Demand 
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(b) Unemployment rate
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Notes:  (a) Series are seasonally adjusted and annualized.  Source: Banco Central de Chile. (b) Source: INE.


Aside from the direct negative impact of the slowdown and any additional uncertainty
that may have been created by the untimely discussion of a new labor code, the build up
in unemployment and its persistence can be linked to two additional aspects of the
financial mechanism described above. First, in the presence of an external financial
constraint the real exchange rate needs a larger adjustment for any given decline in terms-
of-trade.12  As a result of this, a big share of the adjustment falls on the labor-intensive
non-tradable sector, as illustrated in panel (a) of Figure 12. Second, going beyond the
crisis and into the recovery, the lack of financial resources hampers job creation, a
phenomenon that is particularly acute in the PYMES (see below). While I do not have job
creation numbers, panel (b) shows that investment (solid line) suffered a deeper and more
prolonged recession than the rest of domestic aggregate demand (dashed line). This is
                                                          
12 The larger real exchange rate adjustment corresponds to the dual of the financial constraint. See
Caballero and Krishnamurthy (2001a).
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important beyond its impact on unemployment, as it also hints at the slowdown of one the
main engines of productivity growth: the restructuring process. If the U.S. is any
indication of the costs associated to this slowdown in restructuring -- possibly a very
optimistic lower bound for the Chilean costs -- this mechanism may add a significant
productivity loss that amounts to over 30% of the employment cost of the recession.13


Figure 12:  Forced and Depressed Restructuring


(a) GDP tradeable and non-tradeable
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(b) Evolution of domestic demand
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Notes: (a) Series are seasonally adjusted and normalized to one in  March 1996. Tradable sector: agriculture, fishing, mining, and
manufacturing. Non-tradable sector: electricity, gas and water, construction, trade, transport and telecommunications, and other
services.  (b) Series are seasonally adjusted, and annualized. Source: Banco Central de Chile.


As the external constraint tightens, all domestic assets that are not part of international
liquidity must lose value sharply in order to offer significant excess returns to the few
agents with the will and liquidity to buy them. Figure 13a shows a clear trace of this v-
pattern in the Chilean stock market. Panel (b) is perhaps more interesting, as it illustrates
that foreign direct investment (FDI) increased by almost $4.5 billion during 1999, and
created a bottom to the fire sale of domestic assets.   However, while FDI is very useful
since it provides external resources when they are most scarce, its presence during the
crisis also reflects the severe costs of the external financial constraint as valuable assets
are sold at heavy discounts.


                                                          
13 See Caballero and Hammour (1998).
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Figure 13: Fire Sales


(a) Value of Chilean stocks (index)
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(b) Foreign Direct Investment (FDI)
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Notes: (a) IGPA is the general stock price index of the Santiago Stock Exchange. Sources: Bloomberg and Banco Central de Chile
(b) Gross FDI inflows. Source: Banco Central de Chile.


III.2 The Asymmetries


The real consequences of the external shocks and the financial amplification mechanism
are felt differently across firms of different sizes. Large firms are directly affected by the
external shock but can substitute their financial needs domestically. They are affected
primarily by price and demand factors. The PYMES, on the other hand, are crowded out
from domestic financial markets and become severely constrained on the financial side.
They are the residual claimants -- and to a lesser extent, so are indebted consumers -- of
the financial dimension of the mechanism described above.


Figure 14 illustrates some aspects of this asymmetry, starting with panel (a) that shows
the path of the share of “large” loans as an imperfect proxy for resident bank loans going
to large firms. Together with panel (b), which shows a sharp increase in the relative size
of large loans, it hints at a substantial reallocation of domestic loans toward relatively
large firms. In the policy section I will argue that some of this reallocation is likely to be
socially inefficient.
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Figure 14: Flight-to-Quality


(a) Share of large loans in total loans
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(b) Average size of small and large loans
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Notes:  (a) Large loans:  larger than 50000 UF;  Small loan:  greater than 400UF  but  less than 10000 UF. (b) The average size
corresponds to the stock of loans in each class divided by the number of debtors.
Source: Superintendencia de Bancos e Instituciones Financieras.


The next figure looks at continuing firms from the FECUs.14 Despite all of these firms
being relatively large publicly traded companies, one can already see important
differences between the largest of them and “medium” size ones. Figure 15 shows the
path of medium and large firms’ bank-liabilities (normalized by initial assets) during the
recent slowdown. It is apparent that larger firms fared better as medium-sized firms saw
their level of loans frozen throughout 1999. Perhaps more importantly, since the sum of
loans to medium and large firms rose during this period, while total loans declined
throughout the crisis, the contraction must have been particularly significant in smaller
firms (those not in the FECUs).


                                                          
14 FECU is the acronym for Ficha Estadistica Codificada Uniforme, which is the name of the standardized
balance sheet that every public firm in Chile is required to report to the supervisor authority
(Superintendencia de Valores y Seguros) on a quarterly basis. Our database contains the information on
those standardized balance sheets for every public firm reporting to the authority between the first quarter of
1996 and the first quarter of 2000.
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Figure 15: Bank Debt of Publicly Traded Firms By Size


(a) Bank liabilities of medium and large firms
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Notes: (a) Data source: FECU reported by all listed firms to the Superintendencia de Valores y
Seguros. The sample includes all firms that continuously reported information between
December 1996 and March 2000. Within this sample, the medium (since they are larger than
firms outside the sample) size firms are those with total assets below the median level of total
assets in December 1996. The series correspond to the total stock of bank liabilities at all
maturities expressed in 1996 pesos, divided by the total level of assets in December 1996). The
nominal values were deflated using the CPI. The total level of assets in December 1996 was
US$788 millions for the group of medium size firms, and US$59,300 millions for the group of
large firms.


In summary, despite significant institutional development over the last two decades, the
Chilean economy is still very vulnerable to external shocks. The main reason for this
vulnerability appears to be a double-edged financial mechanism, which includes a sharp
tightening of Chile’s access to international financial markets, and a significant
reallocation of resources from the domestic financial system toward larger corporations,
public bonds and, most significantly, foreign assets.
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IV. Policy Considerations and a Proposal


The previous diagnostic points at the occasional tightening of an external financial
constraint  -- especially when terms-of-trade deteriorate -- as the trigger for the costly
financial mechanism.


IV.1 General Policy Considerations


If this assessment is correct, it calls for a structural solution based on two building blocks:


a) Measures aimed at improving Chile’s integration to international financial
markets and the development of domestic financial markets.


b) Measures aimed at improving the allocation of financial resources during times of
external distress and across states of nature.


While in practice most structural policies contain elements of both building blocks, I
focus on (b) as the guiding principle of the policy discussion below because (a), at least as
an objective, is already broadly understood and Chile is already making significant
progress along this dimension through its capital markets reform program. That is, I focus
primarily on the international liquidity management problem raised by the analysis
above.15


International liquidity management is primarily an “insurance” problem with respect to
those (aggregate) shocks that trigger external crises.  Of course solutions to this problem
must have a contingent nature. The first step is to identify a -- hopefully small -- set of
shocks that capture a large share of the triggers to the mechanism described above. In the
case of Chile, terms-of-trade, the EMBI+, and perhaps weather variables, represent a
good starting point, but the particular index chosen is a central aspect of the design that
needs to be extensively explored before it is implemented.


The second step is to identify the ex-post transfers (perhaps temporary loans rather than
outright transfers) that are desirable. At a broad level these are simply:
i) From foreigners to domestic agents.
ii) From less constrained domestic agents to more constrained ones.


At a generic level these transfers are clear, but in practice there is great heterogeneity in
agents’ needs and availability, raising the information requirements greatly.  It is thus
highly desirable to let the private sector take over the bulk of the solution, which begs the
question of why is it that this sector is not already doing as much as is needed. The
answer to this question most likely identifies the policy goals with the highest returns.


The main suspects can be grouped into two types: supply and demand factors.
                                                          
15 See Caballero (1999, 2001) for general policy recommendations for the Chilean economy, including
measures type (a). My objective in the current paper is instead to focus and deepen the discussion of a
subset of those policies, adding an implementation dimension as well.
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Among the supply factors, there are at least three prominent ones:
a) Coordination problems. The absence of a well-defined benchmark around which the


market can be organized.
b) Limited “insurance” capital.  These may be due to structural shortages or due to a


financial constraint (in the sense that what is missing is assets that can be credibly
pledged by the “insurer,” rather than actual funds during crises). A closely related
problem, but with coordination aspects as well, is that an insufficient number of
participants in the market raises the liquidity and collateral risk faced by the
“insurers.”


c) Sovereign (dual-agency) problems. While contracts are signed by private parties,
government actions affect the payoffs of these contracts.16


Among the demand problems, one should consider at least three sources of
underinsurance:
a) Financial underdevelopment.  This leads to a private undervaluation of insurance with


respect to aggregate shocks. The latter depresses effective competition for
domestically available external liquidity at times of crises, reducing the private (but
not the social) valuation of international liquidity during these times.17


b) Sovereign problems.  Implicit (free) insurance.
c) Behavioral problems.  Over-optimism.


In my view, domestic financial underdevelopment is still a problem in Chile, which gives
relevance to demand factor (a) and to supply factor (b) as it reduces the size of the
effective market. The bulk of the solution to this problem should be pursued through
financial market reforms. In the meantime, however, an adequate use of monetary and
reserves management policy may remedy some of the underinsurance implications of this
deficiency. I briefly discuss the general features of this policy in the next section. A more
extensive discussion can be found in Caballero and Krishnamurthy (2001c).


Similarly, demand factor (c) seems to be a pervasive human phenomenon (see for
example Shiller 1999), whose macroeconomic implications can also be partly remedied
with the above policy.  The latter must be done with great care not to generate a sizeable
demand-(b) type problem, which is otherwise not likely to be present in any significant
amount in the case of Chile and neither is supply-(c).


This leaves us with supply-(a) as the main focus of the policy proposal, which I discuss
extensively in section IV.3.


                                                          
16 See, e.g., Tirole (2000).
17 See Caballero and Krishnamurthy (2001a,b).
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IV.2 Monetary Policy as a Solution to the Underinsurance Problem


Figure 16 provides a stylized characterization of an external crises of the sort that I have
described up to now. The main problem during an emerging market crisis is well captured
by the presence of a “vertical” external constraint. That is, external crises are times when,
at the margin, it becomes very difficult for most domestic agents to gain any access to
international financial markets at any price. As a result of this, international liquidity
becomes scarce and domestic competition for these resources bid up the “dollar”-cost of
capital, id, above the international interest rate faced by prime (international) Chilean
assets, i*.  The dual of this crunch is a sharp fall in investment.


Ex-post-Optimal Monetary and reserves policy during crisis


Before discussing optimal policy from an insurance perspective, it is worth highlighting
the incentives that a central bank faces during an external crisis.


The main shortage experienced by the country is one of international liquidity (or
“collateral,” broadly understood). Thus, an injection of international reserves into the
market is a very powerful tool: it directly relaxes the “vertical” constraint on investment
in Figure 16, and it stabilizes the exchange rate.


To see the latter, note that during an external crisis international arbitrage does not hold
since there is an external credit constraint. Domestic arbitrage, on the other hand, must
hold. Peso and dollar instruments backed by domestic collateral must yield the same
expected return (risk aversion aside). Thus the domestic arbitrage condition is:


I(id ; ip )


id


I


Figure 16: External Crisis
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Investment
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(1)                                                id   = ip  + (e – Ee),


where ip denotes de peso interest rate, e the current exchange rate, and Ee the expected
interest rate for next period. In what follows, I take the latter as given, although
interesting interactions arise when this expectation is affected by policy as well (see
Caballero and Krishnamurthy 2001c).       


Rearranging (1) yields and expression for the exchange rate:


(2)                                               e – Ee =   id  -  ip ,


which shows that as  id falls with the reserves’ injection, the exchange rate appreciates for
any given peso interest rate.


The effectiveness of reserves’ injections in boosting investment and protecting the
exchange rate contrasts sharply with the impact of an expansionary monetary policy. The
reason for this is that the main problem during an external crisis is the lack of
international not domestic liquidity.


Domestic liquidity facilitates domestic loans and hence the role of ip in the investment
function in Figure 16 (given id, lower peso interest rates raise investment demand) but, to
a first order, it does not relax the binding international financial constraint. As a result, an
expansionary monetary policy is not effective in boosting real investment in equilibrium.
Instead, its main impact is to raise domestic competition for the limited international
liquidity, and hence id. By equation (2), the latter means that the exchange rate depreciates
sharply, as it must not only offset the reduction in ip  (the standard channel) but also
absorb the rise in id.


In conclusion, a central bank that has an inflation target and is concerned with the impact
that the exchange rate may have on it, will rather tighten monetary policy. Doing
otherwise does not have much real benefits during the crisis and can lead to a sharp
exchange rate depreciation.


Ex-ante-Optimal Monetary and reserves policy during crisis


But if the central bank could commit ex-ante to a monetary policy, would it still choose to
tighten during a crisis. The answer is no. The reason for this is that the primitive problem
is the private sector’s underinsurance with respect to aggregate external shocks. The
amount of international liquidity that the country has during an external crisis may be
exogenous at the time of the crisis but it is not ex-ante. It depends on how much
international borrowing occurred during the boom years, on the maturity structure and
denomination of that debt, on the contingent credit lines contracted, on the sectoral
allocation of investment, and so on. Underinsurance means that these decisions did not
fully internalize the social cost of sacrificing a unit of international liquidity. Figure 17
captures this gap by adding a social valuation curve to Figure 16. The gap  ∆- id  captures
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the undervaluation problem. In other words, had the private sector expected value of a
unit of liquidity being ∆ as opposed to id , they would have hoarded more international
liquidity and the vertical constraint during the crisis would have shifted to the right.


Thus, while an expansionary monetary policy during a crisis is unable to boost
investment, its anticipation is.  If private agents anticipate such policy, they will expect a
higher id and hence will make ex-ante decision more in line with those of the social
planner.   In this context, the main role of monetary policy is one of incentives rather than
one of liquidity provision, for the main scarcity during an external crisis is international
rather than domestic liquidity.


What about international reserves’ injections? They are still optimal ex-ante, however the
fall in id they bring about have a perverse incentive effect that also needs to be offset by
the expansionary monetary policy.


To conclude, I shall remind the reader that I have taken Ee as given throughout. If this is
not warranted, in the sense that the commitment to a post-crisis inflation target is not
sufficiently credible and is seriously compromised by policies during the external crunch,
then monetary policy may not be an available incentive mechanism. Having lost the latter,
the authorities may have to resort to much costlier incentive mechanisms such as capital
controls. I do not believe this is the case of Chile today.


I(id ; ip )


id


I


Figure 17: Underinsurance
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IV.3 Creating a market: Issuing a benchmark-contingent-instrument


As I mentioned before, I suspect another key aspect behind underinsurance is simply a
coordination problem. While there are many ways to hoard international liquidity, they
tend to be more cumbersome than they need to be. The basic proposal here is extremely
simple: The Central Bank or, preferably, one of the IFIs should issue a financial
instrument –a “bond” for now-- contingent on the shocks identified in step one in section
IV.1. Ideally, and hence the role played by a reputable first issuer, this bond should be
free of other risks. The issue should be significant enough to attract the participation of
international institutional investors and hence generate its liquidity. While some of the
desired insurance may be achieved directly by this bond, its main purpose is simply to
create the market. With the basic contingency well priced, it should be substantially
simpler for the private sector to engineer its own contingent instruments.


It is important to realize that the contingency generated via this mechanism addresses
only the expected differential impact of the aggregate shocks contained in the index.
Individual agents will generate heterogeneity in their effective hedging through their net
positions rather than through a change in the specific contingency.18 Other, more
idiosyncratic underinsurance problems are also welfare reducing but are less connected
with aggregate stabilization, which is the concern in this paper.19


While in principle the question of how responsive should be the contingency to the
underlying insurance factors or indices is irrelevant since the private sector should be able
to develop the derivative markets that can generate any slope they may need, financial
constraints and liquidity considerations suggest otherwise. With the latter considerations
in mind, it is desirable to make the bond contingency very “steep,” so as to minimize the
leverage and derivative instruments required to generate an appropriate amount of
insurance for large crises. The counterpart will probably be a very limited insurance of
small and intermediate shocks, which should be fine since these shocks seldom trigger the
financial amplification mechanism highlighted in this paper.


How much insurance does the country need? This question is not easy to answer as it
involves many general equilibrium considerations, but a very conservative answer for a
full-insurance upper bound should not be very far from the partial equilibrium answer.
Crises deep enough to trigger the complex scenarios experienced by Chile recently are
probably once in a decade events, and according to our estimates earlier on the shortfall
of resources is about 5 billion dollars a year, lasting for at most two years (recessions
                                                          
18 See Shiller’s (1993) seminal work on promoting the creation of macro-markets as a mechanism for
insuring microeconomic risks. While much of his reasoning applies in the context I have discussed as well,
my ultimate focus is on the equilibrium (macro)-benefits of microeconomic insurance with respect to
macroeconomic shocks, rather than on the direct microeconomic welfare enhancing features of such
insurance.
19 Also, insurance against aggregate shocks is more likely to support a market instrument as its solution, as
opposed to more expensive (less liquid) individually tailored insurance contracts.
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longer than this are most likely the result of the damage created by the lack of insurance,
rather than the direct effect of the external shocks).  But the required insurance is only a
fraction of this shortfall since all that is needed is that these resources be lent, not
transferred. If we conservatively assume that the average (shadow) spread on Chilean
external debt rises by 600 basis points, the required insurance is effectively 300 millions
per crisis year (with the loan commitment or credit line). Gathering all these factors puts
the fair price of full-insurance at around 60 millions a year. Of course prices for this type
of insurance are never fair, but the point of this “back-of-the-envelope” calculation is that
the amounts involved are not large.


The mapping from the above to the size of the contingent bond issues required depends
on the slope of the contingency, amount of insurance required (full insurance is highly
unlikely to be optimal), and other design issues.  Of course, the benchmark bond should
represent only a small fraction of the total amount, as hopefully the private sector will
follow behind. But it cannot be too small either, since it needs to be liquid enough from
the outset.


All of the above refers to the insurance between foreigners and domestics, but there is
also a need to create a substantial amount of domestic insurance. Large corporations with
better access to international financial markets should be able to profit from arbitraging
their access to smaller domestic firms, rather than move inward to borrow in the domestic
markets during time of distress, as it happened in the recent episode. Probably the
domestic banking system is the natural institution to administer this side of the contingent
strategy, which would probably require regulatory changes to accommodate this new role
without causing undesirable domestic credit crunches as the index moves around.


The question arises on whether the development of such contingency has any obvious
advantage over the admittedly simpler strategy of “internationalizing the peso;” that is, of
placing abroad bonds denominated in Chilean pesos. This is the strategy currently being
pursued, with the support of a recent World Bank issuance for US$ 105 million.20 In my
view, while the shocks indexing the contingency will in all likelihood put pressure on the
exchange rate, and hence the peso-bonds serve a role similar to the contingent
instruments I have proposed, there is a clear disadvantage in them: The Chilean
authorities largely control the value of the peso, and therefore this contingency is unlikely
to appeal the insurers (or bond holders) as much as an exogenous contingency. Moreover,
and somewhat paradoxically, a peso-denominated bond may not only be subjected to a
higher premium due to the risk of Central Bank’s manipulation of the exchange rate, but
it may also not prove a very effective insurance mechanism if, for example, the
authorities decide to dampen an exchange rate depreciation that is risking an inflation
target (see previous section).21


                                                          
20 The bond was floated in May 31, 2000, for an amount of $55,000 million of Chilean pesos. The bonds
have 5 years of maturity (to be repaid on June 4th, 2005),  a coupon of 6.6%, and are indexed to Chilean
inflation. Most of the issue was acquired by Chilean institutional investors (75%), while the rest was placed
among international investors.  Chase Manhattan International Ltd, New York, acted as director bank.
21 The so called “fear of floating” (Calvo and Reinhart 2000).  In principle, one could think of an optimal
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The disadvantage of the contingent bond, on the other hand, is that it is more difficult to
implement and hence the risk of not finding the market for it is non-negligible. It will
require careful planning not to design an instrument that it is difficult to comprehend, or
whose contingencies are not fully transparent. The experiences of previous placements of
commodity-indexed bonds should be studied carefully, and a few references to these
experiences are summarized in Box 2 below.  Several firms experimented with
commodity-indexed bonds in the 1980s, but most seem to hedge commodity price
volatility using the options markets.  Commodity producers generally have focused on
minimizing downside risk and have been reluctant to hedge away the benefits of price
increases.22


There are also plenty of lessons to learn from the recent securitization of catastrophe-
insurance contracts in the US.  Box 3 describes the instruments employed by the
insurance industry in recently attempting to hedge catastrophe risk through capital
markets. The obstacles faced by the first placements of these instruments were plentiful,
ranging from investor’s lack of understanding of their contingencies to the legal obstacles
to overcome due to, for example, the great confusion on whether to classify these
instruments as bonds or insurance, and hence on deciding which institution should
regulate them. Another lesson from the catastrophe risk experience is that these bonds
will probably pay a significant premium early on, but this premium should come down
rapidly as well.23 Since this declining path creates a natural incentive for a “war-of-
                                                                                                                                                                            
amount of external peso debt so that the moral hazard problem is exactly offset by the fear of floating effect.
In practice, such mechanism may introduce significant policy uncertainty to investors.
22 Magma Copper exercised an option to call its copper-indexed junk bonds in late 1991 as the price of
copper increased in order to eliminate higher coupon rates.  Since then, the company has focused
exclusively on setting a price floor with put options.  See Appendix A.I below for more detail.  In the case
study on United Copper Industries, the company appeared reluctant to hedge in a manner that it would later
regret if copper prices increased markedly.  See Appendix A.II for an extended discussion.  Sunshine
Precious Metals ultimately defaulted on its silver-indexed bonds in 1991, converted them into another series
of silver-indexed bonds, and then retired them in 1993 as silver prices started to rebound. This final case is
described in Appendix A.III.
23 The first cat-bonds were placed in 1997 and initially paid a premium over nine times the expected loss.
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attrition” in the private placement of these bonds, it reinforces the conclusion that the
process needs to be started by the Chilean authorities or an IFI.24


                                                                                                                                                                            
By 1999, that premium had steadily declined by nearly forty percent.
24 There is also some evidence that CAT-Options paid a lower initial excess-premium than CAT-Bonds. See
Cummins, Lalonde and Phillips (2000).


V. Final Remarks


There is no reason to stop at financial markets. Once the contingent index has been
created, many contracts can naturally arise indexed to it. As the U.F. (unidad de fomento
– an inflation index) once removed much of the uncertainty created by high and unstable
inflation to microeconomic agents, the new contingency may be institutionalized to do
something similar with the uncertainty that financially amplified external shocks
generate.  For example, labor markets -- minimum wages and temporary contracts --
could be indexed to the contingent index to ease firms’ financial difficulties during
external crises. The structural fiscal surplus could similarly be indexed to free financial
resources to the private sector during those times.


Finally, it is important to consider regional interactions. It may well be worth giving up
some of the specific tailoring of the instrument to the Chilean needs, for a much more
liquid contingent bond that includes other advanced emerging economies of the region,
such as Argentina, Brazil and Mexico.  Or perhaps even search for other co-issuers
beyond Latin America, with contingency needs not too distant from those of Chile.
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Box 2: Examples of
Commodity-Indexed Bonds
Bonds with warrants on the issuer’s shares
have become fairly common financial
instruments, while bonds embedded with
options on commodity prices are relatively
rare.  These commodity-indexed bonds have
generally been attractive to investors that
would like to participate in commodity
options but cannot for regulatory or other
reasons purchase directly.  While these
instruments can be quite complex, in all
cases they can be broken down (and thus
valued) as the sum of fairly standard
securities.  Some recent examples include:


Oil.
In 1986 Standard Oil of Ohio created an
issue of Oil Indexed Notes where the
principal payment was a function of oil
prices at maturity.  The holder of a 1990
note received -- in addition to a guaranteed
principal amount – the value of 170 barrels
of Light Sweet Oklahoma Crude Oil with a
price floor at $25 and price ceiling at $40.
Investors essentially held standard four-year
bond while being long in a call option with
exercise price of $25 and short in a call
option with exercise price at $40.  The
Mexican state oil company PEMEX also
issued bonds in 1973 including a forward
contract on oil


Copper.
In 1988, Magma Copper issued $200
million of 10-year junk bonds with quarterly
coupon rate was indexed to the average
copper price.  While the coupon rate was
fixed at 18% for the first six months, it was
indexed thereafter to average copper prices
in the preceding quarter.  This rate had both
a ceiling at $2 of 21% and a floor at $.80 of
12%.  Magma president J. Burgess Winter
said “I don’t mind expensive money if the
copper price stays high.”  Embedded in this
10 year bond are 40 options on the copper
price with maturities staggered from 3
months to 10 years.  United Copper


Industries also issued copper- indexed
bonds.  See the boxes below for more detail.


Silver.
Sunshine Mining issued bonds in 1980 due
in 1995 and 2004 incorporating an option on
silver.  At maturity or redemption, each
bond was payable at the greater of $1000
and between 50 and 58 ounces of silver.  If
the indexed principal amount is greater than
$1000, the company had the right to deliver
silver to bondholders in satisfaction of the
indexed principal amount.  The coupon rates
on these bonds varied from 8 percent to 9.75
percent.  These bonds also had sinking fund
covenants requiring the company to call a
fraction of the original indenture and an
option of recall by the company.


Natural Gas.
In July 1988 Forest Oil proposed a 12-year
issue of Natural Gas Interest Indexed
Debentures.  This note was intended to pay
a base coupon rate every 6 months plus 4
basis points for every $0.01 by which
average gas spot price exceeds $1.76 per
million BTUs.


Oil and Currency.


Smith (1995) discusses the feasibility of
issuing an oil interest-indexed dual currency
bond.  A five-year bond would pay a
semiannual coupon of two barrels of Sweet
Light Crude with a price floor of $34 and
principal of 140,000 yen at maturity.  This is
simply a standard five-year coupon bond
plus 20 call options having an exercise price
of $17 with staggered maturity and a five-
year forward contract on yen with an
exercise price of 140 Yen/$.
___________________________________
Source: Smith and Smithson (1990), Smith
(1995) and SEC 10K filings of Magma
Copper and Sunshine Mining
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Box 3: The Catastrophe
(CAT) Securities Market
Experience
The pooling of catastrophe risk is still in the
early stages of development despite the
marked increase in catastrophe insurance
over the last two decades.  While
prospective event losses could easily exceed
$50 billion, the total capital and surplus of
the U.S. insurers is only about $240 billion.
The insurance industry has historically tried
to reduce exposure to such risk through
reinsurance contracts with separately
capitalized firms, but   reinsurance capital
has been extremely limited and is largely
insufficient to finance exposures in the US,
let alone the rest of the world.  This has
prompted insurers to look to other investors
in order to finance catastrophe risk.  Capital
markets plausibly represent a solution as the
$50-$100 billion in industry exposures that
could be financed are about equal to a
normal day’s fluctuation in equity markets.
As these risks are “zero-beta” events, they
potentially provide a new source of
diversification for investors.


CAT Bonds and Notes.


Guy Carpenter, J.P. Morgan and other
institutions have recently issued “act-of-
God” bonds as a source of financing for
insurance companies.  These instruments are
subject to reductions in principal in the
event of a catastrophe loss to the insurer.
As these types of risks are acts-of-God not
subject to manipulation, they do not suffer
from severe adverse selection or moral
hazard problems.  These bonds traded at
substantial spreads, however, almost 10%,
above Treasuries of similar maturity.


In 1997-98 USAA issued $400 million of
these bonds contingent on losses exceeding
$1 billion over the next 12-18 months.


Investors were liable for 80 percent of the
first $500 million in losses, with USAA
taking a 20 percent stake to reduce any
remaining agency problems.  These bonds
have yielded between 275-575 basis points
over LIBOR depending on the principal
protection purchased.


This issue has been a remarkable success
and was actually oversubscribed, and
demonstrated a willingness by investors to
bear risk equivalent to industry losses
exceeding $25 billion.  The success of this
issue set the stage for later issues covering
earthquake exposure in California and
Japan.  Approximately $1 billion of
catastrophe bonds was issued in each of
1997 and 1998.


Nationwide Mutual recently issued $400
million in contingent surplus notes.
Investors purchase US Treasury bonds but
the company has the right to liquidate these
bonds in exchange company notes in event
of catastrophe.  This instrument infuses the
company with cash when times are bad and
pays investors a premium over a normal
Treasury.


Overall, there have been about 20
catastrophe bond issues with proceeds
totaling about $3 billion, compared to about
$120 billion in annual volume on the
international reinsurance market.  There is
evidence that they are gaining acceptance by
the investment community.  The first cat-
bonds placed in 1997 initially paid a
premium over nine times the expected loss,
but two year later that premium had steadily
declined by nearly forty percent.


One important issue with CAT bonds is that
investors are not only taking on catastrophe
risk but also credit risk when buying these
instruments, implying that adverse selection
and moral hazard problems could limit their
usefulness to companies seeking to hedge by
significantly raising their cost.
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CAT Options.


The Chicago Board of Trade (CBOT)
introduced catastrophic loss futures in 1992,
but withdrew these contracts in 1995 due to
a lack of interest by investors.  Currently the
exchange trades call option spreads on nine
catastrophe indices constructed by Property
Claims Services (one national, five regional
and three state).   However, these options
trade less frequently than other options at
the CBOT and less than $100 million has
been placed in any quarter in these
instruments.  While agency issues
mentioned above are ameliorated through
the use industry index (in contrast to CAT
bonds), this creates basis risk for the


company making these options less useful as
a hedging instrument.


Despite this recent success, there remains a
great deal of uncertainty about the
assessment of catastrophe risk, the lack of
standardization in measuring losses, and the
absence of an institutional structure for
disaster securities.  These markets are
generally not very liquid and investors
demand compensation for this risk.
Competition from the reinsurance market as
well as the tax and accounting advantage of
reinsurance are hurdles for further
development of CAT securities markets.
_________________________________
Source: Froot (1999); Cummings Lalonde,
and Phillips (2000)
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Appendix A.I: Hedging at
Magma Copper
Magma Copper Company was a fully-
integrated producer of electrolyctic copper
and was one of the largest US producers in
the later 1980s and early 1990s.25  The
company owned and operated copper mines
at San Manuel, Superior, and Pinto Valley
and owned a mine in Peru through its
Tintaya subsidiary.


The copper prices established on the two
major metals exchanges - The Commodity
Exchange, Inc. (Comex) in New York and
the London Metal Exchange (LME) -
broadly reflect the worldwide balance of
copper supply and demand.  The
profitability of Magma’s operations was
obviously largely dependent upon the
worldwide market price for copper.  A $0.01
per pound change in the average price
realized for the company's 1994 output
would have affected pre-tax income by an
estimated $6.0 million.


As illustrated in the table below, copper
prices have historically been subject to wide
fluctuations and are affected by numerous
factors, including international economic
and political conditions, levels of supply
and demand, the availability and cost of
copper substitutes, inventory levels
maintained by copper producers and others
and, to a lesser degree, inventory carrying
costs (primarily interest charges) and
international exchange rates. 26


                                                          
25 BHP Minerals acquired the company in 1996.


26 The table of pertinent copper industry data contains
Comex high, low and average copper prices per pound
and illustrates the historic volatility of copper prices.
Price data are given for the Comex standard-grade
copper contract for the years 1985-1989.  Thereafter,
prices are given for contracts for delivery of high-grade
copper cathode, which replaced the standard-grade
contract effective January 1, 1990.


Magma had instituted a copper price
protection program to ensure, regardless of
the copper price, adequate cash flow for the
completion of several major capital projects
that are important to its future.  These
projects, Tintaya, Kalamazoo and Robinson,
were intended to increase Magma's
production and ore reserves and reduce
overall cost per pound.  The program
included hedging using either the purchase
of copper price put options or forward sales
of copper at a fixed price depending on
copper market conditions including price
and volatility.


Copper Price (1 lb.)
High Low Average


1985 $0.66 $0.56 $0.61
1986 $0.69 $0.57 $0.62
1987 $1.46 $0.60 $0.78
1988 $1.63 $0.88 $1.15
1989 $1.59 $1.00 $1.25
1990 $1.38 $0.96 $1.19
1991 $1.20 $0.96 $1.05
1992 $1.16 $0.94 $1.03
1993 $1.07 $0.72 $0.85
1994 $1.40 $0.78 $1.07


Due to these hedging strategies, Magma's
average copper price realized was nine cents
per pound greater (94 cents versus 85 cents)
than the average Comex price for 1993 and
was nine cents per pound lower (98 cents
versus $1.07) than the market price in 1994.
With the recent purchase of Tintaya, and
construction of the Kalamazoo and
Robinson mines, the copper price protection
program was extended into early 1997.  In
contrast to 1994, which included a
significant amount of forward sales entered
into at the end of 1993, the program for
1995 and 1996 consists almost entirely of
copper price put options which lock in a
copper price floor and operating cash flow
while retaining the upside potential of
higher copper prices.
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As a result of this program, which created a
copper price floor of 87 cents and 93 cents
for 1995 and 1996 respectively, Magma felt
confident that is would be able to complete
its strategic growth opportunities with
moderate outside financing and maintain its
strong financial position and flexibility.


In the 1980s, the company had experimented
with commodity-indexed bonds as a means
of hedging risk created by volatility in
copper prices.  Magma issued $210,000,000
of 10 year Copper Interest-Indexed Senior
Subordinated Notes in 1988 – junk bonds
underwritten by Drexel Burnham Lambert.
The Copper Notes paid an 18 percent
quarterly coupon rate for the first six
months and then had the coupon indexed to
the average copper price according to the
table below.


When the average copper price applicable to
an interest payment was $ .80 per pound or
less, and the company's interest coverage
ratio was less than 1.5 to 1 for the most
recent fiscal quarter ending, Magma had the
option to pay 50% of such interest by
delivery of additional Copper Notes ("Pay-
in-Kind Notes") in principal amount equal
to the amount of such interest.


Quarterly
Coupon Rate


Average Copper
Price (1 lb.)


21% $2.00 or above
20% $1.80
19% $1.60
18% $1.40
17% $1.30
16% $1.20
15% $1.10
14% $1.00
13% $0.90
12% $0.80 or below


The Copper Notes were redeemable at the
option of the Company at any time or from
time to time on or after November 15, 1991,
but only in increments described in the
indenture.


Commencing on November 15, 1992 and on
each November 15 thereafter, the holders of
the Copper Notes had the option of
requiring the company to repurchase, for
cash, or in certain circumstances, for new
debt securities, Copper Notes in principal
amount equal to 15% of the principal sum at
100% of the principal amount plus accrued
interest.


If the average copper price for the preceding
eleven-month period is $ .80 or below per
pound the Magma had the right to offer to
holders in lieu of cash an equal principal
amount of Senior Subordinated Notes due
1998 with a fixed interest rate such that in
the opinion of two nationally recognized
investment banks chosen by the company
the new notes would have a bid value of
101% of their principal amount.


The indenture pursuant to which the Copper
Notes were issued contained, among other
limitations, limitations on the payment of
cash dividends and distribution on, and
repurchases of the company’s capital stock.


Moody’s initially rated these bonds as “B1”
but raised the rating to “Ba3” in December
1991 as the company lowered its costs and
reduced its debt levels.


As copper prices rebounded from their low
levels of the 1980s, the interest rate on these
bonds steadily climbed.  As Magma became
confident that prices would remain steady
through the 1990s, the company eventually
decided to retire the bonds in to lower
interest expense.


In December 1991, there was a defeasance
of the Magma's Copper Notes.  The
company gave notice of the redemption to
the holders of the Copper Notes on
December 31, 1991. The company sold
$200,000,000 of 12% Senior Subordinated
Notes (12% Notes) due 2001, and
irrevocably deposited the proceeds and
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additional funds into a trust.  As provided
for under the Copper Notes indenture
agreement, the notes were redeemed at
108% of the principal amount thereof plus
accrued interest on January 31, 1992.


___________________________________
Source: SEC 10k Filings of Magma
Copper.
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Appendix A.II: Hedging
Commodity Price Risk at
United Copper Industries
(UCI)


United Copper Industries Inc. was formed
in a merger from two smaller copper
companies: Mesa Copper Industries and
Canyon Copper Corporation in 1976.
Following this merger a number of other
copper mines that were in poor shape were
acquired in the USA and Canada, mostly
financed via small equity issues. However,
following a proposal from the group's lead
investment bank, the company also entered
into a number of limited partnerships in the
early 1980s for its more mature mines.
Limited partnerships were a tax-efficient
way of passing income to investors.
Exploration and development had not been
ignored either, and the company formed a
joint venture with a Vancouver-based
exploration company to develop the find it
had discovered in the Yukon. To finance its
share of the partnership, UCI issued a 4.5
per cent copper-index note, together with a
placing of common shares and a warrant
issue.


Following these developments, UCI was
now in the top five copper producers in
North America. Its shares were now actively
traded on the American Stock Exchange and
it sought to realize its potential. The
company had set itself a set of clear
strategic goals to be realized over the next
five years.
It aimed to become the third largest
producer of copper in North America. This
probably would entail a number of
significant acquisitions in mining, in the US,
Canada, but above all in Mexico, given the
high potential of that market. UCI
considered a presence in that market would
facilitate sales and the negotiation of long
term contracts with users. In this regard, the


Upland project was an important plank in
the firm's strategy.


To be successful, the Board considered that
sound financial practice and protection from
a downturn in copper prices were essential.
As a rider, the company considered it was
not in the business of speculating on copper
prices and hence, taking a view on short-
term demand.


The primary business of UCI was copper
mining and the production of refined copper
cathodes or wirebars. The company also had
an exploration division that had bought
licenses to seek out reserves in promising
geological areas. As mentioned earlier, the
company was not against using its expertise
in joining with other companies to exploit
discoveries. At the moment, the company
operated five mines, the two that came from
the initial merger and three, smaller mines
acquired thereafter. One of these was due to
close in the near term, having nearly
exhausted the deposit. Only if copper prices
rose significantly would it pay the company
to continue to exploit the poor quality ore
and a decision to close was probably
imminent. As a result, UCI's output was
likely to fall in the near term. The Canadian
joint venture was not expected to start
producing significant quantities of copper in
the coming financial year. The company
also had yet to decide whether to proceed
with its Upland project, which would more
than replace the closure. Upland had great
potential, but would require a significant
investment and it would be three to four
years before the first revenues were
generated from the project. It would also
only be viable if copper prices remained
reasonably buoyant and above the
US$1400/ton level.


The volatility of the copper price meant that
UCI had over the years favored hedging
some of its output. Since introducing the
decision to hedge, the firm had expanded
the ways and means it had used to eliminate
the commodity price risk from its
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production. The company produced just
over 400 000 tonnes per annum. The firm
had initially just hedged the immediate
production when the outlook seemed to
justify it. However, it had gradually
extended its approach to having rolling,
five-year output targets and a long-term
view on the copper price.


Equity analysts who followed the stock
considered the company's hedging program
to be one of the prime reasons for investing
in its shares. The company was often
compared favorably with other mining
companies for the relative stability of its
earnings and cash flow.  In 1997, however,
due to the increase in share capital the
previous year (1996) and the downturn in
the industry that started in year (1995), the
company had been forced to reduce its
dividend from the long-run 60 cents a share
to 48 cents - a reduction that had led to
much adverse analytical comment and a
dive in the share price. Senior management
was keen to avoid a repetition of the
problem in the future.


The current tools used by the firm to hedge
its price risks mostly involved forward and
futures contracts. The firm had hedged a
very small quantity of its output using
options and had also received a number of
proposals to use commodity swaps for a part
of its production, but had not - as yet -
undertaken any transactions of this type. On
the liability side, as mentioned earlier, it had
issued a copper-indexed note at a time when
these were fashionable.


The company particularly liked forward
contracts and used these as the basic means
by which its price risks were being hedged.
The forward market was attractive in two
respects. First, the company could lock in
buyers to their output up to two years hence
and could plan where the delivery was going
to take place. Second, although the company
knew it was taking counterparty risk in
entering the agreement, it was in a position
to modify the standard terms and conditions


by mutual agreement. Nevertheless, because
of the problem of counterparty risk, less
than 10 percent of its annual production was
hedged this way. However, because of the
attractions, the company was always looking
at opportunities to increase its hedging via
fixed-price supply agreements.


The company also had a number of long-
term contracts with users out to a maximum
maturity of seven years, which amounted to
2 per cent of annual capacity in 1997.


UCI was an active hedger with copper
futures traded on the London Metal
Exchange (LME) and the New York
Commodity Exchange (Comex). The firm
regularly sold futures against production.
Because of the market structure where
liquidity was concentrated in the nearby
months, selling contracts beyond six to nine
months was usually not feasible. To hedge a
given exposure, the company had to resort
to stack hedges and rolling hedging
positions forward - with all the basis risk
problems this entailed. The firm was, as was
to be expected, an active user of the market
and had large structural positions. This
required the company to post considerable
amounts in margin, both involving internal
cash resources and tying up borrowing lines.
To manage this activity, the central treasury
unit employed two dealers, plus three back-
up staff. Positions were monitored daily and
adjustments, based on market view and the
evolving production and demand outlook
were factored into any adjustments.
Currently, about 45 per cent of UCI's output
was hedged this way.


Whereas futures were used to manage the
bulk of the firm's price risks, both forwards
and futures fulfilled the same economic
function for the company. One of the
aspects UCI was keenest to examine in any
changes that might be contemplated was
ways to improve the firm's approach to
hedging. The Upland project offered just the
opportunity to re-examine the hedging
strategy. Furthermore, a number of banks
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were keen to promote a copper-linked
commodity swap as a solution. Others, such
as Phibro-Salomon, were interested in
selling the company long-dated over-the-
counter puts on the copper price.


The Upland mine project was situated in
Utah, in the Rockies in a find that offered
the prospect of recovering about 10 million
tons of copper over a 20-year period by
means of open-cast mining.


To bring the project on line, UCI would be
investing about US$100 million in site
clearing and preparation, mining equipment
and copper refining. As part of the project
analysis, UCI had prepared a series of long-
term forecasts on the copper price. These
are based on three scenarios: a bullish
increased demand forecast which the
company considered the most likely
(assigning it to a 0.6 probability in the
analysis) where the project had a NPV of
$39.3 million; a neutral forecast where
demand remained largely constant (given a
0.25 probability) with a NPV of $21.8
million; the bearish forecast (0.15
probability) with a NPV of $10.2 million,
envisaging a long-term decline in copper
demand.


For the three scenarios given above, the
Upland project would be profitable - as
measured by its net present value (NPV).
However, at prices just below US$1400/ton,
the project would be unprofitable.


The questions facing UCI's Board were,
first, whether the project's sensitivity to
copper and the break-even price were
acceptable in terms of future copper price
behavior. The Board was also concerned to
maintain the company's standing with
investors as a mining stock with a stable
profit record and a good dividend record
(particularly following the previous year's
debacle). The second issue was whether the
price volatility to an acceptable variability
in cash flow from the project.  Copper price
had been quite volatile and that relying on


the spot market might lead the company to
experience losses and suffer considerable
variations in cash flow from the project -
and hence profits - making it less attractive
to the firm, and to investors. An
examination of the forecasts showed that the
impact of the copper price on the annual
after-tax cash flow during the maximum
extraction phase.


The president felt that the Board would take
the view that there were definite attractions
in reducing the downside risk on the
investment, especially since a fall in the
copper price would also affect other parts of
the firm at the same time. Other alternatives
that were available for operational or
financial hedging of the Upland project had
already been proposed. As mentioned
earlier, some of these had already been used
by UCI but the company was exploring
other, as yet untried, methods which might
be more appropriate in the context of the
firm's expansion. The alternatives under
consideration were:


Enter into a long-term supply contract at a
fixed price with a consumer;


Sell forward the copper for an agreed
period. One investment bank's proprietary
product that is available to UCI is known as
a flat-rate forward where the contango (or
the difference between the spot and forward
price) was fixed regardless of maturity.
Another product, known as a spot deferred,
is a forward contract with a floating copper
price and no fixed delivery date. It provides
more flexibility than a conventional forward
contract but without the upfront cost of
using an option;


Enter into a commodity swap where UCI
would receive a fixed price for a given
quantity of copper against paying a variable
price. The effect would be to synthetically
create a fixed selling price;


Hedge the position by using copper futures.
This would require the setting up of a stack
hedge since futures prices do not extend
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beyond about three years. However, lack of
liquidity in the longer contracts means that
only the shorter-dated contracts would prove
practical;


buy a series of copper puts. These would
need to cover output over a given period and
- as a way of saving money - these could be
Asian-style (that is, average rate options
over the exercise period).


All the above measures could be used to
hedge its exposure fully or partially and
could be used in tandem. So UCI could both
use a commodity swap and buy copper puts
if this provided the best alternatives.


The company knew that any hedging
decision potentially meant giving up on the
upside for the copper price and he was
concerned that, given the firm's long-run
bullish assessment for copper, hedging -
despite its temporary weakness - might
prove to be the wrong decision. A decision
to hedge might then be something UCI
would regret.


The market uncertainty surrounding copper,
with the price see-sawing daily on the
commodities exchanges, did not make this
decision any easier. This unsettled behavior
made any `no action´ recommendation to the
Board even more problematical.  The
company also wanted to be cautious and not
add to the problem of the dividend that had
already caused so much external and
internal comment. However, locking in the
price now might leave the company exposed
to the charge that they had inappropriately
and unwisely hedged.


As part of the hedging strategy, the Board
had to consider how the new hedges should
be integrated with existing positions, the use
of new instruments ( in particular the
advantages of options), and extending the
hedging period for some of the group's
output with a commodity hedge.


The UCI case has looked at the issues
surrounding the hedging or insuring of a
strategic business decision and some of the
concerns that managers might have when
deciding whether to hedge - or not. As with
most business problems there are no hard-
and-fast rules for deciding when, what or
how to hedge. The issues are more complex
than in the first case where the benefit/cost
trade-off from the hedge-not hedge decision
for a single receivable is more
straightforward.


For UCI to hedge means guaranteeing a
price on the new project's output - and hence
profitability - but also means most likely
giving up some or all of the opportunity to
gain from future price increases. There are
also questions as to the risk appetite of the
firm and its shareholders and what they
would want UCI's managers to do. The
instruments available also seem less well
adapted to UCI's needs, or are costly. The
firm really requires a very long-term
hedging instrument. This is not readily
available and is likely to involve the
company in paying a premium for
protection. Providers are likely to impose a
significant premium if UCI seeks to trade
beyond the market's norm for risk
management products. Do-it-yourself
approaches, such as stacking hedges in
futures or dynamic replication, impose
significant costs in skill and management
time and, in the final analysis, may not
deliver the promised outcome.


___________________________________


Source:  Moles (1988)
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Appendix A.III: Hedging
Silver Price Risk at Sunshine
Mining Company


Starting in 1985, silver, oil and natural gas
suffered a prolonged period of low prices,
and, in February 1991, silver prices reached
a 17-year low.  At December 31, 1991,
silver prices were still depressed, with a spot
settlement price per ounce of silver as
reported by COMEX of $3.88. As a result,
the Sunshine Mining Company reported
consolidated net losses for each of 1985-
1991.  For the year ended 1991, the
company reported a net loss of
approximately $40.1 million.  The
company's operating losses and cash flow
deficiencies were likely to continue until
silver prices recover.  Accordingly, the
company began a financial restructuring
plan to reduce its debt burden and ensure its
future viability.


Pursuant to the restructuring plan, the
company sold substantially all of the
domestic oil and natural gas properties of its
other subsidiaries.  The net proceeds
received from this sale, after discharge of all
of outstanding indebtedness and payment of
the related costs of disposal, were
approximately $60.0 million.  Sunshine
Mining Company discontinued its
remaining oil and natural gas operations and
attempted to sell those assets.


On April 9, 1991, Sunshine Mining
Company completed a tender offer for its
Convertible Subordinated Reset Debentures
due 2008 (the Debentures).  Approximately
$51.8 million aggregate principal face
amount of the Debentures was tendered to
the Company in consideration of $600 cash
and 200 shares of its common stock, plus
accrued interest, per $1,000 aggregate
principal amount of each Debenture for a
total aggregate purchase price of
approximately $32.2 million cash and


10 million shares of common stock.  The
repurchased Debentures were utilized to
satisfy all future sinking fund obligations on
the Debentures.


Other than the Debentures the only other
outstanding consolidated indebtedness
consisted of the silver-indexed bonds issued
from 1980 to 1986.  These bonds were
obligations of its subsidiary, Sunshine
Precious Metals, and were not assumed or
guaranteed by its parent company.27  Due to
the continued depressed price of silver, the
operations of the subsidiary and the
payments of interest and principal on the
Silver Indexed Bonds were funded from
1988, primarily by the advancement of
funds from its parent company.


As of April 1991, the parent company
determined not to advance any additional
funds to its subsidiary for the payment of
future interest or sinking fund obligations
with respect to the Silver Indexed Bonds.
The non-payment by Sunshine Precious
Metals of interest or sinking fund
obligations with respect to any series of
represented an event of default under such
series. As a result, payment defaults
occurred on all series of Silver Indexed
Bonds.  The aggregate amount of accrued
and unpaid interest along with unpaid
sinking fund obligations as of December 31,
1991, was approximately $15.6 million for
all such series.


                                                          
27 Exploring a new strategy in diversifying commodity
price risk, subsidiary issued in 1980 four series of bonds
due in 1995 and 2004 that incorporated an option on
future silver prices.  At maturity or redemption, each
bond was payable at the maximum of $1,000 or the
market price of between 50 and 58 ounces of silver.
These bonds had stated interest rates ranging from 8%
to 9.75%, sinking fund requirements, an option of recall
by the company, and were collateralized by an interest in
the annual mining production of the Sunshine Mine.
The bond indentures contained certain restrictive
covenants applicable to Sunshine Precious Metals
including minimum net worth requirements and
limitations on the payment of dividends or other
distributions on its capital stock, purchases of treasury
stock and the issuance of additional silver-backed
securities.
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The parent and subsidiary believed that a
restructuring of the Silver Indexed Bonds
represented Sunshine Precious Metals only
viable plan for continuing operations unless
there is a significant rise in the price of
silver in the near term.  Accordingly, in
December 1991, the parent company
proposed an exchange offer whereby the
holders of the Silver Indexed Bonds would
receive $800 principal amount of a new
issue of silver indexed bonds of Sunshine
Precious Metals bearing interest at an
annual rate of 8% (the 8% Silver Indexed
Bonds), and shares of which have a market
value of $200 for each outstanding $1,000
face amount of Silver Indexed Bonds
tendered.   In addition, each tendering
holder would receive additional shares of
Sunshine Mining's common stock in
satisfaction of a portion of accrued and
unpaid interest.  Each $1,000 face amount of
8% Silver Indexed Bond would be payable
at maturity or redemption at the greater of
$1,000 or the specified average market price
of 85 ounces of silver.  Interest on the 8%
Silver Indexed Bond would be payable semi-


annually in cash or, at the option of
Sunshine Precious Metal and subject to
availability if certain conditions are met, in
shares of the parent company’s common
stock.  The 8% Silver Indexed Bonds were
redeemable in whole or in part at the option
of Sunshine Precious Metals at any time in
cash or shares of the parent company's
common stock at the indexed principal
amount together with accrued and unpaid
interest.


During 1993, the principal amount of
outstanding 8% Silver Indexed Bonds was
reduced from $57.2 million to $7.6 million
through various redemption transactions for
Sunshine Mining’s common stock.  As a
result of these transactions, the parent
company recorded a charge of $12.5
million, representing the loss on an induced
conversion, and an extraordinary charge of
$13.6 million relating to the redemption of
the remaining outstanding bonds.


___________________________________
Source: SEC 10K Reports of Sunshine
Mining.
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Abstract: Given conflicting theoretical predictions about the impact of stock markets and
banks on economic growth, this paper empirically evaluates this debate.  The results
emphasize the growth-enhancing role of stock markets and banks.  Chile is clearly an
outlier; it has less liquid stock markets and lower levels of banking development than
other rapidly growing countries.  The paper then compares Chile’s commercial bank
regulatory and supervisory system with other countries and highlights some areas worthy
of further study.


* We thank Veronica Mies for obtaining historical data on commercial bank regulations
and supervisory practices in Chile.







1


I. Introduction


Nobel Prize winners sharply disagree about the role of the financial sector in


economic growth.  In a collection of essays by the “pioneers of development economics”


– including three winners of the Nobel Prize in Economics, finance is not even discussed


(Meier and Seers, 1984).  Similarly, Nobel Laureate Robert Lucas (1988) dismisses


finance as a major determinant of economic growth.  Building on prescient insights by


Bagehot (1873), Schumpeter (1912), Gurley and Shaw (1955), Goldsmith (1969), and


McKinnon (1974), however, a new wave of research indicates that financial systems play


a critical role in stimulating economic growth (Levine, 1997).  Moreover, recent work


suggests that both stock markets and banks independently influence growth (Levine and


Zervos, 1998).  Thus, unlike more dismissive views of the finance-growth nexus, Nobel


Laureate Merton Miller (1998, p. 14) recently remarked, “... that financial markets


contribute to economic growth is a proposition almost too obvious for serious


discussion.”


There are shortcomings, however, with recent empirical investigations of the


impact of stock markets and banks on economic growth.  Research either uses pure cross-


country analyses that do not account for possible biases induced by endogeneity and


omitted variables (Levine and Zervos, 1998).  Or, researchers use complex, hard to


interpret panel estimates without focusing on the potential influence of outliers (Rousseau


and Wachtel, 2000; Beck and Levine, 2001).  As we will see however, identifying and


studying outliers is important, particularly in the case of Chile.  Furthermore, most


studies use data through the mid-1990s and therefore do not capture the financial and


economic disruptions of 1998.  To provide a balanced assessment of the connection
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between economic growth and both stock market and bank development however,


researchers should incorporate data on the recent financial crisis.


The first part of this paper addresses some of the shortcomings with existing work


on stock markets, banks and economic growth while focusing on Chile.  Specifically, we


extend the pure cross-country analyses through 1998 to include the initial impact of the


financial crisis and also examine the importance of outliers on the results.  We


complement these cross-country regressions with panel techniques to control for a variety


of statistical biases.  Furthermore, we document how Chile fits into these analyses and


highlight distinguishing characteristics about Chile’s finance-growth experience.


The results emphasize the growth-enhancing role of stock markets and banks and


document unique aspects of Chile’s experience.  Subject to some qualifications, stock


markets and banks each exert an independent, positive influence economic growth.


Endogeneity, omitted country factors, macroeconomic policies, and outliers do not drive


these findings.  Furthermore, the pure cross-country regressions and the panel procedures


produce consistent results.  Chile is an outlier, however.  Chile has remarkably large


stock markets as measured by the ratio of market capitalization to Gross Domestic


Product (GDP).  Just as remarkably however, Chile’s equity markets are surprisingly


illiquid as measured by the value of transactions as a share of market capitalization (or as


a share of GDP).  Since the link between stock market development and growth runs


through liquidity and not through size, Chile stands out as a country with an inactive


equity market that has managed to grow quickly.  Similarly, though less dramatically,


Chile’s economic growth rate is more rapid than that predicted by its level of banking


development, which is measured as bank credit to private enterprises as a share of GDP.
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Chile’s level of financial development – as measured by stock market liquidity and bank


development – is lower than the level of financial development associated with other very


rapidly growing economies, such as Taiwan, Hong Kong, Thailand, Singapore, and


Malaysia.  Nevertheless, the estimated growth-finance relationship remains strong and


positive even when omitting outliers, using panel techniques that eliminate country-


specific effects, and controlling for a variety of growth determinants.


Given that finance promotes growth and Chile has lower levels of financial


development than other rapidly growing countries, this paper motivates an inquiry into


the legal, regulatory, and policy factors that may impede stock market and bank


development in Chile.  Specifically, one of the noteworthy findings to emerge from part


one of this paper is that Chile has comparatively illiquid markets.  Since stock market


liquidity is important for long-run economic success, Chile needs to better understand the


impediments to trading on the stock exchange.  Just as importantly, bank development


exerts a positive impact on economic growth.  Part one of this paper motivates an


analysis of whether Chile can boost bank development and hence economic growth by


improving commercial bank regulation and supervision.  The current form of Chile’s


commercial bank regulation and supervision was largely shaped as a reaction to its crisis


in the 1980s.  Due to the recent construction of a unique international dataset, now may


be a good time to reassess regulations and supervisory practices.


The second part of this paper (a) reviews the connections between bank


development and commercial bank regulation and supervision and (b) assesses how Chile


compares internationally.  Specifically, Barth, Caprio, and Levine (2001a) assemble a


large cross-country dataset on supervisory and regulatory practices.  They then examine
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what regulatory and supervisory practices best support bank development and stability


(Barth, Caprio, and Levine, 2001b).  In this paper, we take the Barth, Caprio, and Levine


(2001a,b) data and findings and then identify where Chile stands in the cross-section of


countries.  By documenting those commercial bank regulatory and supervisory practices


that have led to success in other countries and juxtaposing it with current practices in


Chile, this should foster informative discussions.  In conducting these analyses, we were


able to obtain information on commercial bank regulations and supervisory practices in


Chile during 1987-90 period.  Thus, we document recent changes in regulations and


supervision to see how the direction of change in Chile corresponds with successful


international practices.


The results demonstrate the importance of bank regulatory and supervisory


strategies that emphasize private sector monitoring, competitive banking markets, and


sound incentives.  International comparisons highlight important features of Chile’s bank


regulatory and supervisory system that may deserve further attention. In terms of broad


measures of the extent to which the regulatory structure encourages and facilitates the


ability of private sector creditors to monitor banks, Chile is slightly below average for all


upper-middle income countries.  This is relevant since Barth, Caprio, and Levine (2001b)


show that regulatory structures that promote private sector monitoring of banks tend to


boost bank development.  In terms of competitiveness, Chile imposes comparatively tight


restrictions on banks engaging in non-traditional activities and it has been extraordinarily


reluctant to grant new banking licenses.  The evidence suggests that restrictions on bank


activities and entry hurt banking sector performance.  Furthermore, Chile grants


comparatively generous deposit insurance.  The evidence suggests that overly generous
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deposit insurance augments bank fragility (Demirguc-Kunt and Detragiache, 2001).  In


terms of changes over the last decade, Chile has importantly strengthened capital


regulations and official supervisory power, but it has maintained a generous deposit


insurance regime, tight controls on bank activities, and it has not boosted regulations that


facilitate private sector monitoring of banks.  In sum, these comparisons highlight areas


that might deserve further attention from policy makers in Chile.


The careful reader will ask, what about stock markets?  The first part of this paper


motivates an inquiry into the laws, regulations, and policies underlying both markets and


banks.  We only study bank regulations.  We do this because we have detailed data on


bank regulation and supervisory practices around the world from Barth, Caprio, and


Levine (2001a,b).  We do not, however, have detailed data on stock market regulation


around the world.  We are currently in the process of filling this hole and plan to examine


the sources of Chile’s stock market illiquidity in future research.  Here, we examine bank


regulations and not stock market regulations because of data limitations, not because the


data suggest that banks are more important than markets (Beck and Levine, 2002; Levine,


2001).


We need to make two additional caveats before continuing.  This paper’s two


parts are logically connected.  Since stock markets and banks influence long-run growth,


this helps motivate an inquiry into the regulatory determinants of well-functioning


banking systems.  Furthermore, since Chile has an under-developed financial sector


relative to its economic growth rate, this helps motivate an inquiry into the regulatory


factors influencing bank development in Chile.  However, the paper’s two parts are not


statistically connected.  We do not estimate a structural model that traces the impact of
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bank regulation and supervision on bank development through to economic growth


because we only have cross-country data on bank regulation and supervision in 1999.


Finally, while we use international comparisons to draw broad implications about


finance and growth and to provide useful information to policymakers in Chile, there are


serious limitations to our analysis.  The broad, cross-country regressions – both the pure


cross-sectional and panel analyses – are just that, broad cross-country comparisons.  We


control for many variables, but we may miss key factors shaping economic performance


in individual countries.  Thus, we can emphasize that Chile has comparatively illiquid


markets, tight regulatory restrictions on bank activities and bank entry, generous deposit


insurance, and weak rules encouraging private sector monitoring.  We can also emphasize


that these features tend to be associated with sub-optimal performance in a broad cross-


section of countries.  From these observations alone, of course, one should not


recommend policy reforms in Chile.  These observations do, however, highlight specific


regulatory and supervisory areas that might benefit from additional attention in Chile.


II. Stock Markets, Banks, and Economic Growth


This section discusses existing theoretical and empirical work and presents new


evidence on the connections among stock markets, banks, and economic growth.  We


also examine how Chile compares internationally in terms of the relationship between


stock markets, banks, and economic growth.  The next section then examines commercial


bank regulatory and supervisory policies and how they influence financial development.


A. Theory
Theory provides conflicting predictions about the impact of overall financial


development on growth and about the separate effects of stock markets and banks.  Many
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models emphasize that well-functioning financial intermediaries and markets ameliorate


information and transactions costs and thereby foster efficient resource allocation and


hence faster long-run growth [Bencivenga and Smith, 1991; Bencivenga, Smith, and


Starr, 1995; King and Levine, 1993a].  Similarly, financial market development may


accelerate economic growth by enhancing risk diversification and thereby encouraging


risk-averse investors to shift toward higher-return, projects.  Theory, however, also shows


that financial development can hurt growth.  Specifically, by enhancing resource


allocation and the returns to saving, financial sector development could lower saving


rates through well-known income and substitution effects.  Also, greater risk


diversification in some models lowers precautionary savings and therefore may lower


aggregate saving rates.  If there are externalities associated with capital accumulation,


this drop in savings could slow growth and reduce welfare.  Thus, theory provides


ambiguous predictions about the growth effects of financial development.


Theory also provides conflicting predictions about whether stock markets and


banks are substitutes, compliments, or whether one is more conducive to growth than the


other.  For instance, Boyd and Prescott (1986) model the critical role that banks play in


easing information frictions and therefore in improving resource allocation, while Stiglitz


(1985) and Bhide (1993) stress that stock markets will not produce the same benefits as


banks.  On the other hand, some models emphasize that markets mitigate the inefficient


monopoly power exercised by banks and stress that the competitive nature of markets


encourages innovative, growth-enhancing activities as opposed to the excessively


conservative approach taken by banks [Allen and Gale, 2000].  Finally, some theories
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stress that it is not banks or markets, it is banks and markets; these different components


of the financial system ameliorate different information and transaction costs.1


B. New Evidence on Stock Markets, Banks, and Economic Growth


1. Methodology


 Given the differing theoretical predictions about the impact of stock markets and


banks on economic growth, this section evaluates the debate empirically.  To assess the


relationship between stock market development, bank development and economic growth


in a panel, we use two econometric methods.


 First, we use a standard, pure cross-country growth regression.


 iiii Xyg εβα ++= '0, (1)


 Where, gi is real per capita GDP growth over the period 1975 to 1998 for country i,


yi,0 is the logarithm of initial real per capita GDP in 1975 for country i, Xi  represents


additional explanatory variables averaged over the period 1975-98 for country i


(including stock market development and bank development), and ε is the error term.


 There are well-known problems associated with the standard cross-country


growth regression.  There may be omitted country-specific factors that induce omitted


variable bias.  Standard regressions do not control for endogeneity so there may be


simultaneity bias. Also, the cross-country regression does not exploit the time-series


dimension of the data.  Nevertheless, simple cross-country regressions provide a simple


benchmark.  Moreover, theory focuses on long-run growth, which implies using low


frequency data.  To correct statistical problems with standard cross-country growth
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regressions however, researchers typically move to higher frequency data that may not


conform as closely to theory.


 Second, we use panel econometric methods to confront potential biases inherent


in the pure cross-sectional estimator.  Consider a general panel growth regression:


 tiititititi Xyyy ,,1,1,, ' εηβα +++=− −− (2)


 where y is the logarithm of real per capita GDP, X represents the set of explanatory


variables, other than lagged per capita GDP and including our indicators of stock market


and bank development, η  is an unobserved country-specific effect, ε is the error term,


and the subscripts i and t represent country and time period, respectively. Time dummies


are included in the regression, but omitted from the presentation.


 Arellano and Bond (1991) propose differencing equation (2) to eliminate the


country specific component:


 ( ) ( ) ( )1,,1,,2,1,2,1,1,, ')()( −−−−−−− −+−+−=−−− titititititititititi XXyyyyyy εεβα (3)


 This, however, introduces a new bias.  The new error term, ε εi t i t, ,− −1  is correlated


with the lagged dependent variable, y yi t i t, ,− −−1 2 .  Under the assumptions that (a) the


error term, ε , is not serially correlated, and (b) the explanatory variables, X, are


uncorrelated with future realizations of the error term, Arellano and Bond (1991) propose


a two-step GMM estimator. In the first step the error terms are assumed to be


independent and homoskedastic across countries and time. In the second step, the


residuals obtained in the first step are used to construct a consistent estimate of the


variance-covariance matrix, thus relaxing the assumptions of independence and


homoskedasticity.  The two-step estimator is thus asymptotically more efficient relative







10


to the first-step estimator. Rousseau and Wachtel use this difference estimator and annual


data to study the relationship between stock markets, banks, and economic growth.


 There are, however, shortcomings with this difference estimator.  First, the


difference estimator eliminates the cross-country relationship between financial


development and growth.  Second, in small samples, weak instruments can produce


biased coefficients. Finally, differencing may exacerbate the bias due to measurement


errors in variables (Griliches and Hausman, 1986).


 To reduce these shortcomings, we use an estimator that combines in a system the


regression in differences with the regression in levels [Arellano and Bover, 1995 and


Blundell and Bond, 1998].  The instruments for the regression in differences are the same


as above.  The instruments for the regression in levels are the lagged differences of the


corresponding variables.  We employ the system panel estimator to generate more


consistent and efficient parameter estimates than in Rousseau and Wachtel (2000). 2


 The consistency of the GMM estimator depends on the validity of the assumption


that the error terms do not exhibit serial correlation and on the validity of the instruments.


To address these issues we use two specification tests.  The first is a Sargan test of over-


identifying restrictions, which tests the overall validity of the instruments by analyzing


the sample analog of the moment conditions used in the estimation process.  The second


test examines the hypothesis that the error term ε i t,  is not serially correlated.  Failure to


reject the null hypotheses of both tests gives support to our model.
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2. Data


We analyze the link between stock markets, banks, and economic growth.  In the


cross-country regressions, we use up to 54 countries.  For the panel, data are averaged


over five 5-year periods between 1976 and 1998 data permitting.3 In the panel analyses,


we use 40 countries and 106 observations.  The difference in the number of countries


between the cross-country and panel investigations arises because in the cross-section


analysis we require countries to have a minimum of 13 observations.  For the panel, we


require that countries have observations for a minimum of four out of the five panels.


The theories we are evaluating focus on the long-run relationships between stock


markets, banks, and economic growth.  Thus, we use five-year averages rather than


annual data (Rousseau and Wachtel, 2000) to focus on longer-run relationships.


To measure stock market development we use the Turnover Ratio measure of


market liquidity, which equals the value of the trades of shares on domestic exchanges


divided by total value of listed shares. It indicates the trading volume of the stock market


relative to its size.  Some models predict countries with illiquid markets will create


disincentives to long-run investments because it is comparatively difficult to sell one’s


stake in the firm.  In contrast, more liquid stock markets reduce disincentives to long-run


investment, since liquid markets provide a ready exit-option for investors.  This can


foster more efficient resource allocation and faster growth [Levine, 1991; Bencivenga,


Smith, and Starr, 1995]. We also experiment with Market Capitalization, which equals


the value of listed shares divided by GDP. Its main shortcoming is that theory does not


suggest merely listing of shares will influence resource allocation and growth.  Levine
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and Zervos (1998) show that Market Capitalization is not a good predictor of economic


growth.  Our results confirm this finding.4


To measure bank development, we use Bank Credit, which equals bank claims on


the private sector by deposit money banks divided by GDP. This measure isolates loans


given by deposit money banks to the private sector.  It excludes loans issued to


governments and public enterprises.5


To assess the strength of the independent link between both stock markets and


growth and bank development and economic growth, we control for other growth


determinants.  We include the logarithm of initial real per capita GDP (Initial Income) to


control for convergence and the logarithm of initial average years of schooling


(Schooling) to control for human capital accumulation.  We also control for (i) the black


market premium, (ii) the share of exports plus imports to GDP (Trade), (iii) the inflation


rate (Inflation) or (iv) the ratio of government expenditures to GDP (Government


spending).


Table 1 presents data on financial development and growth over the period 1975-


98. There is a wide variation of bank and stock market development across the sample.


While Taiwan had a Turnover Ratio of 232% of GDP over the 1975-98 period, Nigeria


had a Turnover Ratio of only 1% of GDP. While Switzerland’s banks lent 141% of GDP


to the private sector over the 1975-98 period, Peru’s banks lent only 9% of GDP.


Similarly, while Chile and the Asian Tigers (Hong Kong, Korea, Singapore, Taiwan,


Thailand) enjoyed greater than 4% per capita growth on an average annual basis over the


1975-98 period, many countries experienced negative growth.  Table 1 also indicates that
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Chile, like South Africa, is a country with a large stock market (as measured by Market


Capitalization) but an illiquid market (as measured by the Turnover Ratio).


3. Cross-Country Results
Table 2 present pure cross-country, OLS growth regressions over the 1975-98


period.  The first regression includes the broad set of conditioning variables mentioned


above along with Bank Credit and the Turnover ratio.  The second regression is the same


as the first except that it includes Market Capitalization instead of the Turnover ratio.


The Turnover ratio and Bank Credit are positively and significantly related to


economic growth.  The Turnover ratio enters with a p-value of less than 0.01 and Bank


Credit enters with a p-value of 0.03.  The control variables also enter with expected signs.


For instance, initial income, government spending, inflation, and the black market


premium enter with negative coefficients, while trade and schooling enter with positive


coefficients.


The coefficients on the financial indicators are also economically large.  For


instance, a one standard deviation increase in Turnover would increase long-run per


capita growth by 0.7 percentage points per year (0.35*0.0189), which is large since


average per capita growth is only 1.9 points per year in the sample. The coefficients


suggest that if Chile increased its low level of Turnover from 0.07 to the level existing in


Thailand (0.70), then Chile would enjoy more than a full percentage point of extra per


capita growth per year (0.63*0.0189).  Similarly, a one standard deviation increase in


Bank Credit would increase per capita growth by 0.5 percentage points per year


(0.27*0.017), which is quite large since 17 percent of the countries grew more slowly


than this over the 1975-98 period.  If Chile increased its level of banking development







14


from its average level of 0.42 to the level in Thailand (0.59), Chile’s growth rate would


have jumped about 0.3 percentage points per year (0.17*0.017), which would have


virtually eliminated the growth gap between Chile (0.042) and Thailand (0.050).  While


these conceptual experiments are purely illustrative and should not be viewed as


exploitable elasticities, they do advertise the strong positive relationship between


financial development and economic growth.


Consistent with Levine and Zervos (1998), we do not find a strong relationship


between market capitalization and economic growth, as shown in regression 2 of Table 2.


While stock market liquidity (Turnover ratio) is positively and robustly associated with


growth, market size is not.  Banking sector development continues to enter with a


positive and significant coefficient.


We focus on outliers and Chile in particular.  Figure 1 provides a partial scatter


plot of growth relative to Turnover, which projects the multivariate regression plane of


equation (1) in Table 2 into the two dimensional space defined by growth and Turnover.


As shown, some countries do not fall neatly along the regression line.  In particular, Chile


and Denmark have much faster growth rates than that associated with countries with low


levels of stock markets liquidity (after controlling for many other growth determinants).


Some countries also have much slower growth rates than that predicted by the regression


line (South Africa, Jamaica, Philippines).  Korea and Taiwan are also outliers.


Figure 2 shows the partial scatter plot of growth relative to Bank Credit.  Again,


Chile enjoys faster growth than the regression line predicts.  More specifically, even after


controlling for many other growth determinants, Chile has experienced unpredictably


rapid economic growth relative to its level of banking sector development.
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When we remove the outliers from the regression, we still get a strong positive


relationship between growth and both Turnover and Bank Credit.  This is shown in Table


2 regression 3.  Thus, across countries, there is a strong, positive link between stock


markets, banks, and economic growth even after controlling for other growth


determinants and outliers.6


4. Panel Results
The dynamic panel results confirm that banking sector development and stock


market liquidity exert a positive influence on economic growth (Table 3). These results


are based on Beck and Levine (2001).  The dynamic panel results show that even after


controlling for simultaneity bias, country fixed effects, and the biases induced by


including lagged GDP per capita in the regression, financial development still has a


robust, positive relationship with economic growth.  Due to severe data limitations, we do


not simultaneously include each of the full conditioning information set in a single


regression.  As shown, we include the conditioning variables one at a time to demonstrate


the robustness of the results.


5. Discussion
The results strongly suggest a positive relationship between financial


development and economic growth.  Moreover, even after controlling for outliers and


including the initial years of the Asian financial crisis, we continue to find both stock


market liquidity and banking sector development are positively linked to long-run


growth.


Chile does not fit the regression lines very well.  Chile has much lower market


liquidity than other rapidly growing economies.  The other control variables included in
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the regression do not account for the disparity between low stock market liquidity and


fast growth in Chile.  Chile also has average bank development but has grown very


rapidly.  Again the other control variables included in the regression do not account the


disparity between average bank development and superior growth.  This may imply that


(a) the growth process in Chile is fundamentally different from other countries so Chile


should not be included in the analysis and the regression line should not be used to assess


growth in Chile, (b) the regression omits key variables, (c) the regression is mis-specified


along a different dimension, or (d) Chile will need to improve bank development and


stock market liquidity substantially to continue to enjoy exceptional growth in the future.


We cannot unequivocally distinguish among these possibilities.  Nevertheless, we do not


know of convincing reasons for believing that Chile is fundamentally different.  We do


not believe omitted variables drive the results because we confirm the results using an


assortment of control variables and after employing panel techniques that eliminate


country-specific effects.  While the estimated regression may be severely mis-specified


along some important dimension, we get remarkably similar results when using cross-


country regressions over long-time horizons, and when using panel techniques over five-


year intervals.  Thus, there is circumstantial evidence that Chile will need to enhance


financial sector performance to continue to enjoy the type of economic success it has


experienced over the last few decades.  Consequently, we turn our attention to tangible


ways to improve banking sector performance.


III. Bank Regulation and Supervision


As noted in the introduction, we examine bank regulation and supervision and not


stock market policies because Barth, Caprio, and Levine (2001a,b) have compiled a new
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dataset on bank regulation and supervision around the world.  We do not have a


comparable data set on policies toward stock markets.  Thus, the choice is driven by data


availability.  It is not driven by an assessment that banks are more important than


markets.  Indeed, although Chile has a notably under-developed banking system for its


rapid growth, the disparity between stock market liquidity and growth is much more


notable.  Furthermore, as emphasized in the introduction, we examine bank regulation


because banks are crucial to economic growth.  Thus, this section’s examination of bank


regulation and supervision is logically connected to the last section’s study of banks,


markets, and economic growth.  We do not, however, link the two sections statistically.


A. Data and Issues


This subsection briefly reviews the major theoretical and policy debates


surrounding key issues in the regulation and supervision of commercial banks.  We also


describe the data.  All of the data are taken from Barth, Caprio, and Levine (2001a,b).


They discuss the data in detail and also provide a more complete description of the


theoretical and policy debates.  This paper is different from the Barth, Caprio, and Levine


(2001a,b) analyses in that we focus on comparing Chile with other countries.


1. Bank Activity Regulatory Variables.
Researchers and policy makers disagree about the efficacy of imposing


regulatory restrictions on the activities of banks.  Many argue that restricting


banks from engaging in securities, insurance and real estate activities and


restricting their ability to own non-financial firms will reduce conflicts of interest,


reduce the ability of banks to assume excessive risk, and keep financial


intermediaries from becoming too large to supervise.  On the other hand, many
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hold that permitting banks to engage in a wide assortment of activities allows


them to exploit economies of scale and scope and thereby provide more effective


financial services.


Barth, Caprio, and Levine (2001a,b) measure the degree to which the national


regulatory authorities in our sample countries allow banks to engage in the


following activities.  Countries receive a value between 1 and 4, where 4 means


prohibited, 1 means allowed within the bank, 2 means allowed within a


subsidiary, and 3 means there are regulatory restrictions on the activity.


a. Securities Activities: the ability of banks to engage in the business of
securities underwriting, brokering, dealing, and all aspects of the mutual
fund industry.


b. Insurance Activities: the ability of banks to engage in insurance
underwriting and selling.


c. Real Estate Activities: the ability of banks to engage in real estate
investment, development, and management.


d. Banks Owning Nonfinancial Firms measures restrictions on the ability
of banks to own and control nonfinancial firms.


Restrictions on Bank Activities: includes restrictions on securities,
insurance, and real estate activities plus restrictions on the ability of banks to
own and control nonfinancial firms.  This variable is constructed by adding
the values of a, b, c, and d.


2. Competition Regulatory Variables.
Economic theory provides conflicting views on the need for and the effect


of regulations on entry into the banking sector.  A “Pigouvian” view holds that


governments overcome information problems, screen out bad banks, and


thereby reduce contagious and socially harmful bank failures.  Also, banks


with some monopolistic power may possess considerable franchise value that


enhances prudent risk-taking behavior [Keeley (1990)].  Alternatively, while
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there may exist valid economic reasons for regulating entry, some authors


argue that politicians and regulators use entry restrictions to reward friendly


constituents, extract campaign support, and collect bribes [Shleifer and


Vishny (1993) and Djankov, La Porta, Lopez-de-Silanes, and Shleifer (2001)].


Furthermore, an open, competitive banking sector may be less likely to


produce powerful institutions that unduly influence policymakers in ways that


adversely affect bank performance and stability.


We use an assortment of the Barth, Caprio, and Levine (2001a,b)


measures of regulatory impediments to the entry of foreign and domestic


banks.


a. Entry into Banking Requirements: measure the specific legal requirements
for obtaining a license to operate as a bank. These might be “prudent”
requirements, or excessive regulatory barriers, so it remains an empirical issue
as to their effects.


b. Fraction of Entry Applications Denied: measures the fraction of
applications denied.


(1) Foreign Denials: fraction of foreign applications denied.
(2) Domestic Denials: fraction of domestic applications denied.


3. Capital Regulations.
Bank regulators and supervisors frequently focus on capital regulations.


Capital, or net worth, serves as a buffer against losses. Also, with limited


liability, greater capital reduces the incentives for bank owners to shift toward


more risky activities. Moreover, with deposit insurance (implicit or explicit),


higher levels of capital may help align the incentives of bank owners with


those of depositors and other creditors.  From a different perspective, however,


researchers disagree over whether the imposition of capital requirements
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actually reduces risk-taking. Many doubt whether regulators and supervisors


set capital standards that mimic those that would be demanded by well-


informed, private-market participants. Many hold that official capital


requirements frequently increase risk-taking behavior. Thus, theory provides


conflicting predictions on whether capital requirements curtail or promote bank


performance and stability.


We use the Barth, Caprio, and Levine (2001b) index of overall capital


stringency to measure each country’s policy toward capital regulations.


Capital Regulatory Index measures the extent of regulatory requirements
regarding the amount of capital that banks must have relative to specific
guidelines and the extent to which the source of funds that count as regulatory
capital can include assets other than cash or government securities, borrowed
funds, and whether the sources of capital are verified by the regulatory or
supervisory authorities.  It ranges in value from 0 to 9, with a higher value
indicating greater stringency.


4. Official Supervisory Action Variables.
Many view supervisory power as critically important for developing a sound


regulatory and supervisory regime.  The line of reasoning is as follows. Depositors


frequently have neither the ability nor the incentives to monitor banks. Also, banks


are prone to contagious and socially costly bank runs due to informational


asymmetries.  Thus, official supervisors can ameliorate these market failures and


thereby improve bank performance and stability.


Others, however, emphasize the negative implications of powerful government


regulators and supervisors. Powerful supervisory agencies may use this power to


benefit favored constituents and extract bribes. Thus, powerful supervision and


regulation may boost corruption without improving either bank performance or


stability.
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Official Supervisory Power measures the extent to which official supervisory
agencies have the authority to take specific actions to prevent and correct
problems. The measure includes information on the ability of the supervisory
agency to: meet with external auditors; take legal action against auditors; force
banks to change its internal organizational structure; to force banks to constitute
provisions; suspend dividends, bonuses, management fees; declare a bank
insolvent; remove and replace management and/or directors.  It ranges in value
from 0 to 14, where higher values signify greater official supervisory power.


5. Private Monitoring Variables.
Many countries promote private monitoring of banks. They do this by


requiring banks to obtain certified audits and/or ratings from international-rating


agencies, making bank directors legally liable if information is erroneous or


misleading, or by compelling banks to produce accurate, comprehensive and


consolidated information on the full range of bank activities and risk-management


procedures. Some analysts, however, question placing excessive trust in private-


sector monitoring, especially in countries with poorly-developed capital markets,


accounting standards, and legal systems.  According to this perspective, countries


with weak institutions may benefit more from official supervision and regulation


than from increased reliance on private sector monitoring.


We use a variety of measures to gauge the degree to which regulations


encourage private sector monitoring of banks.


a. Certified Audit Required: This variable captures whether an outside
licensed audit is required of the financial statements issued by a bank. Such an
audit would presumably indicate the presence or absence of an independent
assessment of the accuracy of financial information released to the public.


b. Percent of 10 Biggest Banks Rated by International Rating Agencies: The
percentage of the top 10 banks that are rated by international credit-rating
agencies. The greater the percentage, the more the public may be aware of the
overall condition of the banking industry as viewed by an independent third
party.
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c. No Explicit Deposit Insurance Scheme: this variable takes a value of 1 if
there is an explicit deposit insurance scheme, and 0 otherwise. A lower value
would indicate more private monitoring.


d. Bank Accounting:  this variable takes a value of 1 when the income
statement includes accrued or unpaid interest or principal on nonperforming
loans and when banks are required to produce consolidated financial
statements.


e. Private Monitoring Index: includes (a), (b) [which equals 1 if the percentage
is 100; 0 otherwise], (c), and (d). In addition, three other measures are
included in the index based.


6. Deposit Insurance
The pros and cons of deposit insurance have been debated for a century.


Countries often adopt deposit insurance schemes to provide protection for


unsophisticated and small depositors.  Also, deposit insurance eliminates – or at least


reduces – poorly informed depositors from attempting to withdraw their funds all at


once from an illiquid but solvent bank. Potential gains from a deposit insurance


scheme come at a cost, however.  Deposit insurance encourages excessive risk-taking


since depositors have fewer incentives to monitor bank managers.


Moral Hazard Index: based on Demirgüç-Kunt and Detragiache (2001), who
used principal components to capture the presence and design features of deposit
insurance systems. We use their overall index of deposit insurance generosity,
which is composed of seven specific components.  Here, we list the specific
components, summarize the Demirgüç-Kunt and Detragiache (2001) findings, and
note Chile’s policies according to each component:


 i. They find that countries with explicit deposit insurance tend to
create greater moral hazard than countries with no deposit
insurance or those with implicit insurance regimes.  (Chile is
explicit.)


 ii. They find that co-insurance – where depositors face a deductible
on their deposits – limits the generosity of the deposit insurance
regime and the extent of moral hazard. (Chile has some co-
insurance.)


 iii. They find that the extent of deposit insurance coverage – as
measured by the coverage limit divided by bank deposits per capita
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– is positively associated with moral hazard. (Chile fully covers
demand deposits.)


 iv. They find that when foreign currency deposits are covered, this
increases moral hazard. (Chile covers foreign currency deposits.)


 v. They find that when inter-bank loans are covered, this increases
moral hazard. (Chile does not cover interbank deposits.)


 vi. They find that fully funded schemes are more prone to moral
hazard problems than partially, or un-funded deposit insurance
schemes. (Chile’s system is not funded.)


 vii. They find that government funding of the deposit insurance
scheme creates greater moral hazard than bank funded schemes.
(Chile’s deposit insurance system is funded by the government.)


 viii. They find that deposit protection systems managed by banks limit
moral hazard to a greater extent than deposit insurance regimes
managed by the government. (Chile’s system is managed by the
government.)


 ix. They find that compulsory membership tends to reduce adverse
selection, so that compulsory systems reduce moral hazard to a
greater extent than voluntary systems. (Membership in the deposit
insurance program is compulsory in Chile.)


B. Past Results on Regulation, Supervision, and Bank Performance


Barth, Caprio, and Levine (2001b) document the links between bank regulatory and


supervisory systems and banking sector performance.  Their major findings can be


summarized as follows:


 Government corruption is positively associated with (a) powerful official
supervisory agencies, (b) restrictions on bank activities, and (c) tight entry
restrictions; but government corruption is negatively associated with
regulations that promote private sector monitoring.


 Bank development and efficiency are negatively associated with (a)
restrictions on bank activities and (b) tight entry restrictions; but bank
development and efficiency are positively associated with regulations that
promote private sector monitoring.


 Generous deposit insurance is positively associated with bank fragility.
 Capital regulations, restrictions on bank activities, and powerful official


supervision do not mitigate the destabilizing effects of generous deposit
insurance.
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The results raise concerns about the efficacy of a regulatory strategy that relies


excessively on powerful official oversight of banks and tight capital regulations.


Unfortunately, this is the approach currently being advocated by major international


financial institutions.  Indeed, the Barth Caprio, and Levine (2001b) results suggest that


increasing the power of regulatory agencies tends to be most corrupting in countries with


relatively closed political systems.  Since developing countries tend to have more closed


political systems than developed economies, the international financial institutions may


be pushing exactly the wrong type of commercial bank regulatory/supervisory approach


on client countries.


The Barth, Caprio, and Levine (2001b) results instead suggest that forcing


information disclosure, empowering private sector monitoring of banks, and reducing the


generosity of deposit insurance schemes to ease the moral hazard problem will foster


improvements in bank performance and stability.  These findings do not negate the


importance of official supervision and regulation.  Rather, the results stress that private-


sector monitoring of banks is positively and strongly linked with bank performance.


C. Chile: past and present


Given these findings, we now examine Chile’s bank regulatory and supervisory


system in an international context.  This has advantages and disadvantages.  The main


disadvantage is that we are not able to examine many details and subtleties associated


with bank regulation and supervision in Chile and other countries.  The main advantage is


that we can place Chile in a broad international context and compare bank regulatory and


supervisory strategies around the world.
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Table 4 presents data on bank regulation and supervision in Chile, all countries,


upper-middle income countries, and Latin American countries.  This allows us to


compare Chile with different groups of countries.  We present data for Chile in 1999 and


for the period 1987-90.  This allows us to trace changes in commercial bank regulation


and supervision in Chile over the last decade.7


In terms of restrictions on bank activities, Chile has comparatively tight restrictions


on bank activities.  The overall restriction index is 12 in Chile in 1999, while it is 9.8 on


average both across all countries and other upper-middle income countries, and averages


10.1 in Latin America.  Furthermore, this aggregate index of regulatory restrictions on


bank activities has not changed much in Chile over the last decade.  As Budnevich (2000,


p.13) explains, the 1997 reform to the banking law expanded the set of activities that


banks can legally perform.  This change, however, was not significant enough to alter the


aggregate index of restrictions on bank activities constructed by Barth, Caprio and Levine


(2001a).  As noted above, Barth, Caprio, and Levine (2001b) find that countries with


relatively tight restrictions on bank activities tend to have higher levels of government


corruption, lower levels of bank performance, and greater bank fragility than countries


with fewer restrictions on bank activities.


In terms of openness to competition, while Chile has a comparatively low number of


official entry requirements, there have been no new banks.  While the average number of


new banks in 1999 was about 6 in both Latin America and upper-middle income


countries around the world, Chile had zero new banks.  While foreign banks could enter


Chile, they needed to purchase a domestic bank to enter; they could not simply apply and


receive a new banking license.  Following the 1997 reform to the banking law, this is
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changing in Chile.  The 1997 reform specifies a series of objectives and pre-requisites for


domestic and foreign bank entry (Budnevich, 2000, p.12).   These reforms should make


the banking system more transparent and possibly more competitive.  Barth, Caprio, and


Levine (2001b) show that restrictions on foreign bank entry are positively associated with


the likelihood of suffering a major banking crisis.


In terms of capital regulations and official supervisory power, Chile has tightened its


regulations considerably over the last decade.  Whereas the capital regulatory index was 2


in 1990, it rose to 5 in 1999.  Though not quite as dramatically, the official supervisory


power index also rose in Chile from 8 to 10.  For capital regulations and official


supervisory power, Chile is now almost equal to comparator countries.  As emphasized


above, excessive reliance on official supervision tends to go hand-in-hand with higher


levels of corruption but with no corresponding improvement in bank performance or


stability (Barth, Caprio, and Levine, 2001b).


In terms of regulations that promote private sector monitoring, Chile is about average


and its value has remained constant over the last decade at 6.  The average across all


countries is 5.9 and the average is 6.1 for upper-income countries.  Chile has notably


strong bank accounting standards.  Specifically, (a) accrued, though unpaid


interest/principal do not enter the income statement; (b) financial institutions must


produce consolidated accounts covering all bank and non-bank activities; and (c) bank


directors are legally liable if disclosed information is erroneous or misleading.  Chile,


however, has been a particularly fast growing country.  As it looks forward for policy


reforms that will foster continued economic success over the next decade, enhanced


regulations that promote private sector monitoring of banks may offer an opportunity for
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some small improvement.  Barth, Caprio, and Levine (2001b) show that countries that


adopt regulations that foster private sector monitoring enjoy higher levels of banking


sector development than countries that do not stress private sector monitoring.  For


instance, only 50 percent of Chile’s top 10 banks were rated by international credit rating


agencies in 1999, whereas the figure was 100 percent in Argentina and Brazil.8  Also,


banks do not have to disclose their risk management procedures to the public, while other


national regulatory agencies do force their banks to make this information public.


In terms of deposit insurance generosity Chile has a generous program.  For instance,


the Demirguc-Kunt and Detragiache (2002) index of deposit insurance generosity gives


Chile a 2.2.9  There are countries with more generous schemes.  Mexico is tops with an


index of 4.0 and the United States has a generosity index of 3.3.  Nevertheless, out of the


52 countries for which Demirguc-Kunt and Detragiache (2002) compute the index, Chile


ranks 36th, where higher values imply a more generous scheme.  Consistent with more


generous deposit insurance creating more intense moral hazard problems, Demirguc-Kunt


and Detragiache (2001) show that higher levels of deposit insurance generosity positively


predict systemic banking crises.  Chile’s level of deposit insurance generosity has not


changed since the 1987-90 period.


D. Discussion
Three points are worth emphasizing.  First, Barth, Caprio, and Levine (2001b)


identify key aspects of bank regulation and supervision that work – and don’t work --


around the world.  Specifically, they find that bank development and efficiency are (a)


negatively associated with restrictions on bank activities and tight bank entry


requirements but (b) positively associated with regulations that promote private sector
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monitoring.  They also find that generous deposit insurance is negatively associated with


bank stability.  Second, we compare key characteristics of Chile’s regulatory and


supervisory regime with the Barth, Caprio, and Levine (2001a,b) data and results.  We


find the Chile has comparatively tight restrictions on bank activities, tight restrictions on


bank entry, weak regulations for promoting private sector monitoring, and generous


deposit insurance.   Thus, policy makers in Chile may wish to take a close look at policies


regarding restrictions on activities, restrictions on entry, regulations that encourage


private monitoring of banks, and the generosity of the deposit insurance regime.  Third,


these cross-country comparisons alone should not be used to motivate policy reforms in


Chile.  These cross-country comparisons are the most detailed to date.  Nevertheless, they


do not capture the full range of details and complexities associated with banking sector


policies.  Our analysis simply motivates concern with and hence more in depth


consideration of a few, key regulatory and supervisory policies in Chile.


IV. Conclusions


This paper had two objectives.  First, given differing theoretical predictions about


the impact of stock markets and banks on economic growth and given shortcomings with


existing empirical work, this paper reassess the relationship between stock markets banks


and economic growth.  The results are consistent with the view the stock markets and


banks independently influence long-run growth and the positive link between financial


development and growth does not seem to be due to outliers, omitted variable bias, or


endogeneity.  We also show that Chile is an outlier: it does not fall neatly along the


regression plane corresponding to the estimated relationship between stock markets,
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banks, and economic growth.  Chile has much less liquid markets and less developed


banks than other rapidly growing economies even after controlling for many other growth


determinants.


The second goal of the paper was to examine commercial bank regulation and


supervision.  Barth, Caprio, and Levine (2001a,b) show that bank regulatory and


supervisory policy that emphasize private sector monitoring, encourage competitive


banking markets, impose few restrictions on bank activities, and that limit the generosity


of their deposit insurance regimes enjoy greater banking system success than other policy


regimes.  This paper shows that Chile has strong commercial bank supervision and


regulation.  Nevertheless, the paper documents that Chile has comparatively few


regulations to boost private sector monitoring, tight restrictions on bank entry, tight


restrictions on bank activities, and generous deposit insurance when looking across a


broad range of countries. This paper, therefore, motivates a more rigorous review of


specific regulation and supervisory practices in Chile.
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Endnotes:


                                                          
1 See, Levine (1997), Boyd and Smith (1998), Huybens and Smith (1999) and Demirguc-Kunt and Levine
(2001).
2 Both the difference and the system estimator present certain problems when applied to samples with a
small number of cross-sectional units.  As shown by Arellano and Bond (1991) and Blundell and Bond
(1998), the asymptotic standard errors for the two-step estimators are biased downwards. The one-step
estimator, however, is asymptotically inefficient relative to the two-step estimator, even in the case of
homoskedastic error terms.  Thus, while the coefficient estimates of the two-step estimator are
asymptotically more efficient, the asymptotic inference from the one-step standard errors might be more
reliable. This problem is exacerbated when the number of instruments is equal to or larger than the number
of cross-sectional units.  This biases both the standard errors and the Sargan test downwards and might
result in biased asymptotic inference.  Consequently, we use an alternative specification of the instruments
employed in the two-step system estimator.  Typically, researchers treat the moment conditions as applying
to a particular time period. This provides for a more flexible variance-covariance structure of the moment
conditions because the variance for a given moment condition is not assumed to be the same across time.
This approach has the drawback that the number of overidentifying conditions increases dramatically as the
number of time periods increases and tends to induce over-fitting and potentially biased standard errors.  To
limit the number of overidentifying conditions, we follow Calderon, Chong and Loayza (2000) and apply
each moment condition to all available periods.  This reduces the over-fitting bias of the two-step estimator.
However, applying this modified estimator reduces the number of periods in our sample by one.  While in
the standard DPD estimator time dummies and the constant are used as instruments for the second period,
this modified estimator does not allow the use of the first and second period.  While losing a period, the
Calderon, Chong, and Loayza (2000) specification reduces the over-fitting bias and therefore permits the
use of a heteroskedasticity-consistent system estimator.
3 Thus, the first period covers the years 1976-1980, the second period covers the years 1981-1985, and so
on.  The last period only comprises the years 1996-98.  Financial data are from Beck, Demirguc-Kunt and
Levine (2000).
4 We also experimented with Value Traded, which equals the value of the trades of domestic shares on
domestic exchanges divided by GDP.  Value Traded has two potential pitfalls.  First, it does not measure
the liquidity of the market.  It measures trading relative to the size of the economy.  Second, since markets
are forward looking, they will anticipate higher economic growth by higher share prices. Since Value
Traded is the product of quantity and price, this indicator can rise without an increase in the number of
transactions. Turnover Ratio does not suffer from this shortcoming since both numerator and denominator
contain the price.
5 This is the same indicator of bank development used by Levine and Zervos (1998).
6 Note, removing outliers does not fundamentally alter the relationship between stock market size and
economic growth.  Namely, there is not a strong statistical relationship between stock market size and
economic growth as shown in Table 2 regression 4.
7 For an excellent review of Chile banking system performance and the impact of the banking system on
the macro-economy since the banking crisis of the 1980s, see Vales (1992).
8 Although in 1989 Chile required private risk assessments of banks (Las Leyes de Valores y de Bancos),
credit rating agencies merely copied the risk assessments of the Superintendcia de Bancos (Valdes, 1992, p.
440-1).
9 See Budnevich (2000) for a review of Chile’s deposit insurance scheme.







Table 1: Financial Development and Growth Data: 1975-1998


Country
Bank 
Credit


Turnover 
Ratio


Market 
Capitalization


Per Capita 
Growth


Argentina 0.16 0.33 0.07 0.96%  
Australia 0.48 0.32 0.61 1.75%  
Austria 0.82 0.41 0.08 2.16%  
Bangladesh 0.17 0.11 0.02 2.49%  
Belgium 0.44 0.14 0.30 1.89%  
Brazil 0.17 0.54 0.14 1.13%  
Canada 0.49 0.36 0.50 1.45%  
Chile 0.42 0.07 0.51 4.20%  
Colombia 0.14 0.09 0.09 1.74%  
Costa Rica 0.17 0.01 0.06 0.93%  
Cote d'Ivoire 0.32 0.03 0.06 -0.61%  
Denmark 0.39 0.25 0.25 2.21%  
Egypt 0.25 0.12 0.09 3.43%  
Finland 0.61 0.29 0.29 2.25%  
France 0.78 0.38 0.23 1.76%  
Germany 0.93 0.87 0.21 1.98%  
Greece 0.23 0.23 0.13 1.79%  
Hong Kong 1.36 0.39 1.42 4.20%  
India 0.22 0.48 0.15 3.05%  
Indonesia 0.29 0.27 0.09 3.45%  
Israel 0.53 0.52 0.36 1.63%  
Italy 0.55 0.38 0.14 2.05%  
Jamaica 0.23 0.08 0.26 -0.85%  
Japan 1.03 0.48 0.65 2.35%  
Jordan 0.55 0.13 0.54 1.36%  
Kenya 0.22 0.03 0.14 0.42%  
Korea 0.46 1.01 0.23 5.51%  
Malaysia 0.59 0.32 1.21 3.76%  
Mauritius 0.23 0.10 0.11 1.80%  
Mexico 0.14 0.47 0.17 1.23%  
Netherlands 0.77 0.46 0.53 1.89%  
New Zealand 0.47 0.24 0.56 0.68%  
Nigeria 0.11 0.01 0.05 -0.61%  
Norway 0.48 0.46 0.21 2.88%  
Pakistan 0.23 0.34 0.09 2.55%  
Peru 0.09 0.20 0.10 -0.12%  
Philippines 0.28 0.28 0.28 0.56%  
Portugal 0.69 0.28 0.11 2.93%  
Singapore 0.79 0.38 1.27 5.15%  
South Africa 0.51 0.08 1.25 -0.60%  
Spain 0.78 0.52 0.24 2.02%  
Sri Lanka 0.19 0.10 0.13 3.28%  
Sweden 0.42 0.35 0.47 1.23%  
Switzerland 1.41 1.64 0.89 0.95%  
Taiwan 0.83 2.32 0.42 6.14%  
Thailand 0.59 0.70 0.26 5.05%  
Trinidad and Tobago 0.28 0.08 0.18 1.40%  
Tunisia 0.50 0.07 0.10 2.36%  
Turkey 0.14 0.65 0.08 2.65%  
United Kingdom 0.75 0.38 0.84 1.98%  
United States 0.64 0.61 0.69 1.85%  
Uruguay 0.29 0.04 0.01 1.75%  
Venezuela 0.20 0.13 0.08 -0.86%  
Zimbabwe 0.15 0.07 0.18 0.15%  







Table 2: Growth and Financial Market Variables 


Dependent variable: GDP growth per capita


Full Sample Sample Excluding Outliers
Coefficient 1 2 3 4


Constant 0.0361 0.0374 0.0335 0.0401
(0.012) (0.024) (0.011) (0.012)


Initial income1 -0.0049 -0.0058 -0.0073 -0.0069
(0.030) (0.022) (0.002) (0.019)


Schooling1 0.0044 0.0072 0.0095 0.0072
(0.450) (0.284) (0.077) (0.285)


Trade2 0.0001 0.0001 0.0001 0.00003
(0.000) (0.048) (0.000) (0.162)


Black market premium2 -0.0001 -0.0002 -0.0001 -0.0002
(0.030) (0.015) (0.051) (0.013)


Government spending2 -0.0007 -0.0009 -0.0006 -0.0008
(0.020) (0.017) (0.027) (0.028)


Inflation2 -0.0014 -0.002 -0.0015 -0.0024
(0.063) (0.082) (0.030) (0.030)


Credit to the private sector2 0.0165 0.0352 0.0147 0.0318
(0.030) (0.001) (0.017) (0.001)


Turnover ratio2 0.0189 0.0242
(0.000) (0.005)


Market capitalization2 -0.0095 0.0003
(0.273) (0.953)


Number of observations 53 54 46 53
R-squared 0.6024 0.4847 0.699 0.5035


Notes: p values in parenthesis below coefficients.
Outliers excluded from the full sample in column 3 are Chile, Denmark, Jamaica, Korea, Phillipines, South Africa, 
 and Taiwan. In column 4 only South Africa is excluded.
1. Initial value of the variable in logs.
2. Average value.







Table 3: Stock Markets, Banks and Growth, Panel GMM Estimator
 


Regressors (1) (2) (3) (4) (5)


Constant 1.898 6.156 4.582 3.113 1.884
(0.394) (0.182) (0.685) (0.189) (0.430)


Logarithm of initial income per capita -0.683 0.048 -0.299 -0.619 -0.723
(0.275) (0.945) (0.691) (0.249) (0.239)


Average Years of Schooling2 -3.004 -3.738 -4.08 -3.221 -2.979
(0.277) (0.119) (0.168) (0.157) (0.283)


Government Consumption1 -2.581
(0.111)


Trade Openness1 -0.693
(0.753)


Inflation Rate2 -1.976
(0.079)


Black Market Premium2 -0.069
(0.966)


Bank Credit1 2.202 1.762 2.133 1.954 2.262
(0.001) (0.025) (0.048) (0.003) (0.001)


Turnover Ratio1 0.993 0.944 0.736 0.950 1.058
(0.012) (0.064) (0.172) (0.008) (0.014)


Sargan test3 (p-value) 0.448 0.554 0.649 0.698 0.552


Serial correlation test4 (p-value) 0.558 0.752 0.528 0.422 0.507


Wald test for joint significance 0.001 0.002 0.018 0.001 0.001
(p-value)
Countries 40 40 40 40 40
Observations 106 106 106 106 106


p-values in parentheses


1 In the regression, this variable is included as log(variable)
2 In the regression, this variable is included as log(1 + variable)
3 The null hypothesis is that the instruments used are not correlated with the residuals.
4 The null hypothesis is that the errors in the first-difference regression exhibit 
   no second-order serial correlation.
*,**,*** indicate significance at the 10%, 5%, and 1% level in the first-stage regression.
Source: Beck and Levine (2001).
Note: uses the Calderon, Chong and Loayza (2000) GMM estimator.







Chile 1999
Chile 1987-


1990
All countries


Upper middle 
income


Latin America


(a) Securities Activities 2.00 2.00 1.80 2.06 2.25
(b) Insurance Activities 3.00 4.00 2.75 2.50 2.33
(c) Real Estate Activities 4.00 4.00 2.80 2.89 2.92


(a) Entry into Banking Requirements 3.00 n.a. 7.29 7.17 7.23
(b) Bank Ownership of Nonfinancial Firms 3.00 3.00 2.43 2.39 2.58
(c) Restrictions on bank activities index 12.00 13.00 9.77 9.83 10.08


(a) Capital Regulatory Index    5.00 2.00 5.54 5.39 5.38


(a) Official Supervisory Power 10.00 8.00 10.11 11.11 10.85
     (1) Prompt Corrective Action 3.00 3.00 2.24 3.28 2.23
     (2) Restructuring Power 3.00 1.00 2.55 2.67 2.92
     (3) Declaring Insolvency Power 2.00 2.00 1.52 1.72 1.77
(b) Supervisory Forbearance Discretion 0.00 0.00 1.54 1.22 1.23
(c) Loan Classification Stringency 150.00 n.a. 420.51 299.17 318.67
(d) Provisioning Stringency 172.00 170.00 160.03 154.20 147.15


(a) 10 Biggest Banks Rated by International Rating Agencies 
(Yes = 1,  No = 0)


0.00 n.a. 0.26 0.33 0.15


(b) Accounting Disclosure and Director Liability 3.00 3.00 2.51 2.83 2.69
(c) Private Monitoring Index 6.00 6.00 5.88 6.11 5.62


(a) Deposit Insurer Power 2.00 2.00 0.72 0.67 0.83
(b) Deposit Insurance Funds-to-Total Bank Assets 0.00 0.00 0.02 0.00 0.00
(c) Moral Hazard Index 2.20 2.20 -0.04 1.46 -0.16


Table 4
Information on Bank Structural, Regulatory, Supervisory and Deposit Insurance Variables: 


6.  Deposit Insurance Scheme Variables


Group Averages


Variable


1.  Bank Activity Regulatory Variables


4.  Official Supervisory Action Indices


3.  Capital Regulatory Variables


5.  Private Monitoring Variables


2.  Competition Regulatory Variables







Chile 1999
Chile 1987-


1990
All countries


Upper middle 
income


Latin America


Table 4
Information on Bank Structural, Regulatory, Supervisory and Deposit Insurance Variables: 


Group Averages


Variable


(a) Bank Concentration 0.59 0.51 0.66 0.61 0.60
(b) Foreign Bank Ownership 0.32 0.27 0.25 0.27 0.26
(c) Government Owned Banks 0.12 0.19 0.22 0.18 0.17
(d) Number of New Banks: Generated 0.00 n.a. 28.59 5.69 5.91
     (1) New Domestic Banks: Generated 0.00 n.a. 22.34 2.62 3.09
     (2) New Foreign Banks: Generated 0.00 n.a. 5.52 3.08 2.82
(e) No Entry Applications 1.00 n.a. 0.08 0.23 0.17
     (1) No Domestic Applications 1.00 n.a. 0.21 0.29 0.25
     (2) No Foreign Applications 1.00 n.a. 0.25 0.38 0.33
(f) Fraction of Entry Applications Denied n.a. n.a. 0.22 0.11 0.13
     (1) Domestic Denials n.a. n.a. 0.19 0.14 0.11
     (2) Foreign Denials n.a. n.a. 0.20 0.05 0.10


7.  Market Structure Indicators
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Abstract


This paper analyzes whether or not the econometric methods usually applied to test


for absolute convergence have provided a �fair� chance to this hypothesis. We show


that traditional (absolute and conditional) convergence tests are not consistent with


even the simplest model that indeed displays convergence. Furthermore, claims of


divergence on the grounds of bimodalities in the distribution of per capita GDP can be


made consistent with models in which neither divergence nor twin peaks are present


in the long run.
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1 Introduction


With the possible exception of Mincerian regressions (Mincer, 1974), few other sub-


jects in applied economic research have been as studied as the convergence hypothesis


advanced by Solow (1956) and documented by Baumol (1986).1


In simple terms, it states that poor countries or regions tend to grow faster than


rich ones. In its strongest version (known as absolute convergence), an implication of


this hypothesis is that, in the long run, countries or regions should not only grow at


the same rate, but also have the same income levels.2


This hypothesis has been tested using different methodologies and data sets, and


appears to be strongly rejected by the data. In view of these results, several mod-


iÞcations of the absolute convergence hypothesis have been advanced and tested.


Nevertheless, they usually lack both theoretical foundations and econometric rigor


and discipline.


This paper analyzes whether or not the econometric methods usually applied to


test for absolute convergence have provided a �fair� chance to this hypothesis. The


document is organized as follows: Section 2 presents a brief review of some of the tests


for convergence advanced in the empirical literature and documents their shortcom-


ings. Section 3 develops simple theoretical models that imply absolute convergence


and discusses how likely would it be for time series generated from them to accom-


1An admittedly incomplete list of representative studies of this line of research is Aghion and
Howitt (1997), Barro (1991), Barro and Sala-i-Martin (1992), Mankiw et al (1992), Durlauf and
Johnson (1995), Jones (1995), Kocherlakota and Yi (1996) and Kocherlakota and Yi (1997).


2This interpretation has been challenged by Bernard and Durlauf (1996).
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modate the results of tests such as the ones described on Section 2. Finally, Section


4 provides the conclusions.


2 Results from the Empirical Literature


This section presents a brief review of the main results found in empirical growth


analysis in order to test the convergence hypothesis.


2.1 Absolute Convergence is Strongly Rejected


The Þrst stylized fact that appears uncontroversial is that independently of the type


of data set used (cross-section of countries or panel data), the data strongly rejects


absolute convergence (Barro and Sala-i-Martin, 1995).


The simplest test that can be devised to verify this claim using cross-section


observations takes the form:


gi = ζ + ϑ ln yi,0 + εi (1)


where yi,t is the per capita GDP in period t for country i, and gi is the average growth


rate of per capita GDP of country i; that is:


gi =
1


T


TX
t=1


∆ ln yi,t =
1


T
(ln yi,T − ln yi,0)


2







If pooled data were used, tests for absolute convergence usually take the form


∆ ln yi,t = ζ + ϑ ln yi,t−1 + εi,t (2)


In both cases, absolute convergence is said to be favored by the data if the estimate


of ϑ is negative and statistically different from 0. If the null hypothesis (ϑ = 0) is


rejected, we would conclude that not only do poor countries grow faster than rich


countries, but also that they all converge to the same level of per capita GDP.


As Table 1 and Figure 1 show, the convergence hypothesis is strongly rejected.3


In fact, if these results are taken seriously, the evidence appears to favor divergence


instead of convergence. That is, the countries that grew faster were those that had a


higher initial per capita GDP.


Cross-section Pooled Databϑ 0.0047
(0.0014)


0.0048
(0.0010)


R
2


0.051 0.007
Observations N=116 3219 (N=85)


Table 1: Tests for Absolute Convergence. R
2
=Adjusted R2. N=Number of countries.


Standard errors consistent with heteroskedasticity in parenthesis.


A major weakness of these tests is that given that the null hypothesis being tested


in both cases is that ϑ is equal to zero versus the alternative that it is negative, (2)


makes explicit that a test for absolute convergence is essentially a test for a unit


3In the case of panel data, all tests were conducted using the latest version of the Penn World
Table data set described in Summer and Heston (1991), with most variables ranging from 1960 to
1998. In the case of cross-section regressions, the tests were conducted using the data set described
in Doppelhofer et al (2000).
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Figure 1: Growth rate from 1960 to 1998 versus 1960 per capita GDP


root on y. As is abundantly documented, these tests not only have non-standard


asymptotic properties, but also lack of power.


In fact, if a traditional (Augmented Dickey-Fuller) unit root test on ln y were


performed for each country, none would reject the null, at standard signiÞcance levels.


Moreover, the Þrst order autocorrelation of ln y for each country ranges from 0.610


to 0.999, with an average value of 0.947. These results suggest that even if a unit


root were not present, ln y is extremely persistent, and initial conditions would take


a long time to dissipate.
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2.2 The Perils of Conditional Convergence


In light of the above results, Barro (1991) considered a modiÞcation of (1) in which


even when convergence is still understood as the situation where poor countries grow


faster than rich countries (unconditionally), their growth rate may be inßuenced by


other factors that may prevent convergence in the levels of per capita GDP.


Tests for conditional convergence using cross-section observations usually take the


form


gi = ζ + ϑ ln yi,0 + ϕ
0xi + εi (3)


where x is a k−vector of variables that may inßuence growth. Given that the x


variables are different for each country, even if ϑ were negative, levels might never


converge.


Table 2 presents the results of running a regression that included some of the


usual candidates for speciÞcations such as (3) using both cross-section and panel


data regressions.4


As noted by Durlauf (2001), serious problems plague this strategy. First, as


economic theory is usually silent with respect to the set of x variables to be included,


4The model that uses cross-sectional observations included the following x variables: life ex-
pectancy in 1960 (+), equipment investment (+), years of open economy (+), a �rule of law� index
(+), a dummy variable for Sub-Sahara African countries (-), and fraction of people that profess
the Muslim (+), Confucian (+), and Protestant (-) religions. The model that uses panel data was
estimated using Þxed effects and considered the following x variables: investment to GDP ratio (+),
growth rate of the population (-), exports plus imports to GDP ratio (+), liquid liabilities to GDP
ratio (-), inßation rate (-), and government consumption to GDP ratio (-).
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Cross-section Panel Databϑ −0.0154
(0.0028)


−0.0456
(0.0062)


R
2


0.811 0.181
Observations N=79 2552 (N=85)


Table 2: Tests for Conditional Convergence. R
2
=Adjusted R2. N=Number of coun-


tries. Standard errors consistent with heteroskedasticity in parenthesis.


empirical studies have often abused in terms of the potential candidates used; Durlauf


and Quah (1999) report that as of 1998, over 90 different variables had appeared in the


literature, despite the fact that no more than 120 countries are available for analysis


in the standard data sets. Second, important biases in the results may be due to the


endogeneity of most of the control variables used (Cho, 1996). Third, the estimated


coefficients of the �convergence� parameter (ϑ) are rather small, suggesting that even


after controlling for the x variables, ln y continues to be extremely persistent. Fourth,


as a corollary of the previous observation, initial conditions may play a crucial role in


the results. Fifth, the robustness of results in terms of the potential �determinants�


of long-run growth is subject to debate (see, for example, Levine and Renelt, 1992;


Sala-i-Martin, 1997; and Doppelhofer et al, 2000). Finally, several of the variables


included in the x vector are Þxed effects that can not be modiÞed; if these variables


were actually long-run determinants of growth, convergence would never be achieved


(even with ϑ < 0).5


5A curious example of a variable that satisÞes this characteristic is �absolute latitute�, which
measures how far a country is from the Equator. When statistically signiÞcant, its coefficient is
usually positive, thus implying that a growth enhancer would be for a country to move its population
to the North or South Pole.
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2.3 Clubs


Durlauf and Johnson (1995) suggest that cross-section growth behavior may be de-


termined by initial conditions. They explore this hypothesis using a regression tree


methodology, which turns out to be a special case of a threshold regression (Hansen,


2000). The basic idea is that the level of per capita GDP on which each country


converges depends on some initial condition (such as initial per capita GDP) and


that, depending on this characteristic, some countries converge on one level and oth-


ers converge on another. A common speciÞcation that is used to test this hypothesis


considers a modiÞcation of (1) that takes the form:


gi =



ζ1 + ϑ1yi,0 + εi if yi,0 < κ


ζ2 + ϑ2yi,0 + εi if yi,0 ≥ κ
(4)


where κ is a threshold that determines whether or not country i belongs to the Þrst


or second regime. In this case, convergence would not be achieved if the whole sample


is taken into consideration, but it would be achieved between members of each group.


If (4) were the actual Data-Generating-Process (DGP), results such as the ones


obtain in Table 1 could be easily motivated, given that if two regimes were present,


with each regime converging to a different state and at a different rate, estimations


based on a single regime may produce a non-signiÞcant estimate for the convergence


parameter.


On the other hand, (4) states that if the threshold variable (in this case, the initial


7







per capita GDP) is correlated with some of the x variables included in (3) results such


as those reported in Table 2 are likely to be encountered, even if the x variables are


not (necessarily) determinants of long-run growth.


However, (4) has an unequivocal implication in terms of the distribution of per


capita GDP across countries; if the parameters that characterize each regime are


different, a threshold process should be consistent with a bimodal distribution for


ln y.


Quah (1993) and Quah (1997) noticed that the relative per capita GDP (deÞned


as the ratio of the per capita GDP of country i with respect to average World per


capita GDP; which we represent by eYi,t) displayed such bimodality. He conjectured
that if �clubs� of convergence were present, even if the unconditional distribution of


the initial per capita GDP were unimodal, the existence of such clubs would imply


that countries would not converge to a degenerate distribution in the long run (as


absolute convergence would seem to imply) but that one group may converge to a


level of per capita GDP and another group to other, in which case twin peaks would


arise.


Figure 2 presents kernel estimators of the unconditional density of relative per


capita GDP in 1960 and 1995. Consistent with Quah�s claim, twin peaks are present


in 1995; however, a bimodal distribution also appears to be present in 1960. If Quah


were right, rich countries would converge to one distribution while initially poor


countries would never be able to catch-up and would converge to a distribution with
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Figure 2: Densities of relative per capita GDP


Figure 3: Surface and contour plots of (log of) relative per capita GDP


9







a permanently lower per capita GDP. On the other hand, Figure 3 presents surface


and contour plots of the (log of) relative per capita GDP, which shows that a bimodal


joint density does indeed appear to be consistent with the data.


A problem with this approach is that in contrast to (4), no formal test of this


theory can be provided with this visual evidence. Quah (1993) tries to formalize the


twin peak hypothesis by deriving the ergodic distribution of the transition matrix of


relative incomes among countries.


eYt+1 ≤ 1
4


1
4
< eYt+1 ≤ 1


2
1
2
< eYt+1 ≤ 1 1 < eYt+1 ≤ 2 eYt+1 > 2eYt ≤ 1


4
0.973 0.027 0 0 0


1
4
< eYt ≤ 1


2
0.047 0.927 0.026 0 0


1
2
< eYt ≤ 1 0 0.035 0.948 0.017 0


1 < eYt ≤ 2 0 0 0.018 0.949 0.033eYt > 2 0 0 0 0.017 0.983
Ergodic 0.312 0.177 0.133 0.127 0.251


Table 3: One-year transition matrix and ergodic distribution: 1960-1995


Table 3 presents estimates of the one-year transition matrix of eY and its ergodic
distribution. The results indicate the high persistence of the series, given that the


main diagonal has transition probabilities that always exceed 0.9. More importantly,


with the sample analyzed, the ergodic distribution does appear to be bimodal in


the sense that (unconditionally) higher probabilities are attached for countries that


have less than one-quarter of average world per capita GDP or more than twice this


average.


However, this distribution is highly nonlinear and extremely noisy (Kremer et al,


2000). The resulting ergodic distribution is sensitive to the choice of thresholds for
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each category, the number of years to compute the transition matrix, and the variable


used to perform the comparisons.6 More fundamentally, given that the initial distri-


bution is also bimodal, it is difficult to assess whether or not the bimodal distribution


obtained is due to the presence of twin peaks or if it arises because of the persistence


of the per capita GDP level.


3 A Simple Model with Absolute Convergence


This section presents a simple exogenous growth model in which absolute convergence


holds, and asks whether or not the tests for convergence presented in the previous


section would be robust. That is, if time series realizations were generated using a


model in which convergence holds, would tests for convergence be consistent with it?


Simply put, the models that we will discuss imply that:


� countries should converge to a stationary distribution,


� countries with initially lower GDP should grow faster,


� and no twin peaks should be present in the long run.


To clarify concepts, we next present the type of model that we will use, describe


its properties, and the DGP that ln y would obey, and ask whether the tests discussed


in the previous section are really tests for convergence.


6Kremer et al. (2000) consider that a better choice of variable for constructing the transition
matrix is the ratio of each country�s per capita GDP to the average per capita GDP of the Þve
leading countries or the leading country.
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3.1 The Model


The representative, inÞnitely-lived household maximizes


U0 = E0
∞X
t=0


βtLθt
c1−γt − 1
1− γ


where 0 < β < 1 is the subjective discount factor, ct (=Ct/Lt) is per capita con-


sumption,7 γ > 0 is the Arrow-Pratt relative risk aversion coefficient, and Et is the


expectation operator conditional on information available for period t. There is no


utility for leisure and the labor force is equal to Lt.8 Utility is maximized with respect


to per capita consumption, and per capita capital stock, kt+1, subject to the budget


constraint:


Kt+1 + Ct = e
ztKα


t


£
(1 + λ)t Lt


¤1−α
+ (1− δ)Kt


where α is the compensation for capital as a share of GDP. In this economy, tech-


nological progress is labor-augmenting and occurs at the constant rate λ. Note that


production is affected by a stationary productivity shock zt. It is straightforward


to show that capital and consumption per unit of effective labor, bkt and bct are sta-
tionary.9 In fact, we can transform the economy above to a stationary economy and


7Lower-case letters denote per capita; upper-case total; and a hat above a variable denotes per
unit of effective labor.


8The parameter 0 ≤ θ ≤ 1 is included, because this feature allows us to consider dynastic agents
with endogenous fertility decisions (see Barro and Becker, 1989; Becker et al, 1990; or Razin and
Sadka, 1995).


9bkt = kt/ (1 + λ)t and bct = ct/ (1 + λ)t.
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obtain exactly the same solutions for bkt and bct. Such an economy can be characterized
by the following maximization problem:


max
{bkt+1,bct}E0


∞X
t=0


£
β (1 + λ)1−γ


¤t
Lθt
bc1−γt − 1
1− γ (5)


subject to


¡
1 + ηt+1


¢
(1 + λ)bkt+1 + bct = eztbkαt + (1− δ)bkt (6)


where ηt is the rate of population growth for period t.


Given that this model will be used to compare the dynamics of different economies,


following den Haan (1995), we include a simple channel to induce correlation between


each economy�s income. SpeciÞcally, we obtain correlated incomes by assuming that


the law of motion of technology shock in country i can be written as


zi,t = ρzi,t−1 + εi,t, εi,t = (1− φ) vt + φwi,t (7)


where the vt and wi,t are independent N (0, σ2i ) random variables (for i = v,w). If φ


is equal to zero, then all countries face the same aggregate shock; and if φ is equal to


one, each country faces only an idiosyncratic shock.


In order for the model to be fully characterized, a stance regarding the rate of


population growth has to taken. Here we will consider the case in which fertility is


13







exogenous and has the following law of motion:


ln
¡
1 + ηi,t


¢
= η (1− τ ) + τ ln ¡1 + ηi,t−1¢+ ni,t (8)


where ni,t is an independent N (0, σ2n) random variable.10


Once values for the preference and technology parameters are chosen, this dynamic


programming problem can be solved using numerical methods to generate artiÞcial


realizations of the variables of interest. In our case, we are interested in generating


realizations of per capita GDP for several samples of �countries� and applying the


convergence tests discussed in Section 2. As we will show below, this model implies


convergence (in a sense to be deÞned below). Our goal is to evaluate how likely is


it for the tests to conclude otherwise, even though the main feature of this model is


that countries converge.


3.2 Convergence Tests and the Model


In order to understand if tests discussed in Section 2 are useful to test for convergence,


we tailor our model to instances in which a closed form expression for the DGP of


the log of per capita GDP is available. We argue that this simpliÞcation imposes


a very rigid structure on the theoretical model, and makes it harder for its realiza-


tions to present the features considered signs of rejection of the absolute convergence


10If fertility is consider as endogenous, (8) can be ignored, and (5) may be used in order to consider
dynastic models as in Razin and Sadka (1995).
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hypothesis.


If γ = 1, θ = 1, and δ = 1, the dynamic programming problem maximizing


the objective function (5) has logarithmic preferences subject to a Cobb-Douglas


constraint (6), in which case an analytical expression for the capital stock policy


function is available and is expressed as:


lnbkt+1 = ln (αβ)− ln (1 + λ) + ln byt (9)


where byt = eztbkαt is the per unit of effective labor GDP.
Because ln byt can be expressed as:


ln byt = zt + α lnbkt (10)


we can replace (7) and (9) in (10) to obtain a simple expression for byt:
ln byi,t = A+ (α+ ρ) ln byi,t−1 − αρ ln byi,t−2 + εi,t (11)


where A = α (1− ρ) [ln (αβ)− ln (1 + λ)]. Recalling that byi,t (1 + λ)t = yi,t we can


use (11) to obtain a compact representation of the DGP of per capita GDP as follows:


ln yi,t = B +Dt+ (α+ ρ) ln yi,t−1 − αρ ln yi,t−2 + εi,t (12)
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with B and D being constants.11


Four features of (12) are worth mentioning: First, as is typical of exogenous growth


models, per capita GDP is trend stationary and its long-run growth rate is equal to


ln (1 + λ). Second, given that the technology shock follows an AR(1) process, ln y


follows an AR(2) process.12 Third, even without exogenous growth (λ = 0), an AR(1)


process for ln y such as (2) is consistent with (12) only if white-noise technology shocks


(ρ = 0) are present. Finally, this model suggests that convergence on growth rates and


GDP levels should eventually be achieved. The type of convergence on GDP levels


would depend on the characteristics of the aggregate and idiosyncratic shocks that


are present in (7). In particular, if the only source of variation in technology shocks


is the aggregate shock (φ = 0), all countries should eventually converge on the same


per capita GDP level, independently of their initial conditions and independently of


the persistence of z. On the other hand, if at least part of the variation in technology


shocks is due to the idiosyncratic component (φ > 0), per capita GDP levels would


converge to a non-degenerate distribution that does not display a mass point. That


is, ln y would converge to a normal distribution with positive variance; in which case,


the probability of observing identical levels of y would be zero.


Next, we focus on the implications of different parameterizations of (12) for the


convergence tests discussed in Section 2.


11More precisely, B = α (1− ρ) ln (αβ) + ρ (1− α) ln (1 + λ) and D = (1− α) (1− ρ) ln (1 + λ).
12In general, if the productive shocks follow an AR(j) process, ln y follows an AR(j + 1) process.
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3.2.1 Independently and Identically Distributed Shocks


The only instance in which an absolute convergence test such as (2) is correctly


speciÞed is when the technology shocks are i.i.d., given that in that case (12) reduces


to


ln yi,t = α ln (αβ) + (1− α) ln (1 + λ) t+ α ln yi,t−1 + εi,t (13)


Thus, independently of the initial distribution of per capita GDP levels and pop-


ulation growth rates, bϑ in (2) will consistently estimate the coefficient α − 1 and
convergence should occur.13


Figure 4 presents the empirical distribution of bϑ, computed from artiÞcial samples
of countries. Each sample consists of 100 countries and the initial per capita GDP is


obtained from bootstrapping realizations of per capita GDP in 1960. Based on these


initial conditions, values of ln yi,t are simulated from (13) for a 36-year period. Finally,


for each sample an estimate for ϑ was obtained by running a regression like (1).14


Obviously, the probability of obtaining estimates of bϑ consistent with the results from
Section 2 is 0. This is because even if we take per capita GDP distribution in 1960


as the initial condition, i.i.d. shocks with realistic Þgures for α are unable to produce


enough persistence in ln y.


13That is, bϑ should be negative and statistically different from zero, provided that 0 < α < 1. Of
course, (2) should also include a deterministic trend.
14The parameter values for this model were set as follows: α = 0.35, β = 0.96, λ = 0, φ = 1, and


σ2w = 0.05
2.
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Figure 4: Absolute convergence tests with i.i.d. shocks: empirical distribution of thebϑ coefficients obtained with 2000 artiÞcial samples for 100 countries.
Furthermore, the precise nature of absolute convergence will be dictated by φ. If


φ = 0, in the long-run, countries would converge (in probability) to the same per


capita GDP; while if some shocks are idiosyncratic, in the long run, per capita GDP


converges to a nondegenerate distribution.


Figures 5 and 6 reveal another characteristic of i.i.d. productivity shocks; even


when they begin with a bimodal distribution for the initial per capita GDP, as y is


not persistent enough, the bimodality quickly disappears. In fact, after 36 years, per


capita GDP would not feature twin peaks.


A main feature of this model is that once initial conditions have dissipated (some-


thing that will occur rapidly in this case), ln yi,t will be normally distributed. It turns


out that in this case, distribution moments can be derived analytically. In particular,
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Figure 5: Densities of relative per capita GDP with i.i.d. shocks: empirical densities
for an artiÞcial realization of 100 countries.


Figure 6: Surface and contour plots of (log of) relative per capita GDP for i.i.d.
shocks: results for an artiÞcial realization of 100 countries.
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if µt and b represent the limits of the mean and variance of ln yi,t we have


µt =
α ln (αβ) + (1− α) ln (1 + λ) t


1− α , b =
σ2ε


1− α2


Thus, given that ln yi,t is normal, yi,t will be log-normal with E[yi,t] = exp (µt + 0.5b).


Furthermore, eYi (the ratio between yi and E[yi,t]) will be unconditionally log-normal
and its Þrst two moments will be:


E
³eYi´ = 1, V³eYi´ = eb − 1 (14)


Obtaining the unconditional (ergodic) probabilities of eYi for each of the categories
described on Table 3 can be acomplished by noticing that


Pr
heYi ≤ ji = Pr hln eYi ≤ ln ji = Pr" ln eYi + 0.5b√


b
≤ ln j + 0.5b√


b


#


but


ln eYi + 0.5b√
b


D→ N (0, 1)


thus, the probability that eYi does not exceed j can easily be computed by evaluating
Φ
³
ln j+0.5b√


b


´
; where Φ (·) is the cumulative distribution function of a standard normal


variable. Thus, with i.i.d. shocks, the shape of the unconditional distribution of


eYi and its ergodic probabilities depend solely on b, which in turn is a function of
20







technology shock volatility and the persistence of ln yi (which is α, capital�s share of


total output).


As Table 3 proves, given the one-year transition matrix estimated with the avail-


able data, the ergodic distribution of eYi appears to be both bimodal and strongly
asymmetric, in the sense that (unconditionally) the median of eYi is close to 0.5 and
not to the mean (which is, by construction, 1). Of course, the log-normal distribution


is asymmetric, thus a simple way to verify if i.i.d. shocks are able to display such a


degree of asymmetry is, given a value for b, to solve for the value of j that satisÞes


Φ


µ
ln j + 0.5b√


b


¶
=
1


2
(15)


But, as ln j+0.5b√
b


is asymptotically normal, and Φ (0) = 1
2
, the value of j that solves


(15) is


j = exp


µ
− b
2


¶
= exp


µ
− σ2ε
2 (1− α2)


¶


Figure 7 shows that a median close to eY = 0.5 can only be obtained with extremely
volatile technology shocks (σε > 0.3) or an unrealistic capital share over total GDP


(α > 0.7). In conclusion, i.i.d. shocks are inconsistent with the data, and if actual


economies resembled this characterization, the probability of observing the evidence


documented in Section 2 would be virtually nil.
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Figure 7: Median of eY for different values of α and σε with i.i.d. shocks
3.2.2 Persistent Shocks


Once we abandon the unrealistic set-up of i.i.d. technology shocks, we can obtain


signiÞcant persistence for ln y by choosing a value of ρ close to 1. Persistence of


technology shocks is routinely invoked in the RBC literature and is broadly consistent


with key stylized facts of modern economies. Once persistence in ln y is obtained,


without having to resort to unrealistic values of α, the conclusions we reach regarding


i.i.d. shocks change radically.


Remember that the law of motion of the univariate representation for ln yi,t is
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expressed by (12), that is,


ln yi,t = B +Dt+ (α+ ρ) ln yi,t−1 − αρ ln yi,t−2 + εi,t


One immediately notices that convergence tests such as (2) are misspeciÞed. Fur-


thermore, as demonstrated by den Haan (1995), the estimated value of ϑ in (1) will


be inconsistent and biased towards 0. That is, even if the model implied convergence,


the estimated value of ϑ would be biased towards the rejection of this hypothesis.


Furthermore, if pooled observations were used in (2), we would Þnd that


bϑ p→ ψ − 1 = −(1− α) (1− ρ)
1 + αρ


where ψ = (α+ ρ) / (1 + αρ) is the Þrst order autocorrelation of ln y. This implies


that the more persistent the technology shocks, the closer the probability limit of bϑ
will be to 0.


Figure 8 presents a similar exercise to the one reported in Figure 4 for the i.i.d.


case. Here, we consider exactly the same parameterization, but now we set ρ = 0.97.


The difference is that even when the model implies convergence, the results of estimat-


ing equation (1) by bootstrapping the initial distribution of ln y that was observed in


1960 presents a non negligible probability (11%) that the estimated coefficient would


indeed be positive (implying divergence).


Furthermore, as Figure 9 reveals, persistent technology shocks can replicate a
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Figure 8: Absolute convergence tests with AR(1) shocks: empirical distribution of
the bϑ coefficients obtained with 2000 artiÞcial samples for 100 countries.


Figure 9: Surface and contour plots of (log of) relative per capita GDP for AR(1)
shocks: results for an artiÞcial realization of 100 countries.
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bimodal joint distribution of the initial (log of) per capita GDP (consistent with the


one observed in 1960) and the Þgures that would be obtained 35 years later. As


initial conditions do not dissipate as fast as in the i.i.d. case, an initially bimodal


distribution would persist even over long periods of time. Thus, bimodality in the


�short run� is not inconsistent with a model that displays convergence in the long


run.


As this model also displays convergence, ln yi,t will be normal with the following


mean and variance:


µt =
B +Dt


(1− α) (1− ρ) , b =
σ2ε (1 + αρ)


(1− αρ) (1− α− ρ+ αρ) (1 + α+ ρ+ αρ) (16)


Thus, the unconditional distribution of eY will still be log-normal with mean and
variance given by (14), but b in this case is given by (16). We can conduct an identical


experiment to the one reported in Figure 7, but now we set the value of α to 0.35


and let ρ and σε vary. The results of this exercise are presented in Figure 10, which


shows that the median of the unconditional distribution of eY can be set close to 0.5
with extremely persistent and moderately volatile technology shocks.


In summary, persistent technology shocks can be broadly consistent with the


evidence reported in Section 2, in the sense that whatever the initial conditions of


the distribution of per capita GDP are, they will fade slowly. In particular, this simple


model, which displays convergence to a unimodal distribution in the long run, will be


consistent with twin peaks in the distribution of per capita GDP, even over relatively
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Figure 10: Median of eY for different values of ρ and σε with AR(1) shocks
prolonged horizons. Furthermore, the asymmetry in the ergodic probabilities derived


from the one-year transition matrix is characteristic of any log-normal distribution


and is not (by itself) a proof of divergence.


3.2.3 The Model and Conditional Convergence


Once persistent shocks are allowed, even the simplest of the exogenous growth models


can display several of the features that are considered evidence of divergence or club


convergence. Thus, given an initially bimodal distribution of (the log of) per capita


GDP, persistence by itself could generate an illusion of bimodality for prolonged


periods.


However, the models just described are not consistent with evidence of conditional


convergence. This is so because a few lags added to an equation like (2) would become
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sufficient statistics for ln y, and no other variable in the econometrician�s information


set should be informative. Nevertheless, the results of conditional convergence (sta-


tistically signiÞcant x variables) can be found when a misspeciÞed law of motion for


ln y is considered. In particular, if some x variables are correlated with the initial


distribution of y, models that do not include as many lags of the variable as necessary


can easily be found to be signiÞcant.


Furthermore, the models just discussed are among the simplest that can be gener-


ated from our theoretical model. In particular, if θ is different from 1, the population


growth rate would become a determinant of ln y; in such a case, even if ln η is sta-


tionary (a fact supported by the data), its exclusion from growth regressions could


generate results consistent with conditional convergence, provided that technology


shocks and population growth are persistent and that the x variables chosen corre-


late with initial conditions. In fact, as we stressed in Section 2, most of the �robust�


x variables that are included in growth regressions are both persistent and strongly


correlated with initial conditions.


Of course, if the economy is better characterized using parameters that do not


allow for an analytical solution for the law of motion of ln y, equations (1) and (2)


can, at best, be viewed as linear approximations. The more nonlinear the model, the


more inaccurate this approximation will be, and any nonlinear terms omitted may be


approximated by any x variable that is correlated with the initial conditions.
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4 Concluding Remarks


This paper takes issue with the interpretation of cross-country growth models that


contend that the convergence hypothesis is strongly rejected by the data. We show


that even the simplest exogenous growth model that displays absolute convergence


in the long run can present several features that are argued to be evidence against


convergence.


In particular, if persistent and moderately volatile productivity shocks are allowed,


exogenous growth models can display features such as bimodality and asymmetries


in the unconditional distribution of relative per capita GDP. Furthermore, there is a


non-negligible probability that misspeciÞed econometric models reject absolute con-


vergence even when it is present.


Nevertheless, it is important to mention that persistence of technology shocks is


not enough to generate these results. In this case, persistence implies that initial


conditions will eventually dissipate, and if bimodality were present in a given period,


it would not dissipate for long periods of time.


Furthermore, simple (and realistic) variations of the models presented, that ul-


timately imply convergence, can be made consistent with conditional convergence


results, provided that the �determinants of growth� chosen are correlated with initial


conditions and that the models being tested are misspeciÞed (incorrect law of motion


of per capita GDP or omission of nonlinearities).


It is only fair to mention that this paper does not explain the initial bimodality
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that appears to be present in the data. It may well be the case that apparently


relevant policy variables in conditional convergence regressions have something to do


with this. In line with McGrattan and Schmitz (1999), distortionary policies may be


behind this, but this model implies that if distortions are at fault, convergence to an


ergodic distribution of per capita GDP should be achieved if these policies also do.
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Abstract


Trend GDP and the output gap are key inputs for policy evaluation and forecasting
in standard models of monetary policy. However, the measurement of these variables
is plagued with difficulties. In this paper we propose two different approaches. First,
a data-based approach, that starts with the primal and dual estimates of total factor
productivity (TFP) growth, and then uses a variety of procedures to filter the inputs.
Second, a model-consistent framework, that simultaneously estimates the macroeco-
nomic dynamics and the underlying trends of the economy. We compare the difficulties
in using each methodology, and we use them to construct measures of the output gap
and potential growth for Chile.
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1 Introduction


Over the last few years the Chilean economy has experienced a marked deceleration in eco-
nomic growth. Labor productivity growth averaged more that to 6% annually over 1994 to
1997, but since 2000 it reaches between 3% and 4%. Moreover, the time span since the out-
break of the Asian and Russian crises in 1997 and 1998 seems to indicate that more than
purely cyclical factors are at play in determining the expansion of productivity and the recent
rates of aggregate growth: monetary policy has shifted to a clearly more expansionary stance,
and long term interest rates have declined sharply in real terms since 1999.


Figure 1: Growth Rate of Aggregate Labor Productivity
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The debate on whether the current and forecasted rates of growth of the Chilean economy
in the short terms reflect a shift in the underlying expansion of productivity or are only a
symptom of weak aggregate demand reflects the difficulties in separating trends from cycle.
The same can be said about the different opinions regarding the size of current slack in
capacity utilization. This is unfortunate though, because these two variables are key inputs
in the formulation of monetary and fiscal policy. On the one hand, the current slack in factor
and goods markets determines the present underlying inflationary tendencies, through their
impact on wages and markups. On the other hand, the expansion of capacity utilization over
the next quarters or years affects the trends in these inflationary pressures.


Given that since 1999 monetary policy in Chile is guided by what has been called ”forecast
inflation targeting, in which the current stance of monetary policy is endogenous to the ex-
pected or forecasted path of prices, erring on one side or the other of the side of the output gap
or trend growth can affect the achievement of the inflation target. Moreover, unlike supply
shocks or relative price shocks such as oil prices and the exchange rate, which are immedi-
ately observed, the uncertainty about the true extent of underlying price and wage pressures
is only lifted when it is too late to act with monetary policy. The transmission mechanism
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of monetary policy to inflation through the labor market is the one that is likely to have the
longest lags.


On the fiscal policy side, difficulties are similar. The current framework in Chile aims at
the achievement of a structural surplus of 1% of GDP over the cycle. Therefore, the yearly
discussion of the budget requires an actual quantification of the size of the output gap, to fix
the path of real expenditure. Again, using assumptions about the gap or trend growth over
the short run can introduce a bias in fiscal policy, inducing too much or too little aggregate
demand impulse, relative to what is deemed convenient.


Unfortunately, the construction of output gap measures is plagued with difficulties. A
first approach, that we tackle on the second section of this paper and call data-based, relies
on a two-step procedure. First, using traditional growth accounting exercises, a measure of
total factor productivity (TFP) is obtained. Then, potential output is defined as the result of
assuming that inputs (labor and capital) are at their normal or trend utilization rates. It is
apparent then that this procedure is sensitive to assumptions in both steps. First, an accurate
measurement of actual inputs used in the production process includes issues such as shifting
quality and composition of both labor and capital, as well as time varying utilization rates
that should not be accounted for as TFP fluctuations. Then, in the second step assumptions
about the trend or normal use of inputs must be made, to go backwards and then estimate
potential output.


In simple terms, and leaving aside the measurement issues related to quality trends, the
data-based approach actually requires identifying a-priori the cyclical and trends component
in the data. A typical case is the capital utilization rate, usually associated with the unem-
ployment rate since Solow’s classic exercise. Then, to construct potential output (an exercise
that Solow did not pursue), the production function is evaluated at a “normal” utilization rate
(i.e. the “natural” unemployment rate, defined in a particular way). Thus, it is paradoxical
that the key identification assumption corresponds closely to the result of the calculation.
By going through the two steps mentioned above we do not pretend to circumvent these
difficulties, but hope that we will highlight the type of assumptions needed for this approach.


To complement the data-based estimates, the third section uses a simple empirical method-
odology to directly estimate the output gap from aggregate demand and aggregate supply
macro models. Given that the output gap measures are typically used as inputs of a macro
model such as the one we use, the simultaneous estimation through state-space techniques of
the macroeconomic variables and the underlying unobserved level of the output gap provides
an interesting alternative to the data-based approach.


This model-consistent estimate still requires some identification assumptions. The first
one is the actual specification of the macroeconomic model, particularly the functional form
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and the excluded variables. This is unavoidable though, given that the output gap measures
themselves are used in the context of specific models of the macroeconomy. The other main
identification assumptions relate to the assumed volatility of trend output growth vis-a-vis
actual growth.


The interest in potential growth is not novel in Chile. However, most of the research refers
to the period previous to 1997, and in general does not acknowledge the importance of the
specific identification issues that surround the estimation.


Combining two different analysis (growth accounting and regression analysis) Roldós (1997)
examine economic growth determinants and the relation between economic growth and infla-
tion pressures. He estimates a aggregate production function using a cointegrating vector,
that relates total GDP and production factors - capital and labor - adjusted by quality in-
dexes. These indexes measure the changes in composition of the production factors that make
more productive aggregate factors. The factor shares, that are obtained from the estimation
of the production function, allow to calculate the Solow’s residual or the TFP (Total Factor
Productivity). Through a Hodrick-Prescott filter the cyclical component of the TFP and
employment is removed for estimating the potential output.


Roldós however did not find a positive correlation between the output gap and inflation,
but rather a small negative one. He interprets these results as a product of the high average
inflation over the nineties. He does not however control for movements in the exchange rate.


Rojas et al. (1997), make a similar exercise of a growth accounting model, considering not
only capital and labor as production factors, but also the contribution of international trade
to growth. They try to estimate the contribution of the increasing commercial integration of
Chile in the last decades to effective and potential growth. The study calculates the potential
output of the Chilean economy during 1960-1996.


Using a cointegration focus, this paper estimates a production function that considers
capital and labor - corrected by grade of utilization and by quality indexes - and a variable of
terms of trade that controls for the fluctuations of international prices faced by the economy.
To calculate the potential output it is used the cointegration vector with the series of labor,
capital, terms of trade and comercial integration filtered by HP.


As we see, it is typical to filter the series to obtain a measure of the gap. It is questionable
however how much this differs from directly filtering the GDP data.


Other studies, that do not use filtering methods, still imply strong identification assump-
tions. Marfán and Artiagoit́ıa (1989) use linear programming techniques to obtain a measure
of the gap. However, they in fact impose a production function that is linear in capital.
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Garćıa (1994) uses an indirect approach: he estimates a labor demand function to identify
the parameters of the production function. Potential output is then defined as output at full
employment. Hence, the gap is the mirror image of the unemployment rate. Jadresic and
Sanhueza (1992) also identify the output gap in a similar way, by assuming an increase in the
natural rate of unemployment by the late seventies and early eighties.


Coeymans (1999) does not estimate a measure of potential output, rather focusing on a
sources of growth approach to measure trends in GDP. He estimates a production function,
which growth determinants are centered in the aggregate supply factors: capital accumulation,
hiring of new workers, TFP factor.1 Assuming constant scale returns, this analysis shows an
important cyclical component in productivity. The high correlation between productivity and
external shocks (terms of trade, impact of international interest rate over financial services
and external crisis index) reveals its importance as principal determinants of productivity
cycles and output.


We will not dwell too far from previous efforts. However, we think it is important to
acknowledge the importance of the assumptions behind the estimates of trends and gaps.
That explains why we use two very different approaches.


The results of these two methodologies are different, as expected, and also are quantita-
tively different from simple filtering techniques such as Hodrick-Prescott. This reveals that,
not unlike many of the other aspects surrounding monetary policy under Inflation Targeting,
quite an amount of judgement must be used to evaluate what are the underlying inflationary
pressures in the economy. The use of a unique mechanical procedure to estimate trends and
gaps is therefore dangerous, in that it is very likely to introduce biases in the conduct of
monetary policy.


The rest of the paper is structured as follows. The next section details the construction
of data-based estimates of the gap. Section 3 uses the model-consistent approach. Section 4
concludes.


2 Data-based estimates of potential output and the out-


put gap


In this section we construct estimates of total factor productivity (TFP) growth, and assess
its contribution to the slowdown of aggregate growth over the last few years.


1It includes changes in the level of utilization of capital and labor, reallocation of resources from low to
high productivity activities, and technical advance.
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2.1 Dual and primal estimates of TFP: Notation


There are two possible strategies for the estimation of TFP, the primal and dual approaches.
The differ in the data required, and in general are viewed as complementary. The primal
approach relies on the calculation of “Solow’s residual”, through the use of aggregate GDP
data, along with estimates for the capital stock and labor employment. The dual estimate
instead focuses on the path of relative prices: wages and the cost of capital. The relationship
between these two approaches can be easily seen by assuming a production function for value-
added and using the income identity of national accounts, both in real terms.


Y = F (A,K,N) = CkK + CnN (1)


The only assumption underlying Equation 1 is that output equals payments before direct
taxation to the factors of production: labor (CnN) and capital (CkK). These include depre-
ciation and eventually rents due to imperfect competition in labor or capital markets. Note
that Y is cost-based value added, not including indirect taxes. No assumption is made about
the shape of the production function, in particular the way technological change A affects the
relative demands for capital and labor.


First order differentiation with respect to time, using the normalization (∂F/∂K) = 1,
leads to:


∆Y = ∆A + (∂F/∂K)∆K + (∂F/∂N)∆N = K∆Ck + Ck∆K + N∆Cn + Cn∆N (2)


Dividing both sides of equation by Y , one obtains


∆y = ∆a +
∂F


∂K


K


Y
∆k +


∂F


∂N


N


Y
∆n =


CkK


Y
(∆ck + ∆k) +


CnN


Y
(∆cn + ∆n) (3)


Defining α = (CkK/Y ) as the share of capital in total costs, it is the case that


∆y = ∆a + α∆k + (1− α)∆n = α(∆ck + ∆k) + (1− α)(∆cn + ∆n) (4)


This formulation is correct under both perfect and imperfect competition, as long as
markups enter as a wedge between marginal factor productivity and the reservation wage
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and cost of capital: Ck = Ck(1 + µk) = ∂F/∂K and Cn = Cn(1 + µk) = ∂F/∂N . This means
that both approaches should have the same measurement error.


Now, its possible to define the primal (∆aprimal) and dual (∆adual) estimates of TFP
growth.


∆y − α∆k − (1− α)∆n︸ ︷︷ ︸ ≡ α∆ck + (1− α)∆cn︸ ︷︷ ︸
∆aprimal ∆adual


The intuition for this identity is simple: TFP grows if real wages or the real return on
capital are growing too, because in the steady state these relative prices (not adjusted for
quality) should be constant.


Before moving to the primal and dual estimates of TFP growth, some measurement issues
must be highlighted. These revolve around two main aspects: the changing quality of the
inputs in production, and their varying utilization over the business cycle.


2.2 Dealing with quality trends


Capital


Over the last decade and a half, there has been a dramatic shift in the composition of
gross fixed investment. In 1986, machinery and equipment (M&E) composed 43% of gross
capital formation (in constant 1986 prices), while from 1995 onwards its share had stabilized
around 60%. In nominal terms, the share of M&E first increased from close to 40% in the
mid-eighties up to 50% in the early to mid-nineties, to then decline to slightly over 40% in
recent years.2


Also, within M&E there have been fairly large shifts over time. The imported component
increased from 80% in the mid nineties, reached close to 90% in 1998, and then experienced
a steep decline in 1999 and 2000, reaching 76%.3


2Official data on nominal investment reaches 1998, so we used estimates for investment deflators for 1999
and 2000. The methodology is described in the appendix.


3Again, the later data are estimates based on the path of capital imports quantum, which fell close to 35%
in 1999. 2000 and 2001 have seen a modest recovery: third quarter data are only 11% higher than the 2000
average.
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Accounting for these large shifts in the composition of investment is important. They
have been substantial enough to matter in the composition of the capital stock over the last
decade and a half. Recent estimates by Aguilar and Collinao (2000) show that the share of
the capital stock accounted for by M&E increased from 18% in 1985 to 33% in 1997, having
remained stable since. (Figure 4)


Figure 2: Composition of the capital stock


0.0


0.2


0.4


0.6


0.8


1.0


1985 1988 1991 1994 1997 2000


Housing


Other construction


M&E


From Jorgenson’s definition of the cost of capital, one sees that these shifts have potentially
large effects on the dual estimate of TFP growth. Let Ck,i represent the capital cost of brand
i of capital, measured relative to the GDP deflator P , while Ri is the net return on capital,
Di the depreciation rate, Pi own deflator, and τi any tax-induced wedge:


Ck,i = τi (Ri + Di)
Pi


P
(5)


Abstracting from the importance of different tax treatments, τi, and if by arbitrage Ri = R
for all i, still different rates of depreciation as well as different relative prices Pi/P for each
brand of capital will have an important incidence in the cost of capital. M&E in particular,
by having a high relative rate of depreciation, and an important imported component, must
be treated differently that construction. Moreover, these facts affect not only the estimated
path of the cost of capital for the dual estimate of TFP, but also the share of M&E in total
costs, an input for primal growth accounting.


How important quantitatively are these factors in determining the path of the cost of
capital? Figure 5 show quarterly M&E and construction deflators, normalized by the GDP
deflator, for the period 1986 to 2001. They display a very different evolution. The increase of
the construction deflator has been fairly stable, increasing by a little over 1% over the increase
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in the GDP deflator. Meanwhile, the appreciation of the real exchange rate had a large impact
on the relative price of M&E, that fell around 40% between 1990 and 1996. Since then, it has
remained stable: the depreciation of the nominal exchange rate has been compensated by not
only a decrease in the dollar unit import value of capital goods, of close to 15% since its peak
in early 1996, but also a reduction in the average tariff rate of 3 percentage points.


Thus, since the mid-eighties, the relative price of M&E vis-a-vis construction has declined
50%, although all this reduction occurred prior to 1997.


Figure 3: Investment deflators (relative to the GDP deflator)
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Labor


On the other hand, the quantity and quality of labor inputs changes over time, due to
the increase in educational attainment, the sectoral reallocation of labor and secular trends in
labor participation and hours worked. In simple terms, the actual labor input that enters the
production function is a combination of the participation rate p, the employment rate (1− u)
(defining u as the unemployment rate), hours worked H, effort E and educational attainment
S.


N = P × (1− p)× (1− u)×H × E × S (6)


All these factor have some importance in the case of Chile over the last decade and a half.
Since the mid-eighties, the average years of schooling of the labor force have increased by
over 10%. On the other hand, participation rates also shifted up, specially among women and
in the early part of the nineties. Since 1999 though participation has declined by a couple
of percentage points. Hours worked on the other hand show a downward trend since 1986.
(Figure 6)
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Figure 4: Hours worked and average participation rate
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2.3 Dealing with utilization over the cycle


Over and above the changing quality of the inputs, their utilization over the cycle can introduce
“false” movements in TFP. It must be assumed that some frictions exists that prevent the full
utilization of the existing stock of capital or the labor force. We will not dwell on the reasons
why this might be so, purely stating that this is a fact that must be taken into account to
prevent a spurious relationship between TFP and the business cycle.


For the case of labor input, unemployment figures allow at least a partial disentangling of
the labor utilization effect. However, three other factors, mentioned above, add to the com-
plication: participation rates themselves are not exogenous, and do have a relationship with
the business cycle due to the combination of “added-worker” and “discouraged-worker” ef-
fects. These two effects actually show interesting empirical dynamics over the cycle, depending
on the persistence of the path of unemployment. C. Garćıa and G. Contreras (2001) show
that an increase in unemployment initially increases participation (“added worker” effect).
However, if this increase persists over time, participation start to drop below its initial level
(“discouraged-worker” effect). Moreover, physical labor can be employed in varied intensity
over the cycle, because of changes in hours worked and effort.


Above it was shown how these factors could affect labor input trends. They also have a
quantitative impact over the cycle, particularly labor force participation.


The issues above are relevant for a correct interpretation of the primal TFP estimation.
They also come into play for the case of the dual estimate. Real wages, once one controls
for inflation fluctuations, move along with unemployment fluctuations in a significant way.4


4See Restrepo and Garćıa (2001), and Coeymans (1999)
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Even more so, the real return on long-term bonds, which because of arbitrage is the variable
used to construct the cost of capital, are sensitive to monetary policy shifts, that themselves
react to perceived output deviations from trend and inflationary pressures. Therefore, the
dual estimate of TFP growth will be polluted by the cyclical behaviour of the cost of capital
and wages. (Figure 7)


Figure 5: Interest rates
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2.4 Identifying assumptions


As we have seen, to construct the primal and dual measures of TFP one needs to identify
separately the cyclical vs the trend components of each of the stock (for the primal) or
price (for the dual) estimates. The key identification assumption we will make here is the
estimation of the natural rate of unemployment, that as we’ll see plays an important role in
all the corrections for the estimation of TFP.


To obtain the natural rate of unemployment we filter the unemployment rate with the
Hodrick-Prescott filter, setting λ = 20000 and restricting the sample up to the first quarter
of 2000. The HP filter has a well known problem in dealing with end points, thus we exclude
the last six quarters, fixing instead the natural rate of unemployment at 7,5% from then on
(Figure 8).


We define the unemployment gap as u− un.


Capital


We assume that the effective use of capital over the cycle in a similar way to the gap
between the effective unemployment rate and the natural rate. That way in a boom utilization
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Figure 6: Effective and natural rates of unemployment
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is over 100% and in a slump it falls below 100%. We further assume that both the utilization
of M%E and construction move in tandem. These effective measures of the capital stock are
defined as:


K̃i = Ki × (1 + un − u) (7)


Long term interest rates


Long term interest rates in Chile have been highly volatile in the past, reflecting in part
the impact of monetary policy decisions. However, for the dual calculation of TFP we are
interested in more persistent factors that affect the demand for long term bonds, such as,
precisely, growth prospects. Thus, we need to disentangle from the path of interest rates the
movements associated with short term interest rates.


To do this we proceed in two steps. First, we use the Kalman filter to estimate a policy
rule for short term interest rates, that includes the unemployment gap, the difference between
inflation and the target and an autoregressive term.5 We interpret the state variable that
results as an indicator of the unobserved neutral stance for monetary policy. Second, we
input the resulting neutral policy rate into an estimated equation for long term interest rates,
that includes leads and lags of itself. In this manner we recover a path for long term interest
rates that, hopefully, is unrelated to the cyclical situation of the economy.


Labor


5Details can be found in the Appendix.
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Figure 7: Long Term Interest Rate Cyclically Adjusted
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A similar correction needs to be performed for hours worked. We estimate a simple speci-
fication, regressing average hours worked with the unemployment gap, and a quadratic trend.
The resulting equation, with Newey West standard errors below coefficients, is:


ln H = 3.88
(0.01)


+ 0.03
(0.009)


ln trend− 0.008
(0.001)


(ln trend)2 − 0, 778
(0.155)


(u− un)


R2 = 0, 63, SE = 0, 01, DW = 1, 59


This shows that hours tend to be quite procyclical: a 1.3 percentage point increase in the
rate of unemployment leads to a fall of 1 hour worked. (Figure 10)


Figure 8: Cyclical correction of hours worked
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For the case of participation rates, Contreras and Garćıa estimate that the long run elasti-
city of the participation rate to unemployment is close to 1.6 The short run dynamics however
play an important role, but still the cyclical correction, using their estimates, shows a large
procyclical component in the participation rate.


Figure 9: Cyclical correction of the participation rate
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2.5 Estimation results


First, with regards to TFP estimates, the primal and dual approaches result in similar trayec-
tories over the last fifteen years, that can be separated in three subperiods. We also constructed
two measures of the primal TFP estimate, excluding inventory accumulation to reduce the
cyclicality of output.


First, over the late eighties TFP growth was modest. This is a result of controlling for a
varying utilization of capital, which incorrectly can be measured as TFP growth. A second
period last over the nineties, from 1991 to 1995 for the case of the primal estimates, and 1989
to 1994 for the dual estimates. This was a period of high TFP growth. The third period is
the last one, when TFP growth, although still positive, has slowed down.


The variety of adjustments discussed above do matter. For example, for the primal measure
of TFP, an additional cumulative growth of 10% results if no adjustments are done. This is
close to half the growth of adjusted TFP. However, the cyclical behavior of TFP is still an
issue.


This matters for the estimation of the gap. Indeed, if one directly uses TFP for the


6Central Bank of Chile (2001).
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Figure 10: Primal and Dual TFP
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Figure 11: Primal TFP
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calculation of potential output, the gap over the mid eighties is close to zero, and the current
slack is also small, specially the unadjusted series. As other authors have done, the filtering of
TFP then appears as a reasonable option. Here we applied the HP filter, but with λ = 10000.
The gap appears more procyclical.7


This exercise shows a last point that we want to highlight before moving to the model-
consistent estimates. The filtering approach not only is required for the inputs, but also for the
TFP measures that are finally obtained. This is a difficulty that should not be underestimated.


7The correlations between the three gaps presented and quarterly growth of seasonally adjusted GDP are
-0.03, 0.01 and 0.40.
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Figure 12: Primal Output Gap
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3 Model-consistent estimates of the output gap


Given the difficulties surrounding the direct estimation of trend GDP starting from the data,
in this section we propose the joint estimation of the output gap and the macroeconomic
dynamics embedded in small macroeconometric models for the Chilean economy. This strategy
still requires imposing some identification restrictions, which will be described below.


We use two models for the estimation, based on the aggregate demand and price blocks of
a more complete model discussed in more detail elsewhere.8 Each model will have a similar
structure. First, an equation that describes the short run macroeconomic dynamics. Second,
an equation for the unobserved state variable that captures underlying productivity. Third,
a definition of trend GDP growth and/or the output gap.


3.1 Structure of the models


Aggregate demand model


Our first model (the AD, or aggregate demand model) consists of an aggregate output
growth equation, relating the first difference of seasonally adjusted log output with an unob-
served trend component γ, the stance of monetary policy given by the slope of the yield curve
r − rl, long term interest rates rl, and external conditions, identified here with international
interest rates rx and the log price of copper ln Pcu. Two lags are included to capture the


8See Garćıa, Herrera and Valdés (2000).
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dynamics. A disturbance term εy is also added to account for short-term fluctuations.


∆y = γ + φr(r−1 − rl) + φrlrl−2 + φrxrx−2 + φcu ln Pcu


+ φy1(∆y−1 − γ−1) + φy2(∆y−2 − γ−2) + εy (8)


We think of the state variable γ as capturing underlying trends in output growth. Although
the level of productivity should be smooth, we do not have any priors about the process that
drives the growth rate of productivity. Thus we impose an autoregressive functional form.


γ = ργ−1 + εγ (9)


After estimating this small model, we cannot recover trend GDP, but we can infer its rate
of change through time. For that it is necessary though to specify more carefully what we mean
when we talk about trend growth. The definition we use is consistent with a neutral stance
of monetary policy and stable relative prices such as the exchange rate, implying therefore:


r = rl = rx


Moreover, the price of copper should be at its equilibrium level, that we denote by ln Pcu .


This allows the following definition of trend output growth


∆y = γ + (φrl + φrx)rx−2 + φcu ln Pcu + φy1(∆y−1 − γ−1) + φy2(∆y−2 − γ−2) (10)


This equation highlights some interesting issues. First, trend GDP growth is not static, but
evolves through time, not only with the fluctuations of the unobserved underlying productivity
component, but also with external conditions. This approach is not novel, at least in the
inclusion of external conditions. Beechey et al. (2000) use it for the estimation of Australian
trend growth, as do Rojas et al. (1997) , with a focus on terms of trade, for the Chilean
economy. Although Coeymans’ (1999) interpretation is closer to ours, in terms of adjudicating
to the external conditions a role in trend growth, the model we propose assumes that the
cost of international finance affects aggregate expenditure, while Coeymans interpret it as a
determinant of TFP growth.


Aggregate supply models
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Our second model focuses on the determination of prices. Inflation is determined by
a Phillips curve (AS, aggregate supply), that relates the first difference of inflation with
lags and leads of itself, and imported inflation (given by the sum of nominal exchange rate
depreciation and international dollar inflation in US dollars). The first, restricted, version of
the model imposes dynamic homogeneity on the inflationary process, to guarantee neutrality
and a vertical Phillips curve in the long run. This implies adding-up restrictions on some of
the right hand side regressors as well as the restriction of a zero constant. As this model is
very simple, and there is evidence that inflation in Chile follows more complex dynamics9,
we also estimate an unrestricted version of the model. However, we cannot reject the null
hypothesis of homogeneity and a zero constant.10


Thus, our AS model is as follows:


∆π = ξl1


4∑
i=2


π−i − π−1


3
+ ξf


2∑
i=1


π+i − π−1


2


+ ξe


2∑
i=1


ê−i + π∗−i − π−1


2
+ ξy


4∑
i=2


y−i − y−i


3
(11)


The definition of trend GDP in this case is straightforward, as it is directly specified as
the unobserved state variable:


y = ρy−1 + εy (12)


3.2 Estimation results


The models above are estimated using state-space techniques, imposing identification restric-
tions with respect to the volatility of the trend components of GDP growth. We assume
throughout that trend output is smoother than actual output. Our choice for the dependent
variable is total GDP minus mining, fishing and energy. These sectors are linked to natural
resources, and their expansion over time responds more to exogenous factors.


Aggregate demand model


9See Garćıa and Restrepo (2001).
10The p-value of a χ2 test of the joint hypothesis of a zero constant and adding-up constraint is 0.756.


18







Table 1: Estimation results - AD models


OLSa State-Spaceb


σ(εγ) = σ(εy)/5 σ(εγ) = σ(εy)/20 unrestricted σ(εγ)


φr -0.404 0.067 -0.404 0.087 -0.405 0.087 -0.398 0.083


φrl -1.501 0.288 -1.462 0.308 -1.479 0.256 -1.466 0.295


φrx -0.564 0.281 -0.552 0.220 -0.552 0.162 -0.562 0.208


φcu 0.029 0.011 0.029 0.010 0.028 0.005 0.028 0.007


φy1 -0.288 0.108 -0.225 0.173 -0.267 0.156 -0.203 0.171


φy2 -0.282 0.068 -0.331 0.180 -0.290 0.166 -0.354 0.246


σ(εy) 1.25% 1.05% 1.11% 0.99%


σ(εγ) 0.58%


ρ -0.493 0.377 -0.475 0.717 -0.555 0.998


R
2


0.477


Log-Likelihood 175.44 173.52 173.49 173.49


a Newey-West standard errors in italics
b Standard errors in italics. OLS estimates used as initial conditions.


The results of the estimation are broadly consistent with single-equation estimates by least-
squares. We performed a variety of estimations, using different assumptions for the variance
of trend output growth.


As expected, the results show the sensitiveness of GDP growth to interest rates, both due
to monetary policy actions and the shifts in the cost of external finance.11 Also, the price of
copper affects significantly GDP growth. The state-space estimates are similar to the OLS
estimates, both in terms of their size and statistical significance. The state-space estimation
also deliver some interesting results. First, the autocorrelation in the growth rate of the state
variable (measured by ρ), although large, are not statistically different from zero. This implies
that, at least in the context of the AD model, shocks to the underlying productivity growth
show little persistence over time.


As a matter of fact, the state space estimation of the AD model differs very little from the
OLS estimation, in that only a small fraction of the variation in the data can be attributed to


11rx was constructed using the 10 year T-bond as benchmark, deflated by US core inflation and adjusted
for a measure of the sovereign spread and the incidence of capital controls over the nineties. More details can
be found in the appendix.
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the state variable. The path of trend GDP growth, as defined above, is similar if one considers
the OLS estimation, one of the restricted versions of the AD model, and the unrestricted model
that allows the variance of the state variable to be independent of the volatility of the error
term. (Figure X shows, the path of actual output growth, the thick line, and the trend
growth grates that result from the restricted and unrestricted state-space models, and the
OLS estimation, in blue lines. The latter differ little from each other.)


From this exercise then one can conclude that, within the time span of the data, it is
difficult to identify the relative importance of domestic factors, here associated with the state
variable γ. Most of the variation of GDP growth can be accounted by monetary policy and
external shocks.


Figure 13: Actual and Trend Output Growth in AD models


-6


-4


-2


0


2


4


6


86 87 88 89 90 91 92 93 94 95 96 97 98 99 00 01


-6


-4


-2


0


2


4


6


Aggregate supply model


From the results in the last section it is apparent that little information about trends
is gained from direct observation of the path of output. With the AS models however, the
inference about the size of the output gap and the growth rate of trend GDP depends on the
informativeness of the path of inflation.


As before, some identification assumptions must be made, now related to the magnitude
of the volatility of trend GDP σ(εy). We estimate the AS model with a variety of assumptions
about this volatility. The table that follow show the resulting estimates.


The growth rates of trend output differ, but tend to be stable over time. However, some
evidence of a slowdown in trend growth appears on some of the estimations. The measures
of the gap too differ, in general show a positive gap over most of the nineties and a negative
one since 1999. The magnitudes are important: close to 10% in recent quarters. This is
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Table 2: Estimation results - AS models
IVa State-Spaceb


σ(εy) = 1% σ(εy) = 0.3% unrestricted σ(εy)


ξl1 0.462 0.122 0.416 0.108 0.460 0.103 0.303 0.115


ξl2 0.332 0.113 0.192 0.085 0.224 0.059 0.434 0.126


ξe 0.085 0.037 0.095 0.049 0.081 0.045 0.053 0.052


ξvat 0.700 0.206 0.668 0.260 0.693 0.277 0.655 0.258


ξy 0.048 0.036 0.054 0.024 0.043 0.022 0.025 0.036


σ(π) 0.73% 0.66% 0.68% 0.58%


σ(y) 6.21%


ρ 0.996 0.005 1.000 0.004 0.991 0.011


R
2


0.477


Log-Likelihood 207.71 200.23 211.04


a Instrumental variables estimation. Instruments used for π+i include lags of inflation,


interest rates and the unemployment rate, among others. An HP trend is used


as proxy for the gap.
b Standard errors in italics. IV estimates used as initial conditions.
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Figure 14: Trend Output Growth - AS model - σεy ∈ [0.1%− 1%]
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Figure 15: Output Gap - AS model - σεy ∈ [0.1%− 1%]
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probably related to the low passthrough from exchange rate depreciation up until now, that
the state-space estimation interprets as a large, negative output gap.


4 Concluding remarks


We conclude first by discussing what we have learned from these exercises, in terms of the
current size of the slack in factor markets. Then, we briefly touch upon an issue that is
probably relevant for the discussion, but that escapes the scope of this work: sectoral shifts
in production and employment.
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Table 3: Correlations between gaps
HP AS Primal Unemployment


λ = 1600 model adjusted n/adjusted filtered gap


HP 1.00 0.53 0.41 0.29 0.76 0.36


AS 1.00 0.77 0.59 0.75 0.66


Pr.adj. 1.00 0.90 0.57 0.92


Pr.n/adj. 1.00 0.40 0.99


Pr.filt. 1.00 0.49


Unemp 1.00


4.1 What have we learned?


The following figure displays several measures of the output gap that have been presented
along this work. Some of them rely on growth accounting exercises, while another results of
assuming a particular natural rate of unemployment. A third is the product of a state space
estimation of a simple Phillips curve. As a benchmark, the thick gray line results from a
simple HP filter.


Figure 16: Output Gaps
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The first thing that is readily apparent is the wide dispersion in both the magnitude and
the trends of the different estimates of the output gap. While some seem very procyclical,
others are smoother. While some show a stable gap over the last quarters, others indicate
an increasing slack. While some of them are not very correlated with each other, others are
extremely so. This in particular is the case with the filtered primal TFP estimate and the
unemployment gap, showing the importance of particular identification assumptions.
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Secondly, all these measures indicate that current slack lies between 2% and 11% and, more
importantly, that it has been mostly stable since 1999. The notable exception is the simple,
λ = 1600, HP filter, that indicates actually a positive output gap for the second quarter of this
year. The well-known sensitivity of this filter to end-points is the culprit for this somewhat
counterintuitive result.


As a corollary, this is a warning to the mechanical application of statistical methods,
loosely related to economic theory, for the measurement of trends and gaps. Some structure is
needed to infer economically sensible conclusions about the measurement, through a particular
method, of the output gap. A judgemental approach seems best: using a variety of methods
provides a wider perspective on an issue that is key to the efficient conduct of monetary policy.


4.2 A final digression: sectoral shifts


An issue we have not dealt with at all is the role of sectoral shifts in the composition of output
and employment. Have they been important in recent years in affecting productivity trends?
We will briefly argue that, although they do seem to account for a share of the movements
in aggregate productivity, this is only a fraction compared to increases in productivity within
each sector.


To fix some notation, let Yt =
∑


i Yi,t and Nt =
∑


i Ni,t define aggregate output and
employment, respectively. We define the sectoral employment and value added shares for the
analysis that follows as βi,t =


Yi,t


Yt
and λi,t =


Ni,t


Nt
. On the other hand, we define sectoral labor


productivity (LP) as θi,t =
Yi,t


Ni,t
. Equivalently, aggregate LP is represented by θt = Yt


Nt


Some identities are useful for what follows. First, there exists a relationship between
sectoral value-added and employment shares, and aggregate and sectoral LP.


θt ≡ θi,t
λi,t


βi,t


It is possible to write aggregate LP as a weighted average of sectoral productivity, where
the weights are employment shares:


θt ≡
∑


i


λi,tθi,t
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From this, one obtains that the rate of productivity growth equals a weighted average of
the sum between sectoral LP growth and the rate of change in the sectoral employment share.
The weights are value-added shares.


∆θt


θt


=
∑


i


βi,t


[
∆θi,t


θi,t


+
∆λi,t


λi,t


]


However, it is also the case that aggregate LP equals the inverse of a weighted average of
inverse sectoral LP’s, but using value-added shares as weights:


θt ≡
(∑


i


βi,t


θi,t


)−1


Equivalently, from the latter identity the rate of LP growth equals a weighted average of
the difference between sectoral LP growth and the rate of change in value-added shares. The
weights in this case are the sectoral employment shares.12


∆θt


θt


=
∑


i


λi,t


[
∆θi,t


θi,t


− ∆βi,t


βi,t


]


The intuition for these results is simple. On the one hand, it must be the case that
aggregate LP growth results partly from LP growth at the sectoral level. This however can
be amplified if the sectors that display high LP growth are also increasing their share in total
employment. The opposite occurs whenever the high-LP growth sectors are also increasing
their share of value-added.


The following figures display both decompositions of aggregate productivity growth. The
first one fixes


This shows that although shifts in the composition of output and employment do play in
role in explaining short run fluctuations of aggregate productivity, the lion’s share of its fluc-
tuations are due to movements in sectoral labor productivity growth. Therefore an approach
based on aggregates, such as the one discussed in this paper, seems like a good first take on
the problem. The sectoral analysis is left for future work.


12Similar decompositions can be found in De Gregorio (1999).
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Figure 17: Decomposition of Labor Productivity Growth
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Figure 18: Decomposition of Labor Productivity Growth
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1.Introduction.


In the middle of the seventies, Chile was the first country in Latin America to start


moving away from a model based on pervasive government intervention to one where the


market plays a central role in resource allocation and production and consumption


decisions. This move towards a market economy was accompanied by restoring order in


the public finances in an attempt to reduce inflation to single digit levels and put the


macroeconomic situation under control. The changes accomplished since then have been


dramatic. By the middle of the seventies, as a result of the cumulative effects of 40 years


of interventionist policies and the disregard for the macroeconomic fundamentals, the


Chilean economy was a highly distorted one, dominated by a very large and intrusive


public sector, and facing severe macroeconomic unbalances that had its roots in a high


public sector deficit, which reached 25 percent of GDP in 1973. Also price controls and


rationing were widespread and the financial sector was repressed through the use of


controls on nominal interest rates at levels that were far below inflation.


The Chilean economy went through a major political and economic crisis in the


early 1970s. Following a deep recession in 1975, there was a period of recovery and rapid


growth that lasted until 1981 when a new crisis developed. After a costly adjustment


effort, growth resumed again in 1984. The average growth rate between 1985 and 1997


was 7.4%, with 1997 growth at 7.4% (Figure 1). This period of high growth was


interrupted in recent years as a result of severe external shocks (capital inflows, terms-of-


trade, contagion of the Asian, the Russian, the Brazilian and the Argentinean crises) and


the domestic policy response to these shocks.1 Figures 1 to 14 presents the evolution of


the main macroeconomic indicators since 1994, Table 1 resumes the same information.


There is not a unique cause for the post-1997 growth slowdown with many


competing hypotheses. The first puts the blame on the bad luck resulting from a series of


external shocks: term-of-trade losses and a slowdown in capital inflows following the


Asian crisis. A second hypothesis blames the slowdown on the policy responses to the


deterioration in the external environment. In particular, the inability to achieve a more


                                               
1 For a review of the period at different stages and from different points of view see the papers in Bosworth
et. al. (1994) and Larraín and Vergara (2000a).
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balanced mix of monetary and fiscal policy during the 1997-98 period ended up putting


all the weight to reduce expenditures on monetary policy with detrimental effects on


sectors heavily dependent on the interest rate cost (small and medium enterprises and the


construction sector). A related hypothesis is that the stanch defense of the exchange rate


band resulted in high interest rates with similar costs on the most exposed sectors.


Finally, a third explanation is that the slowdown resulted from the completion of a high


growth cycle associated to the structural reforms introduced in the 1985-1995 period. In


accordance with this last hypothesis, the favorable supply shock linked to the structural


reforms of the previous twenty years unleashed a period of high productivity growth that


was completed by the second half of the 1990s. The purpose of this paper is to evaluate


Chile’s macroeconomic performance in the second half of the nineties concentrating on


examining the role played in it by each of these competitive hypothesis.


The rest of the paper is organized in five sections. Section 2 uses a Solow’s


growth accounting framework to identify the factors contributing to growth from 1951 to


1997, that is just before the slowdown. Section 3 reviews the main developments in


policies and macroeconomic development in the 1990s to set the stage for the analysis


carry out in the next two sections. Section 4 uses a framework based on non-structural


VAR models to analyze the main factors accounting for the post-1997 slowdown of the


economy. Section 5 uses a small macroeconomic structural model to assess the economic


consequences of some of the actions undertaken in 1997-1998. Finally, section 6 presents


the main conclusions.
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2. Growth Accounting: Explaining GDP Trends.


The favorable growth record of Chile in the period 1985-1997 has attracted the


attention of researchers and policy makers interested in learning from a successful


transformation in a Latin American country. The Chilean model was also of interest


beyond Latin America as it provided a clear contrast with the East Asian model, by


relying more on a private market economy guided by rules, rather than by discretion.


Because of it, it was argued that it requires a smaller government than the East Asian


model, and therefore economizes on human capital and government capacity. For this


reason it might perhaps have more relevance for the typical developing country.


However, in a natural resource rich country like Chile, it is natural to question if the


success is due to the results of the economic policy implemented, or only a consequence


of a period of good luck in the “commodity lottery”2.


To answer this question we study the factors contributing to the Chilean growth


record of this period. This is a field where much work has been done in recent years


extending the standard Solow model of the 1950s. New work in this area has been more


of the cross sectional variety and it has been based in the now fairly standard "new


growth theory framework" (Barro and Sala-i-Martin, 1995; Fischer, 1993). Within this


framework, a sudden jump in the rate of growth, as the one observed in the period 1985-


1996 in Chile, has to be attributed to a change in the rate of growth of capital


accumulation, or a temporal increase in the rate of growth of employment above the rate


of growth of the labor force, or a jump in the rate of growth of total factor productivity


(TFP) or a combination of these three factors. Of course, the rate of increase in the capital


accumulation can be affected by changes in the prices of export commodities.


Lefort and Solimano (1994) and Meller, O'Ryan and Solimano (1996) used this


type of framework for the case of Chile. Here we summarize first their results and then


we present some new evidence on this matter. Meller, O'Ryan and Solimano (1996) show


that in the pre-reform period, 1951-73 in their study, TFP growth was small when


compared with GDP growth, while in the period 1984-89, period that they define as of


recovery and re-consolidation of reforms, TFP growth was 0.79 percent per year and the


main factor contributing to growth was the growth in labor input. In contrast, in the 1989-
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93 period, a period defined by the authors as one of sustained growth, the growth of TFP


was 2.39 percent per year, accounts for one third of the rate of growth of GDP. For the


same period, the contribution of capital accumulation alone was close to one half of the


rate of growth of GDP, 3.5 percent compared with 7.1 percent.


Lefort and Solimano (1994), following the work of Fischer (1993), also


endogenize the rate of growth of factor inputs and of TFP. They relate the rate of growth


of these variables to macroeconomic factors, economic reforms and external shocks.


They find that macroeconomic instability, measured by the inflation rate and the standard


deviation of the inflation rate, has a negative effect on the rate of growth of factor inputs


and in the rate of change of TFP3. They also find that the volatility of the real exchange


rate, measured by its standard deviation, has a negative effect on the rate of change of


TFP and that trade liberalization and financial deepening have a positive effect on the rate


of change of TFP. Indeed, the latter variable "is the most important factor in explaining


the change in total factor productivity growth, both in the whole sample and in the period


1974-1989" (Lefort and Solimano, p. 25).


The rate of change in the terms of trade variable has a positive effect in the rate of


capital accumulation for the period 1974-89. When they proceed to study the robustness


of their findings the authors conclude that macroeconomic factors and TFP growth


chiefly affect capital formation.


We examined the factors accounting for the growth record of Chile re-estimating


the extended production function framework of Lefort and Solimano, but extending the


sample up to 1997, and then use the estimated equation to compute the factors


contributing to growth for six sub-periods (1951-60; 1961-70; 1971-80; 1981-85; 1986-


95; and 1995-97). In Table 2 we report the results.


From Table 2 it can be observed that the acceleration of growth during the high


growth periods, 1986-95 and 1995-97, is in a mayor part due to a quantum jump in the


rate of growth of total factor productivity, which alone on average accounts for more than


half of the rate of growth of GDP, a result higher than the one reported by Meller, O'Ryan


and Solimano (1996) just for the period 1989-1993. In order of importance, the second


                                                                                                                                           
2 Bulmer-Thomas (1994).
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most important factor is capital accumulation, which contributes with more than 40% of


the total.


The question that one could ask is to what extend the above reported growth


really reflects sustained growth, rather than just recovery. There is no way to answer this


question short of developing a full general equilibrium model for the period. It is clear,


however, that as the economy was approaching full employment towards the end of 1997,


to sustain the growth process would have required: (1) to maintain a high rate of growth


of capital formation; (2) to keep improving the allocation of resources and the incentives


for economic agents to increase efficiency; and, (3) to increase the contribution


originating in human capital accumulation. However, Chile suffered another string of


external shocks and some economic policy slippages -a string of large increase in


minimum wage starting in May 1998, expansionary fiscal policy just when the current


account deficit had to be reduced- that derailed the economy from the high growth path.


In the next section we study the 1990s period with some detail.


                                                                                                                                           
3 Lefort and Solimano (1994) also find that the response of the rate of change of factor inputs and of TFP
to inflation is nonlinear with a higher response to high inflations.
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3. Macroeconomic Policies and Developments in the 1990s: An Overview


By the end of the 1980s when the transition to a democratically elected


government was in process, the Chilean economy was having a solid economic


performance behind strong macroeconomic fundamentals and micro policies that


promoted integration to the world economy and competition. On the macroeconomic


side, the public sector debt was manageable and there was a fiscal surplus, monetary


policy was geared to avoid an acceleration of inflation and to keep, with the help of the


fiscal surplus, a competitive real exchange rate. In 1989 growth was 10.6%, the


unemployment rate was 7.1% (it has been 12% in 1985), inflation reached 21.4% and the


current account deficit was 2.5% of GDP.4


The new coalition government that took power in March 1990, in a strategic


move, decided to embrace the market-oriented open-economy policies of the past


administration and wisely implemented early on a stabilization program to slowdown an


economy that by the late 1980s was clearly overheating with inflation accelerating. It was


the responsibility of the recently installed Board of the now independent Central Bank to


bring inflation under control. The newly independent Central Bank, created in October


1989, began operating in December 1989, only three months before the Presidency was


transferred from Pinochet to Aylwin, and undertook as its main task the gradual reduction


of inflation. Gradualism was based on the concern that a rapid reduction of inflation


would introduce serious distortions in relative prices in an economy where there was


widespread indexation of key prices to past inflation. Although the Central Bank’s main


objectives are to achieve price stability, to ensure the proper functioning of the domestic,


and of the external payment system, the existence of a robust financial system and solid


external accounts allowed the central bank to concentrate mainly on the inflation


objective. In terms of the current literature on Central Bank independence, the Central


Bank of Chile is modeled on Rogoff’s "Conservative Central Banker" (1985)5. Chilean


                                               
4 For a description of monetary policy during this period see Fontaine (1991).
5 In this model, the Central Bank board behaves as minimizing a quadratic loss function. The arguments of
the function are the departure of the inflation rate from its target and the departure of the current account
deficit from its target (or the unemployment rate from its target in Rogoff’s model). But de facto, the
Central Bank has been assigning greatest weight to the inflation term, resulting in conduct similar to that
observed for the "Conservative Central Banker" of Rogoff.
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law gives the Central Bank independence to set its own targets as well as to choose the


instruments it deems appropriate for achieving those targets6. Furthermore, in contrast to


other independent Central Banks created recently, the Central Bank of Chile is also


responsible for the exchange rate system and for exchange rate policy.


The Central Bank initially set itself the objective of gradually reducing inflation.


Later on it set as an objective to achieve inflation rates similar to the ones observed in


industrial countries, while maintaining current account deficits that will not jeopardize


the stability of the external payment system7. But whenever the two objectives enter into


conflict, as was the case in 1996, the inflation target was given priority.


The inflation objective for the coming year is chosen by the Central Bank and


announced to the Congress and to the country during the first fifteen days of September


of each year. At first, that objective was stated in terms of a range for the CPI inflation


rate for the period Dec-Dec of the coming year. Then, starting in September 1994, the


Central Bank moved toward setting a point estimate for the inflation objective. Finally in


September of 1999 it announced that from now on the objective was to maintain an


inflation rate in the range of 2% to 4%, allowing only for temporary deviations from


these bounds and at the same time it abandoned the exchange rate band system replacing


it by a floating rate. In the initial years although the target was announced, there was not


an explicit declaration of how policy was going to be conducted. However, lately the


system has converged to a fully-fledged inflation-targeting regime. The inflation target is


the ultimate objective of policy, while an inflation forecast now made public, is the


intermediate objective, and the interest rate is the main instrument for achieving those


objectives.8


                                               
6 This is by omission more than by commission as the Central Bank’s charter spell out its objective of
achieving price stability but it does not specify who set the inflation target.
7 Massad (1998) defines this level as 4% of GDP when the current account is measured using normal terms
of trade levels. Unfortunately, normal is not defined in the same paper. Morandé (2001a) states that the
current account objective was 2 to 4% up to 1995 and between 4% and 5% between 1996 and 1998.
8 For reviews and descriptions of monetary policy during this period see Corbo and Fischer (1994), Corbo
(1998), Budnevich and Pérez (1995), Massad (1998) and Zahler (1998). A review of the international
experience with inflation targeting during the same period can be found in Bernanke et al. (1999).







9


When the independent Central Bank started to operate in late 1989 it had inherited


a passive crawling peg exchange rate band system that had been in operation since the


middle of the 1980s. In that system, the mean point of the band was adjusted by the


differential between domestic and foreign inflation in a sort of constant central parity for


the real exchange rate. The width of the band at that time was 5% in each direction of the


central parity. As the Central Bank started to operate with the objective of achieving a


target inflation rate, many times this objective run into difficulties with the objective of


targeting also a level for the real exchange rate. Achieving this second objective was


increasingly a problem as the combination of low international interest rates and “good


domestic policies” in Chile resulted in a quantum jump in capital inflows. As a result,


during the 1990s, a conflict between the inflation and the real exchange rate objectives


surfaced repeatedly and, although the inflation objective was given priority, the Central


Bank also struggled to avoid an excessive real appreciation. To this end, in most of this


period it actively intervened in the foreign exchange rate market, implementing an


aggressive and costly policy of foreign reserve accumulation, accompanied by the


sterilization of the monetary effects of this accumulation. At other times it accommodated


a real appreciation with a downward adjustment of the central parity and reduced the


slope of the central parity by introducing a discount related to the rate of growth of


productivity9. It was also during the time of high capital inflows that the Central Bank


also introduced an unremunerated reserve requirement for capital inflows.


The problem inherent to the pursuit of inflation and exchange rate targets,


simultaneously, is well known. Within the exchange rate system, as long as the observed


value of the exchange rate is well within the band, the uncovered interest rate parity


condition provides a link between the interest rate and the exchange rate. Specifically, as


long as the exchange rate is within the band, any adjustment of the domestic interest rate


results in a movement of the nominal exchange rate. Therefore, for all practical purposes,


exchange rate policy can not be independent10. Moreover, conflicts with the Ministry of


                                               
9 Arguing a Harrod-Balassa-Samuelson effect the discount was estimated to be a 2% annual appreciation.
More recent estimations obtained values of 0.7%, see Délano and Valdés (1998).
10 During most of the 1990s, the exchange rate system took the form of a diagonal exchange rate band. The
central parity of the band was adjusted passively, on a daily basis, by the difference between the domestic
and international inflation. The width of the band was increased to 10 percent on both sides of central parity
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Finance arose when an increase in domestic interest rates caused a sharp nominal and real


exchange rate appreciation. In those cases, it is correctly argued that such an appreciation


could lead to a deterioration in the profitability of exports and, eventually, damaging the


long-term sustainability of the export-led growth process.


Chile did not suffer the effects of the tequila crisis and the extension of it to


Argentina thanks to its continuous access to foreign financing and very favorable terms


of trade (Table 1). With the economy by now delivering growth above 7% per year, the


unemployment rate coming down rapidly and annual inflation decreasing continuously


through the period, public support for the economic policies began to increase.


Difficulties in the macroeconomic front stated to emerge in early 1998 when as a


consequence of severe external shocks, difficulties in articulating a coordinate response


from monetary and fiscal policy, and several speculative attacks on the currency a period


of very high interest rates emerged that ultimately resulted in a sharp slowdown.


Various factors were behind the slowdown in growth, being the deterioration in


the external environment one of the key ones (drop in terms-of-trade and contagion from


the series of emerging market crises). As shown in Table 1, terms of trade went down


15.2% between 1997 and 1999. But this was not all, in the eve of the Asian crisis 33.1%


of Chilean exports went to Asia and they went down 25% in the same period.


Furthermore, in what is a mayor difference with the tequila crisis of late 1994, this time


the deterioration in the external environment came when the economy was already


overheating. In fact, domestic expenditure was growing at an average four-quarter rate of


14.4% during the last two quarters of 1997 and the first of 1998. The spending boom was


fueled by a combination of a private sector-led spending boom, overgenerous public


sector wage increases, a sharp increase in the minimum wage, and another foreign


financed lending boom. However, in what is a mayor difference with the situation of the


early 1980s now the financial system was much stronger thanks to a well designed and


enforced supervision and regulation system and to the existence of well-capitalized


                                                                                                                                           
in January 1992. Up to July 1992, central parity was established in terms of the value of the US dollar.
However, starting then, it was set in terms of a basket of currencies. Moreover, starting in November 1995,
a further 2 percent per annum started to be subtracted from the central parity to accommodate an estimate
for trend appreciation of the equilibrium real exchange rate.







11


banks. But still so, the overheating was there and, as a result, the excess of domestic


spending over national disposable income, that is the current account deficit, reached


7.4% of GDP in the year ending in the third quarter of 1998. In parallel the real exchange


rate had suffered a sharp appreciation, typical of an economy where there was increasing


demand pressures in the non-tradable market.


The deterioration in the external environment coincided with a very expansionary


cycle of the economy and it set in motion several speculative attacks on the exchange rate


system, this time of the exchange rate band. Although the explicit exchange rate band had


a very wide width, 12.5% on each side of the central parity, and the market exchange rate


was well into the lower part of the band, the Central Bank was implicitly targeting a level


of the exchange rate as an additional tool, on top of the short term interest rate, to keep


inflation within the target and to avoid an excessive appreciation of the exchange rate that


could contribute to widen the current account deficit (Morandé, 2001b).


By the time of the Asian crisis, the Chilean economy was overheating behind a


foreign financed boom in private domestic spending and expansionary fiscal and


monetary policies. Indeed, with inflation coming down, the Central Bank in a series of


cuts reduced the policy interest rate, starting in February 1997, from 7.5% to 6.5%. The


latter level was set in October of the same year. Three arguments could be used to justify


these reductions in the policy rate. First, inflation was coming down and was well within


the target-band; therefore the Central Bank could have been quite confident that future


inflation was not a problem. Second, that the terms of trade shock was going to provide


enough restraint and therefore with the inflation under control there was room to


introduce a more expansionary policy. Third, that due to the high costs of sterilization,


the Central Bank could have decided to stop sterilizing the monetary effect of the foreign


reserve accumulation. Indeed, from end-January 1997 to end-October 1997 the Central


Bank cumulated more than US$ 3 billion in foreign reserves. As it is shown in the


appendix, fiscal policy was also expansionary during this period. In particular, as shown


in Figure 15, measures of quarterly fiscal impulse indicate that fiscal policy was


expansionary during almost the whole period between 1997.II and 1999.II. Maybe more


relevant, is the clear difference that can be appreciated when one compares the fiscal


impulse for the period before and after 1997.II. Marcel et. al. (2001), using annual data,
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show that half of the deterioration in the fiscal accounts during the 1997-1999 period can


be accounted for a more expansionary fiscal policy and the other half by the cycle and the


temporary deterioration in the price of copper.


By the third quarter of 1997, when the Asian crisis emerged, domestic expenditure


was growing at a 12.0% and GDP at a 8.7% (both four-quarter-rate-of-change) and the


current account deficit in the year up to the third quarter of 1997 had reached 4.5% of


GDP (Table 3). Furthermore, with the deterioration in the external environment and the


resulting reduction in terms of trade the prospects were for a further rise in the current


account deficit. In these circumstances, the appropriate response was a monetary and


fiscal policy mix capable of providing appropriate restraint while facilitating the real


depreciation required for switching. With an exchange rate that was already in the lower


part of the exchange rate band, the correct mix here called again for a restrictive fiscal


policy and a monetary policy geared towards assisting a nominal and real depreciation of


the currency. However, the budget submitted to and approved by Congress was extremely


expansionary as it was built under the assumption of a growth rate of 7% for the year


1998. Moreover, there were some additional fiscal decisions not directly affecting the


budget, but that might have had a perverse effect over the evolution of private sector


expenditure and wage arrangements. The minimum wage was raised more than 40% in


May 1998, many months after the Asian crisis had emerged and the public-sector wages


were raised 6% in 1998. The sharp minimum wage adjustment together with the generous


increase in public sector wages of the same year gave a bad signal to private sector


workers and made switching more difficult and costly in terms of unemployment. A more


conservative budget along with lower wage adjustments may have helped to adjust


domestic demand without having to rely exclusively on monetary policy. In these


circumstances, monetary policy was confronted to an important trade-off between the


inflation target and a deteriorated real activity scenario given the deterioration of external


environment.


The first episode of an attack on the peso coincides with the development of the


Asian Crisis when the sharp increases in domestic interest rates all across Asia and the


capital flight that was developing resulted in a mayor downfall in regional stock markets


that also reached Latin America with record falls in Brazil, Argentina and Mexico on
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Monday October 27. Later that week severe pressure started to build on the Latin


American currencies and stock markets, especially so on Brazil, Argentina and Mexico.


By early 1998 as the plunge in the Asian currencies was exacerbating and Indonesia’s


political problems increasing, the contagion came with more force to Latin America


through Brazil and Argentina. At this time, the observed value of the market exchange


rate was well within the lower half (the most appreciated) part of the band. However, the


Central Bank was in a difficult position, with an expansionary fiscal policy for the year


already approved in Congress and with an overheating economy, it was reluctant to allow


the exchange rate to depreciate within the band out of a fear that a high pass-through


from the depreciation to inflation was going to put in jeopardy the inflation target for the


following year11. This fear of depreciation, that is of letting the exchange rate to


depreciate within the exchange rate band, is clearly stated in a recent paper by the then


and now Chief Economist of the Central Bank:


“At first, in early 1998, the main fear of the Central Bank was that the rapid
depreciation of the peso in progress was a serious threat to the inflation target set for the
year’s end. This concern was based on the high pass-through from the peso depreciation
to domestic inflation when the local demand was growing at annual rates of over 12%,
estimated then at 0.6” Morandé (2001b, page 4).


Sometimes the fear of depreciation was linked to its potential balance sheet effects


(Public Statement of the Central Bank, December 23, 1998).


Given this fear of depreciation and in spite of the refusal of the fiscal authorities to


revise the level of government expenditures for the year 1998, the Central Bank decided


to lean against the wind selling foreign reserves first and later on, starting in early


January of 1998, with a series of increases in the policy interest rate. Between end-


November 1997 and end-January 1998 the level of foreign reserves fell US$ 2 billion,


equivalent to more than 10% of the initial stock. This result provides evidence in favor of


the view that the policy coordination failure between monetary and fiscal policy had its


share of responsibility in the costly adjustment of the 1997-1998 period. The raise in the


policy real interest rate, introduced a little later, was quite steep raising it from a level of


6.5% in January to 8.5% in February, a full 200 basis points in less than two months.


                                               
11 Indeed all through this period the market exchange rate was well within the lower, that is most
appreciated, part of the band.
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When the rate was raised 150 basis points on February 3rd 1998, the Central Bank also


changed its operation procedures from having as an intermediate target the interest rate


towards a monetary aggregate. As stated by the Central Bank Board in its statement of


February 3rd:


“The administration of liquidity would be oriented towards providing enough
resources for the normal functioning of the financial system, having as an objective that
the inter-bank rate as a minimum be equal to the policy or reference interest rate.”
(authors’ translation)


 Not surprising as the expectation of a depreciation was increasing with the


deterioration in thee external environment, the market interest rate became much higher


than the policy interest rate, the latter being now a minimum value for the overnight


interest rate. The operational procedure used for this purpose was the introduction of


monetary targets. Later on in the year, restrictions on capital inflows were also


progressively reduced in April.


The second episode of a speculative attack took place around the last week of June


of 1998 when the large current account deficit (7.4% of GDP in the year ending in the


third quarter of 1998) and the contagion from the developing Russian crisis put renewed


pressure on the Brazilian exchange rate system. Its looming budget and current account


deficits and the upcoming presidential elections made Brazil the center of the attack12.


When the contagion from the attack on the Brazilian currency reached Chile, the Central


Bank used a battery of instruments to withstand the attack. In June 25th a set of measures


were announced. First, the reserve requirement on capital inflows was reduced from 30%


to 10%. Second, dollar indexed Central Bank bonds were offered to facilitate the


coverage of private sector exchange rate risks and to relieve the pressure in the spot


foreign exchange market. But in a move that took everybody by surprise, the Central


Bank decided to narrow the exchange rate band from 12.5% to both sides of a central


parity to an asymmetric band with 3.5% lower band and a 2% upper band. The Central


                                               
12 The logic of this attack on the Brazilian currency can be derived from a second-generation model of
currency crisis (Obstfeld, 1996 and Krugman, 1996). In this models private agents anticipate that the
government faces a clear trade-off between the benefits of holding the exchange rate fixed (which was by
then the key anchor for inflation) and the cost associated to defending it with high interest rates with
election approaching in October of 1998. Thus, although the Brazilian Central Bank decided to fight the
attack with high interest rates, most likely this defense was not credible given the upcoming elections and
the already weak public finances.
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Bank statement at the time justified the move as a way of reducing the volatility in


foreign exchange and financial markets. As the market interest rate was the main


instrument used to defend the narrow band, domestic interest rates increased substantially


reaching monthly levels close to 4.5% in real terms. The deterioration of the Russian


situation and the continuous pressure on the Brazilian currency made the move to reduce


the width of the band a very costly undertaking as the high interest rates required to


defend the narrower band had detrimental effects on sectors sensitive to a sharp increase


in interest rates.


A third attack on the peso developed after the Russian crisis of August 1998 and


when the pressure on the Brazilian real was taking renewed force, from the end of August


to the middle of September of 1998. However, by now the very high interest rates of the


previous months were having their toll on domestic spending which was starting a sharp


contraction helping in the process to achieve a sharp reduction in the current account


deficit. Thus, the four-quarter rate of change of domestic expenditures came down from


18.1% in the first quarter of 1998 to 9.2% in the second quarter, 2.8% in the third quarter,


and –11.6% in the fourth.


Following this attack, the Central Bank decided to raise the policy interest rate


and to make it binding again by providing enough liquidity to an economy that was


slowing down very fast13. Thus, the policy interest rate, that had not been relevant for the


determination of the interest rate since January was now raised to 14% on September 16th


bringing the market rate close to it. At the same time it was announced that the exchange


rate band was going to converge by the end of the year to a wider, symmetric band, of +-


5% around a central parity. With these changes the pressure on the exchange rate started


to ease. Effectively, the nominal exchange rate remained close to the middle point of the


band for the rest of the year.


Now we will examine the main dynamic that build up during this period. Table 3


and Figure 16 present the quarterly evolution of the main macroeconomic variables for


the 1997-2000 period and Table 4 shows the cumulative change for the main macro


variables with respect to their values in the second quarter of 1998. In particular, as can
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be observed from these tables, after a peak in early 1998 GDP and domestic spending


(private consumption, public consumption and total investment) started to comedown


rapidly.


The identification of the possible sources of the slowdown is not an easy task as


many factors were present at the same time. A primary exploration can be done by


computing the differences between the actual values of each component of the GDP and


simulated ones under the alternative scenario of each component growing at the GDP


average growth rate of the previous 14 years. The results of this analysis are shown in


Table 5 - the values are reported as percentage of the GDP value obtained under the


assumption that all variables grew at the previously observed average growth. As can be


observed, the major decelerations came from private consumption and fixed investment14.


Carrying out the same decomposition using quarterly data permits us to take a


closer look at the factors behind the slowdown. Unfortunately, Chilean quarterly national


accounts provide a demand decomposition with only four terms: total consumption


(private and public consumption plus change in inventories), fixed investment, imports of


goods and non-factor services and exports of goods and non-factor services. In spite of


the loss incurred by lacking a finer disaggregation, a big advantage of working with


quarterly data is that the possible break point can be more closely observed.15 As break


point we use the first quarter of 1998, the peak in the level of domestic spending,


allowing us to capture possible differences in the timing of the slowdown between


different variables. The benchmark scenario is one were each component grows at a rate


equal to the average quarter-to-quarter growth rate of GDP during the previous fourteen


years. In line with the previous results, the major deceleration during 1998 came from


total consumption, and fixed investment. Real imports’ slowdown was very severe but in


our analysis this means a positive contribution to GDP growth (Table 6).


However, this analysis does not permit us to separate the deceleration between


exogenous innovations in the variable and changes caused by endogenous responses to


                                                                                                                                           
13 Also on September 3rd , to reduce the opportunities of the banks to speculate against the peso the period
considered for the computation of minimum reserve requirements was reduced from 30 days to 15 days.
14 The import figure is positive because from an accounting perspective a lower imports value imply a
higher value of the GDP
15 Seasonally adjusted data is used.
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shocks in other variables. To recognize the cause (or causes) of the slowdown it is


necessary to take a closer look at those exogenous innovations.


As an approximation to these effects, we followed the analysis carried out by


Blanchard (1993) to identify shocks to GDP components during the 1990-91 recession in


the US.16 We estimated a quarterly VAR model including three components of GDP:


total consumption17, fixed investment and net exports. The first two variables were


expressed as four-quarter rate of change and the latter as percentage of trend GDP, which


was measured as an exponential trend of seasonally adjusted GDP. An additional variable


was included, the four-quarter rate of change of GDP, but its lags were not included as


explanatory variables; this step is made just to obtain its forecast errors18.


To identify the structural shocks, following Blanchard, we assume that every


variable is affected only by its structural shock and by the current GDP structural shock.


GDP is assumed to be independent, so it is not affected by the other shocks19. To


compute the effect of the GDP structural error on the rest of the variables we estimated 3


equations, one for each forecasting error, including as explanatory variable the GDP


shock. These regressions were estimated using Two-Stage-Least-Squares (TSLS) (the


instruments used were the GDP growth of the main trade partners, the change in the US


dollar LIBO rate and the rate of change in the terms of trade20). The structural errors are


reported as cumulative standardized errors in Table 7.


As can be observed from Table 7, the results through some important light on the


forces behind the slowdown. First of all, it must be mentioned that starting in the third


quarter of 1998, net exports show large positive shocks, which remain so during the


entire period. This implies that external demand was an important source of dynamism


during the period under study. For the GDP our exercise shows that, apart from the


negative shock of the previous months of 1998, there were no important cumulative


shocks, thus its evolution is well explained by the dynamic relationship of the different


                                               
16 Walsh (1993) carries out an alternative and more elaborated analysis.
17 That corresponds to the sum of private consumption, inventory investment and government
consumption.
18 For an explanation of this methodology see Blanchard (1993).
19 This implies that the forecast error is exactly the structural shock.
20 We used different sets of instruments and the results were robust to these changes. Also the results hold
when the estimation was carried out using OLS instead of TSLS.
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aggregate demand components. Fixed Investment shows small negative shocks, and only


by the end of the exercise starts to show large and growing negative shocks; so, we can


infer that there were no important adverse or positive shocks in this case. And finally,


total consumption exhibits some negatives but no too large shocks during 1998, but they


fade away during 1999, ending the year with a small negative cumulated shock. In this


case, consumption appears to have been affected by some negative shocks the second


semester of 1998.
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4 Sources of the Slowdown: Results from a Non-Structural VAR Model.


A further step to understand the post-1997 slowdown is made through the use of a


non-structural VAR model. In this case we estimate a non-structural VAR including six


endogenous and two exogenous variables.21 The endogenous variables are the interest


rate of the PRBC-9022, the gap between core inflation rate and the linearized target


inflation rate, the 12-month rate of change of nominal money (M1A), the real exchange


rate 12-month rate of change, a monthly measure of the current account (as % of GDP),


and the 12-month rate of change of a monthly activity index (IMACEC).23 The


exogenous variables were lags of the logarithm of the terms of trade, and lags of the


external inflation –expressed as 12-month rate of change.24 Alternatively, we also


estimated a VAR including the 12-month rate of change of the monthly aggregate


expenditure (AGEXP) instead of overall economic activity among the endogenous


variables (IMACEC).25 The variables included here have been frequently used in the


analysis of monetary policy through VAR systems in Chile. Recent references of VAR


estimation for Chile that also present surveys of previous works on the theme are Valdés


(1997), García (2000) and Cabrera and Lagos (2000).26


These non-structural VARs were used to simulate different alternative scenarios


starting from two different break points. The first break point is September 1997 and the


second is June of 1998.


In the first period, we estimate the VAR up to September 1997 and then simulate


the model forward using for the exogenous variables their observed values. These


simulated values are used as benchmark for comparisons with simulations that use


alternative scenarios for the exogenous variables. The results of the dynamic simulation


are very interesting. Comparing the observed values of the IMACEC with the dynamic


                                               
21 For a review of the VAR methodology see Hamilton (1994), Greene (200), and Stock and Watson
(2001).
22 This corresponds to the rate of Central Bank’s 90-day indexed bonds.
23 The lags were selected according to the Akaike info criteria. All the individual equations presented a
good fit of the data, with R2 higher than 0.8 in almost every case.
24 The monthly terms of trade were obtained from the work of Bennett and Valdés (2001). When a
different measure of the monthly terms of trade computed by the authors was used, the results did not
significantly changed.
25 The authors computed monthly aggregate expenditure.
26 We follow closely the structure used by Valdés (1997) in his work.
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forecasts we observe no great differences up to April 1998; but this is not the case for


AGEXP. When aggregate expenditure is used, its dynamic forecasts are not very good; in


fact the strong acceleration of its growth observed during the first months of 1998 is not


explained by the VAR (Figure 17).


After the third quarter of 1997, the current account steadily decreased during the


simulated period. This major deficit is almost entirely captured by the dynamic


simulations, especially when the aggregate expenditure is added.


In the case of the real interest rate, the results are qualitatively similar to the case


of AGEXP. The dynamic forecasts are very different from the actual values, and the


difference is very important from January 1998 up to the last point of the simulation. The


divergence coincides with the time when the Chilean peso suffered a strong pressure, and


the overnight interest rate increased sharply in the middle of January. After the pressure


on the currency was reduced thanks to the very high overnight and short term interest


rates, the Central Bank reacted officially changing the interpretation of the policy interest


rate from a guide for the overnight interest rate to a floor for the same rate.


Simultaneously, the policy rate was raised. The different policy response is not explained


by the dynamic forecasting errors of domestic spending (AGEXP) or of the current


account; an alternative simulation using the observed values of both variables does not


eliminate the difference27. So, according to this preliminary evidence, monetary policy


exhibited a different reaction, understanding as normal what is implied by the VAR.28


Because the model is very simple, we cannot extract strong inference, but the simulations


give us an insight to the possible explanations for the slowdown. Another completely


different question is the justification for this “different” monetary policy reaction. To


further address this question it will be necessary to introduce a series of different


considerations later on in the paper.


                                               
27 Corbo (2001) shows that the current account deficit was effectively another target variable for monetary
policy during the 90s in Chile. This view is also supported in the empirical results reported in section 5
below.
28 This raises the question about how good estimator of the policy reaction function is the correspondent
equation of the VAR. If we assume that monetary policy is forward-looking, the equation implies that the
right-hand variables include the entire set of information available to the policy makers and that the
estimation method gives us consistent estimators.
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Then we simulate starting in October of 1997 the effect on the endogenous


variables listed above of alternative external environments. The alternative scenarios take


into account different elements of the effects on Chile of the change in the external


environment. The alternative scenarios are simulated from October 1997 up to June 1998.


The period of simulation includes the aggregate expenditure and current account boom of


the first months of 1998 and the sudden stop of capital inflows after the third quarter of


1997. It also includes the first speculative attack over the peso that occurred in January


1998.29


There are four alternative scenarios; the first scenario fixes the terms of trade at


their September 1997 value and for the other exogenous variable uses its observed values,


the solution for the current account balance is obtained from the model (Scenario 1).30


The second one examines the external financing shock by fixing the value of the current


account balance at its September 1997 value and using the actual values again for the


exogenous variables (Scenario 2). A third scenario combines the two previously


described, that is it fixes both variables, the terms of trade and the current account, at


their September 1997 values (Scenario 3). Finally, we carried out a fourth exercise taking


the observed values of the current account instead of the estimated equation of the VAR,


that is we force the adjustment in the current account that actually took place (Scenario


4).31


As it is shown in Figures 18 to 21, the results from the alternative scenarios are


quite robust. In the case of IMACEC, this variable is closely tracked by each one of the


simulations, especially for the period up to February 1998. In the case of aggregate


expenditure and the market real interest rate, the simulated values deviate substantially


from the actual values. In particular, their actual values are well above the ones obtained


from the dynamic solution of the model in all the scenarios studied. We conclude that


there was an over expansion of domestic expenditure that is not explained by our


historical structure. As it was stated before, the increase in the real interest rate started in


                                               
29 For a description of the period see Section 3.
30 This scenario is equivalent to eliminate all the endogenous variables’ shocks.
31 These scenarios were simulated using the VAR including the IMACEC and the VAR including the
aggregate expenditure, so we could check the robustness of the results.
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January 1998 is not explained either, even if we take into account the actual values of the


current account and the aggregate expenditure growth.32


How can we interpret these finding? Generalized volatility on the emerging


markets can be one possible answer. Interpreting the apparent overshooting in aggregate


expenditure is more difficult, as by the time there were already clear signals of a mayor


deceleration of world activity. An expansionary fiscal policy may be the lost piece of the


puzzle.33


A second set of simulations is carried out to analyze the effects of the post July


1998 shock that followed the Russian and Brazilian crises. For this purpose we estimate


the VAR model up to June 1998 and simulate it forward up to March 1999. This time


interval is even more interesting than the previous one because it includes the second


episode of severe exchange rate pressure, August and September of 1998. During this


period the overnight interest rate reached values as high as 63% (expressed at an annual


nominal rate) and the exchange rate target zone was narrowed as a way of providing a


signal that the Central Bank was not going to allow a sharp depreciation of the currency


at a time when the pressure on the peso was intensifying. Here after solving the model


forward to derive a benchmark solution we simulate two alternative scenarios.34 The first


one replaces the equation of the real interest rate in the VAR model by the observed real


interest rate (Scenario 5). That is, we take the observed real interest rate as exogenous in


order to analyze if the decline in real activity of the following months can be explained


by monetary policy.35 The second scenario keeps the June 1998 value of the real interest


rate fixed. That is it turns off any response of monetary policy eliminating both the


endogenous monetary policy response and the exogenous monetary policy shock


(Scenario 6). It must be noted that both scenarios include the observed values of the


exogenous variables to control for any additional external shock that may have occurred


during the simulation period.


                                               
32 Massad (1998) recognizes that the current account deficit was another objective for the Central Bank.
33 A more detailed analysis of the fiscal stance during the period is presented in the Appendix.
34 Both alternative scenarios are very similar to the ones included in Bernanke et al. (1997).
35 Here is included the endogenous response to the other shocks and also any possible monetary policy
shocks. It must be noted also that the benchmark case of the dynamic simulation includes only the
endogenous response of the real interest rate to the rest of the variables of the economy. As all the shocks
are ignored, there is no endogenous response to exogenous shocks on the other variables.
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The results for this second period are quite interesting. First of all we will look at


the evidence for the real interest rate. The more interesting evidence comes from the


comparison of the observed values and the ones obtained from the dynamic solution


(Figure 22). The difference is very clear, both the September hike and the posterior


reductions are not similar to the dynamic derived from the historical values. The


difference observed during the first months of 1999 could be explained as the


endogenous response of monetary policy to a deteriorated real activity resulting from the


very high interest rate of the previous months.36 A consideration similar to the one


exposed for the first simulation period applies here; analyzing the policy response in


terms of its compatibility with the previous behavior is not necessary equal to another in


terms of rationality or optimality. Also, new information that arrived during this period is


not included in the simulations and so we cannot control for them.


We now study the results of the model when the overall economic activity index


(IMACEC) is replaced by the aggregate expenditure index (AGEXP). The dynamic


solution shows a smooth and steady deceleration but does not exhibit negative growth


rates. The results are completely different if we look at the simulation obtained when the


observed values of real interest rate are used. In this case the expenditure index shows an


abrupt slowdown, slightly smoother than the observed but showing the same dynamic up


to February-March 1999.37 One can infer from this result that there is evidence that the


posterior slowdown was the result of monetary policy actions, both at the beginning of


the simulation period and during the months just before the simulation period. When the


IMACEC is used as the economic activity variable instead of domestic expenditure


(AGEXP) the results are qualitatively similar but there is one problem. Due to the lag


structure of the real interest rate variable in the equation for the IMACEC, the point


forecast for December 1998 is abnormally high. If we ignore the effect of this month, the


simulated values are somewhat lower than the actual ones, but significantly closer than


the values obtained with the dynamic simulation and under the alternative scenario with


                                               
36 An additional consideration to explain this reductions can be inferred from the deceleration of the
observed and the core inflation.
37 When the same scenario is simulated for a longer period the recovery implied by the model is faster than
the observed. This difference might be the result of the previously unobserved - in the sample used for the
estimations - real interest rate and some type of nonlinear effects of monetary policy on real activity not
captured by the VAR model.
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the real interest rate fixed at its June 1998 level. The picture that we have here is almost


exactly equal to the one derived from the analysis previously stated for the expenditure


index. Based on this evidence we can say that the mayor part of the deceleration of real


activity during the period can be explained by external factors –mainly terms of trade–


and the high real interest rate path. Results of the simulations of Scenarios 5 and 6 are


presented in Figures 23 and 24.


One additional point needs to be addressed, in January 1998 and in August-


September of the same year there was an important deviation of the market real interest


rate (the PRBC-90 that is the same rate used in our estimations) from the policy interest


rate (“tasa de instancia”). During both periods the policy rate was raised after the market


rate reached its peak. This is related to a change in policy. Up to January 1998, the “tasa


de instancia” was closely related to the overnight rate and the real market interest rate


(the PRBC-90 rate) as monetary policy was geared to provide enough liquidity to move


the overnight rate towards the policy rate. However, when the currency was attacked in


January 1998 the Central Bank abstained from providing enough liquidity to keep market


rates close to the policy rate. Thus, the market rates were left to adjust to defend the


currency. The disconnection between the market rates and the policy rate without any


previous warning is an important change in the interpretation of monetary policy, which


could have had important effects in balance sheets and private behavior. After the


February 3rd, 1998 meeting of the Central Bank’s Board, there was an increase in the


policy rate and its interpretation was officially changed, now it was defined as a floor rate


for the overnight inter-bank rate. To analyze the implications of this change, we carry out


an experiment where we keep the relation between the market rate (PRBC-90) and the


policy rate that existed before September 1997, that is we assume that the way of carrying


out monetary policy had not changed. For this purpose, we estimated a linear relationship


between the policy rate and the market rate38, and the estimated equation was used to


obtain forecasts of the market rate for the period from October 1997 up to December


1998, which are shown in Figure 25. During January and July-September 1998 the


observed values of the market rate (the PRBC-90 rate) lie outside of the +- 2 standard


errors band. But the implications are quite different for both periods. In January, the


                                               
38 The estimation was carried out using monthly data from June 1995 up to September 1997.
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change was abrupt and the sharp increase in market rates most likely took economic


agents by surprise resulting in important losses for agents that were indebted in local


currency at market rates. In contrast, by defending the currency against the attack, agents


that were short in dollars were protected from a capital loss39. In July 1998, the market


real interest rate (el PRBC-90) started to rise slowly, following increases in the overnight


rate. The difference reached a maximum by mid-September and disappeared when the


policy rate was raised at the September 16th Board’s meeting.


As it was explained in the previous paragraph, the January and September episodes


are quite different. By September the market already knew that the market rate could be


significantly higher than the policy rate, but in January nobody could have been aware of


that because the official interpretation was completely different. This non-announced


change of methodology was not a minor one. As is pointed out by Le Fort (2000), given


that in accordance with the banking law the lending interest rate in Chile has a ceiling,


the joint existence of a floor policy rate and a legal ceiling on the lending interest rates


may result in leaving a fraction of the borrowers unable to obtain financing from the


formal market. These were the high risk and high cost of intermediation borrowers


including among them the small and medium size enterprises that had reduced access to


foreign financing. This also means that just looking at the market real interest is


misleading because some agents faced an unobserved interest rate much higher than the


market rate or were just unable to borrow.


Caballero’s (2001a) interpretation is related to ours. Apart from the reduced supply


of financial resources due to the monetary-policy-induced credit crunch, the much


reduced access to external markets forced large enterprises –that were credit worthy in


the internal financial market- to look for internal resources, making the resulting squeeze


of medium and small firms even worst. This means that at least part of the explanation of


the slowdown could have been an adverse supply shock due to financial constraints. This


shock was exogenous to the borrowers but its origin can be attributed, partially at least, to


monetary policy actions. But the reduction of core inflation during 1999 implies that the


aggregate demand effect must have been larger. Most likely, this effect was exacerbated


                                               
39 Indeed, the December 22nd statement of the Central Bank clearly recognized that during 1998 the Board
of the Central Bank was concerned with the balance sheet effects of a sudden and abrupt depreciation of the
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by portfolio adjustment towards dollar assets in anticipation of an eventual exchange rate


adjustment that was postponed through the high real interest rates.


                                                                                                                                           
peso.
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5. Macroeconomic Policies in the 1997-1999 period: Evaluation with a Small Structural


Model.


From the analysis of previous two sections some questions arise about the


appropriateness of the policy response to the increased pressure over the peso. We saw


that the Central Bank faced the problem of fulfilling its main responsibility –achieving


and maintaining a low inflation- in a situation in which the currency was under attack and


the economy was overheating. Lacking the help from a contractionary fiscal policy, all


the weight of the expenditure reduction had to rely on monetary policy and, at the same


time, the exchange rate adjustment that has to accompany the expenditure reduction to


avoid a sharp increase in unemployment was postponed due to a fear of depreciation. The


latter fear was linked to the estimated inflationary effects of the depreciation in an


economy that was overheating when the first attack came.


In this section we use a small semi-structural model of the Chilean economy to


throw more light into this episodes. This type of model has been widely used in the study


of Chilean inflation, see for example Corbo (1985, 1998), Corbo and Fischer (1994), and


Edwards (1993). Corbo and Schmidt-Hebbel (2001) use a model like this to assess the


role played by the inflation targeting policy during the inflation reduction of the 1990s.


The model corresponds to a short run version of a traditional small open economy model.


Models of the same type are used in policy evaluations by researchers and Central Banks.


See for example Hargreaves (1999) for New Zealand, Beechey et al. (2000) for Australia,


and Cunningham and Haldane (2000), Bank of England (1999), and Dhar et al. (2000) for


UK.


The model used here follows closely the one used in Corbo and Schmidt-Hebbel


(2001), but we made some modifications to address the issue of interest here that is, the


effect of the change in policy during 1998. As we want to assess policy changes that took


by late 1997 and early 1998, the data set includes only information publicly available by


the end of the third quarter of 1997.


There is some international evidence about the use of revised data to evaluate or to


study policy decisions made in a specific time moment. For example, Runkle (1998)


presents evidence that revisions of US data are important and that the differences


between the first estimates and the final values are sometimes large. Recent work by
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Orphanides (2001), focusing on estimated Taylor rules, also emphasizes the striking


divergences that could emerge when policy actions are evaluated with ex-post data


instead of real-time data


The estimated model is presented in equations 5.1 up to 5.9 below.
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Where:


=S
tπ Core inflation, 4-quarter rate of change.


=tπ CPI inflation, 4-quarter rate of change.


=+
E
t 1π Expected rate of inflation, 4-quarter rate of change, for period t+4 in base of


information available at period t.40


=tω 4-quarter rate of change of the average wage rate.


=tê 4-quarter rate of change of the nominal exchange rate, in pesos per dollar.


=*
tπ External inflation in dollars, 4-quarter rate of change.


                                               
40 Measured as the difference between nominal rates and real rates charged on 91-365-day bank deposits.
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=tgap Gap between the seasonally adjusted quarterly GDP and its trend measured


using the Hodrick-Prescott filter, expressed as percentage of the trend.41


=tgap4 4-quarter moving average of tgap .


=ttot 4-quarter moving average of the log of the terms of trade.


=tprbc Real interest rate of the Central Bank’s debt with 90 days of maturity (PRBC-


90) expressed as annual rate.
=tck Capital inflows of the year ending in period t, as a percentage of the nominal


GDP.
=tca Current account of the year ending in period t, as percentage of the nominal


GDP.
=tdrin Quarterly change in the foreign reserves of the Central Bank, in dollars.


=ttar Inflation target announced by the Central Bank42.
=tshock Actual divergence between core inflation and CPI inflation.


=tgapsocios  Gap between the seasonally adjusted quarterly GDP of the main trade
partners and its trend measured using the Hodrick-Prescott filter, expressed as
percentage of the trend.


=tltcr Logarithm of the real exchange rate.
d96= Dummy variable that takes the value of one from the first quarter of 1996 until


the end of the sample.43


Each equation was estimated separately from each other in order to avoid spill over


effects from specification errors in a particular equation to the estimation of other


equations in the model. The estimation of equation (5.7), as it is explained in Clarida et


al. (1998) and in Corbo (2001), is more complicated because there is an endogeneity


problem as two right hand variables depend on observed values of the left-hand variable.


Following previous work on the issue we used generalized method of moments (GMM)


to obtain consistent estimators of the coefficients.44


Analyzing Alternative Scenarios


As was cited before, Morandé (2001b) mentions some concerns about the ability to


reach the inflation target as the main reasons pushing the Central Bank to try to avoid a


mayor depreciation of the peso when the attack on the currency first developed in late


                                               
41 Trend GDP was computed up to the third quarter of 1997.
42 Computed by the authors linearizing the official target expressed as a December-to-December rate of
change.
43 The equations include the lagged own value because of persistence due to measurement and due to
structural behavior.
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1997. In fact, during the last days of 1997 and the first days of January 1998, the nominal


exchange rate depreciated more than 11%. Had this depreciation been permanent, the


resulting effects on the inflation rate –the target of monetary policy- would have


depended on the pass-through coefficient. To analyze this episode we start by trying to


answer the question of the effect of depreciation on inflation by late 1997. To do this we


made use of the estimated model. First of all, in order to analyze if the model fits the out-


of-sample data we solve the model dynamically for the year 1998 as a whole. The results


are very different from the historical ones. This could be because of flaws on the model


or because the “structure” of the model changed after this period. In order to assess this


point we made further analyses by replacing equations with the observed values of some


key variables, the results are very interesting. The mayor differences came from two


variables: the nominal exchange rate and the monetary policy real interest rate. In fact,


even if we take into account the observed values of the other variables, both equations


give poor forecasts. The model-simulated values for the nominal depreciation are higher


than the actual values while the simulated values for the real interest rate are lower than


the actual values. In the same simulation exercise, the rest of variables perform quite well


after taking into account the differences in the interest rate and in the nominal


devaluation.


If the problem is just with the two mentioned variables, then replacing them by


their actual values should eliminate the problem; this also will serve as a test for the


remaining equations of the model. As we expected, the use of the actual values of the


interest rate and the nominal depreciation without further modifications of the model


gives us forecasted values of the inflation rate very close to the actual ones. So we


conclude that imposing the new trajectory of the nominal depreciation and of the real


interest rate that emerged after the third quarter of 1997, the model explains quite well the


short run structure of the economy. The simulated values from this amended model are


used as a benchmark to evaluate alternative policies.


The following step was to define the alternative scenarios to be considered for the


counterfactual simulations. The first and simpler one is the dynamic solution of the model


                                                                                                                                           
44 For a review of generalized method of moments see Hamilton (1994), Greene (2000) and Matyas (1998).
For a review of previous works about estimation of monetary policy reaction functions, see Clarida et al.
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using the estimated equations for the nominal depreciation and for the real interest rate.


As already mentioned, nominal depreciation is above the actual depreciation, core and


headline CPI inflations are well above their actual values, and the real interest rate is


much below the actual interest rate. These findings are consistent with the ones derived


from the analysis using the reduced-form-VAR models described in section 4. Thus, the


structural changes associated to the reduction in the unremunerated reserve requirement


on capital inflows, in the exchange rate policy, and in the design of monetary policy -


interpretation of the monetary policy interest rate- had important effects, changing the


parameters of the equations, and changing the values of the variables most closely


affected by policy actions. The most important point to single out is that with the old


structure, the shock was bound to result in an acceleration of inflation that would have


left the inflation rate for 1998 much above the annual target resulting in a lost of


credibility for monetary policy. This finding supports the point that monetary policy


actions of the first semester of 1998 were a response to an anticipation of an acceleration


of inflation above the target. One could mention that during this period there was a


continuous tension between an expansionary fiscal policy and the need to adjust the real


exchange rate to facilitate the real depreciation that has to accompany the expenditure


reduction while keeping inflation within the target. In this coordination game within the


independent Central Bank and the Ministry of Finance the society was forced to pay a


higher cost in terms of output gap and unemployment than otherwise.


The second alternative scenario consists in making use of the uncovered interest


parity to compute the nominal depreciation expected by the market that was implicit in


the spread between peso and dollar rates for the same maturity and type of instrument.


Although the empirical evidence in favor of the uncovered interest rate parity is weak, a


recent paper of Flood and Rose (2001) shows that it works quite well for periods of high


inflation and crisis. We use the uncovered interest rate parity to obtain alternative paths


for the nominal exchange rate devaluation. We use two different assumptions to compute


the behavior of the exchange rate during 199845. One consists in computing the nominal


                                                                                                                                           
(1998) in the case of developed countries and Corbo (2001) in the case of Latin American countries.
45 Just to check the robustness of the conclusions, we also compute a third different scenario for the
exchange rate by applying the actually observed monthly depreciations to the level computed for February
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exchange rate from the uncovered interest rate parity condition for February 1998, and


then using the previously estimated equation to obtain the values for the rest of the year.


The second assumption is that after February the exchange rate follows a random walk


with a drift, the latter measured as the difference between internal and external


inflation46. No matter what assumption for the rest of the year is made, the results are


qualitatively the same: an inflation rate well above the target and the effectively observed


one. Even more, the differences are important and represent as much as one third of the


target set for the year; the results are presented in the Table 8, both as deviations from the


benchmark and as percentage of the target.47


Table 8 contains also two additional columns recalculating the second scenario but


replacing the reaction function by the one presented in Corbo (2001), who used the same


data definition but over a longer period48. The results confirm our analysis and also


indicate some kind of instability of the monetary policy reaction function. Effectively,


Corbo’s estimated reaction function implies a stronger reaction of monetary authorities to


expected deviations of inflation from the target. A primer interpretation of this difference


can be exactly the stronger response during the period under study.


As the size of the pass-through coefficient form depreciation to inflation played a


central role in setting monetary policy it is important to finish with a comment on this


topic. According to our estimation, the pas-through coefficient resulted smaller than the


0.6 value mentioned in Morandé (2001b). Our estimate value for the impact effect


coefficient is 0.09 and for the total or long run effect is 0.28, less than half of Morande’s


value. However, it could be claimed that in an economy that was overheating the pass-


through could be higher. But at the same time it could be argued that as the equilibrium


exchange rate had increased due to change in fundamentals, there was more capacity to


absorb a depreciation with less effect on inflation.49


                                                                                                                                           
under the assumption of UIP. In this way we obtained a monthly series of the nominal exchange rate used
to derive the 4-quarter depreciations included in the model.
46 Which is equivalent to assume PPP for the rest of the year.
47 Another robustness test was made by using the actual depreciation rates to compute the nominal
exchange rate for the whole year. Obviously this series contains a lot more of information that anyone
could have supposed by January 1998.
48 In his estimations he included information up to the end of 1999.
49 Unfortunately in our empirical work we were unable to find a relation between the pass-through
coefficient and the cycle.
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The reduction in the pass-through is not a phenomenon exclusive of the Chilean


economy. Cunningham and Haldane (2000) shows that in Europe there were three


remarkable experiences between 1992 and 1996 in which after pronounced changes in the


nominal exchange rate (both appreciation and depreciation) CPI inflation did not show


major changes. Taylor (2000) argues that the extent of the adjustment of prices to


changes in costs depends on expectations about how persistent will be these changes and


under an environment with reduced inflation persistence, these are perceived to last for a


shorter period.50


We proceed now to study the role of monetary policy in the period that goes from


the second quarter of 1998 up to the end of 1999. Our interest here is again to try to


understand something about the possible reasons behind the sharp contraction of


monetary policy that occurred during the third quarter of 1998 in the middle of high


pressure on the Chilean peso. We focus our analysis on the trajectory of the inflation rate


under alternative monetary policies, as the latter has been the main objective of monetary


policy. An alternative explanation for the sharp raise in interest rate could have been, as


claimed by Morandé (2001a), to reduce the size of the current account deficit. We will try


to throw some light into these issues. For this purpose we re estimated the model with the


information available up to the end of the second quarter of 1998, we also recalculate the


trend GDP with this new information.51 The estimated equations did not show major


changes in the values of the estimated coefficients, so it also served as a robustness test


for the entire model.


To address the possible influence of a concern for an acceleration of the inflation


rate in the decision to defend the peso and therefore to resist a depreciation, we simulate a


scenario similar to the one used for the exercise that we carried out for the previous


period. That is, we made use of the uncovered interest rate parity condition to compute


the expected devaluation rate in August and September of 1998 and then we use the


estimated value to compute the nominal exchange rate values in the hypothetical scenario


                                               
50 Taylor mentions a work by J. McCarthy from the Federal Reserve of New York that documents the
declining pass-through for nine OECD countries when compares the period 1976-1982 with the more
recent ranging from 1983 up to 1998. Goldfajn and Werlang (2000) present a comprehensive study
analyzing possible determinants of the magnitude of the pass-through.
51 The trend GDP was obtained using the Hodrick-Prescott filter.
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of no defense of the currency. The values of October, November and December of 1998


were computed using the monthly depreciation rate effectively observed. To compute the


trajectory during 1999 we assume two alternative scenarios, the first one makes use of the


estimated equation for the nominal devaluation (Scenario 7) and the second one assumes


PPP (Scenario 8). As can be observed from Figure 26, the forecasted values under


scenario 7 are below the linearized target, but under scenario 8 the value is close to the


target.52 From this exercise we conclude that the risk of missing the inflation target was


not evident, and in any case it was much lower than it was the case in January 1998.


We investigate now some of the real costs of the alternative strategies. For this


purpose we compare the forecasted output gaps under a base scenario, which corresponds


to Scenario 7, allowing for the nominal devaluation and with monetary policy obtained


using the estimated reaction function. The alternative scenario (Scenario 9) corresponds


to the simulation of the model using the observed values of the real interest rate for the


entire period.53 The differences in the simulated values of the output gap are very large


(Figure 27). In fact, during all the year 1999, the output gap with the effective real


interest rate is well below the benchmark, and the same result is valid in the case of the


real interest rate (Figure 28). If we compute the cumulative difference between both


trajectories, the result is approximately –10.5 percentage points.54 From here we conclude


that had the nominal devaluation been allowed, real output would have been on average


much higher than what was under the extremely contractionary monetary policy that was


instead followed. It should be mentioned also that in both scenarios the simulated


reduction in the current account deficit is not as abrupt as was effectively observed.


Moreover, as the adjustment was carried out mainly through interest rates, firms


without access to dollar-denominated liabilities suffered the mayor burden of the


adjustment while the firms with net dollar liabilities were protected from the adjustment.


This was an implicit cost of the strategy of relying mostly on monetary policy to face the


threat of an acceleration of inflation and of reducing the size of the current account


deficit.


                                               
52 In both scenarios the real interest rate of the PRBC-90 is modeled with the estimated reaction function.
53 Alternatively the model was also solved using also the actual values for the nominal exchange rate, the
results did not significantly change.
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6. Conclusions


The sharp slowdown of the Chilean economy starting in the second quarter of 1998


has been a source of heated debate. This slowdown is related to a series of negative


shocks and the policy response to these shocks. In particular, during this period Chile


suffered a series of external shocks -terms of trade, increase in country risk, and


contagion from the Asian and Russian crises- and at the same time it had the highest


interest rates of the decade. At the time Chile was using an inflation-targeting monetary


policy framework but also all along the Board of the Central Bank was keeping a close


look to the size of the current account deficit. The main concern here has been that a high


current account deficit makes the country vulnerable to a sharp reversal in capital


inflows. Most likely the crisis of the early 1980s provided much support for this concern.


The deterioration in the external environment coincided with a very expansionary


cycle of the economy and it set in motion several speculative attacks on the exchange rate


system, by this time an exchange rate band. Policy adjustment to the shock and to the


successive attacks was not easy, as the cooperation between fiscal and monetary policy


was fairly weak. Indeed, it is shown in the paper that the period of adjustment coincides


with an expansionary fiscal policy and therefore both policies worked at cross-purposes.


Much of the slowdown is traced down to a sharp reduction in private investment


and in consumption. The results of the analysis carried out using both a non-structural


VAR model and a small structural model of the Chilean economy indicate that much of


the dynamic of the Chilean economy of the post-1997 period can be explained by the


external shocks and the policy response to these shocks. The main episodes studied are


the ones related to attacks on the Chilean peso (January 1998, June 1998 and September


1998).


The results of the simulations with the VAR model estimated up to June 1998 and


simulated up to March 1999 show that aggregate expenditures was bound to decelerate as


a result of the shocks, however, its rate of growth did not become negative. In contrast,


the simulation values obtained when the observed values of real interest rate are used


instead of the ones obtained from the VAR equation aggregate expenditures shows an


abrupt slowdown, slightly smoother than the observed but showing the same dynamic up


                                                                                                                                           
54 Output gap is measured as the deviation from potential output as percentage of potential or trend output.
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to February-March 1999.55 One can infer from this result that there is strong evidence


that the posterior slowdown was the result of monetary policy actions, both at the


beginning of the simulation period and during the months just before the simulation


period.


We use the small macro model to analyze the policy response to the speculative


attack. With respect to the speculative attack of January 1998 we find that with the old


structure, the shock was bound to result in an acceleration of inflation that would have


left the inflation rate for 1998 much above the annual target resulting in a lost of


credibility for monetary policy. This finding supports the point that monetary policy


actions of the first semester of 1998 were a response to an anticipation of an acceleration


of inflation above the target. This result is robust to alternative assumptions about the size


of the exchange rate adjustment. In contrast, when we use the same model to analyze the


August –September episode we find that allowing the exchange rate to depreciate did not


impose a high risk of inflation acceleration and therefore some other reasons have to be


found for this policy. It is found also that the cost of this policy in terms of the gap


between actual and potential output was significant.


                                               
55 When the same scenario is simulated for a longer period the recovery implied by the model is faster than
the observed. This difference might be the result of the previously unobserved - in the sample used for the
estimations - real interest rate and some type of nonlinear effects of monetary policy on real activity not
captured by the VAR model.
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APPENDIX


FURTHER COMMENTS ABOUT THE ROLE OF FISCAL POLICY


In this appendix we discuss briefly two additional points that were mentioned in the


paper: the coordination between fiscal and monetary policy, and the estimation of the


fiscal impulse for the period.


Fiscal and Monetary Policy Coordination during the 1997-1998 period.


In almost every modern economy, there are two macroeconomic policies


interacting, fiscal and monetary, each one using its own instrument(s) to achieve certain


goals. With the emergence of central bank and monetary policy independence, the


coordination of fiscal and monetary policy becomes a central issue in the evolution of any


economy. In fact, under certain circumstances the lack of coordination between both


policies could generate results contrary to the general purpose of the central orientation of


the policies or to a higher cost in terms of the output gap (or unemployment) or output


volatility.


There is a growing literature modeling and characterizing this point, which


emphasizes the existence of a game and then treats the situation as a problem of strategy


and coordination. Different studies had put emphasis in different elements that may lead


to sub-optimal outcomes. Frankel (1998) highlights the problems that may arise when


there are differences in the model used to analyze the economy, so even without different


preferences, policy actions may differ. Bennett and Loayza (2000) analyze a case when


there are different preferences, but with the same model; assuming a fiscal authority


concerned the most about unemployment and a monetary authority concerned the most


about inflation.


How can we apply this idea to add some light to the economic situation in Chile


during the first months of 1998? First of all, we must remember that the 1998 budget


approved in the Congress in 1997 was expansionary. In fact, the assumption made about


GDP growth was above what was a prudent assumption in light of the highly uncertain


evolution of the world economy, mainly because the hard pressure posed over the


emerging economies by the Asian crisis. Moreover, there were some additional fiscal


decisions, not directly affecting the budget maybe, that might have had a perverse effect
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over the evolution of private sector expenditures and wage arrangements. The high


adjustment made to the minimum wage, which was highly resisted by the employers, and


the very high adjust to the public sector employees’ wage give a bad signal to private


sector workers. In a situation with a very high current account deficit in front of a sudden


stop of net capital inflows, this was not a good idea. The required adjustment on


aggregate expenditure would be extremely difficult in a situation with an expansionary


budget and with a major wage pressure on the labor market.


A more conservative budget along with lower wage adjustments may have helped


to adjust domestic demand without necessity to put all the pressure over monetary policy.


Even more, as there was a high concern about a possible overvaluation of the peso, a


moderate expansion of aggregate expenditure could have helped to avoid a large nominal


and real depreciation, reducing inflationary pressures. Under this scenario, monetary


policy was confronted to an important trade-off between the inflation target and a


deteriorated real activity scenario given the large deterioration of the external


environment.


Estimating of the Fiscal Impulse.56


For the estimation of the fiscal impulse we consider the Central Government


accounts.57 This definition includes the Treasury, the ministries and the transferences


from and to local governments, public enterprises and public universities. This definition


is useful for our purpose because: i) local governments are not able to raised debt, and if


they present a deficit, it must be financed by the Central Government; ii) Universities are


relatively small (in financial terms) when compared with the public sector; iii) Public


enterprises have, in their majority, a superavit which is considered in the Central


Government accounting, and; iv) The Central Bank is an independent institution.


Another topic that deserves special attention when estimating fiscal indicators is the


selection of the fiscal aggregates to be considered above the line, because choosing


different aggregates may lead to different conclusions. In this study, we select those


aggregates that seem to have the most direct impact over domestic absorption, taking as


an starting point the selection carried on by the Government Budget Office (Dipres) in


                                               
56 This section draws on work in progress by Oscar Facusse.
57 These data are available at the Dirección de Presupuestos de Chile Website (www.dipres.cl).
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the estimation of the Structural Budget Balance58. One adjustment was necessary. We


leave out copper incomes, because its inclusion may lead to a completely opposite


conclusion about right fiscal stance. For example, if copper prices are, for a certain


period, higher than an arbitrarily chosen neutral price this would imply that the


government apply a contractive policy at that time, when actually, the effect over demand


of this positive terms of trade shock would be just the opposite (i.e. an expansion of


aggregate demand). Thus, the income and expenditure aggregates were constructed as


shown in Table A.1.59


One last point that deserves attention before constructing the fiscal impulse is the


estimation of the potential product. For this exercise we use the Hodrick-Prescott filter,


although we recognized all the limitations that this method imposes (i.e. ending points


problem) but considering its simplicity we conclude it would be a good proxy for the


potential product.


With all this in mind, we proceed to the construction of the annual fiscal impulse.


The results are shown in Table A.2.


The calculations were carried on using two similar methods. The first one, that is


how the Total Impulse variable was calculated, was following the IMF method and using


trend revenues and expenditures as defined in the last Chilean selected issues (IMF,


2001). The second method calculates total impulse (Total Impulse 2) using the following


equation:


FIt = [(Et – Et-1 –g0(YPt – YPt-1) – (It – It-1 –t0(Yt – Yt-1)] / Yt


Where:


Et: Adjusted Expenditures in period t.


It: Adjusted Incomes in period t.


YPt: Potential Product in period t.


                                               
58 For the estimation of the structural budget balance for year 2002, DIPRES changed its procedures to
estimate recognition bonds. However, for this study, the old methodology is the one that best suits our
requirements.
59 For more details, see Marcel et al. (2001).
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Yt: GDP


g0: average of adjusted expenditure to potential product for years 1992-1997.


t0: average of adjusted income to GDP for the same period.


The two indicators present, as expected, extremely close results, which indicate


that the government pursued an expansive fiscal policy for the period 1995-1999, but


with a more expansive stance for the period after 1997.


The two measures are presented because our next step was to estimate the quarterly


fiscal impulse for the relevant period, which is 1997:I-2000:IV. Here we used equation


presented before. The objective is to figure out what happened with the fiscal accounts


during the economic slowdown. The methodology is exactly the same we presented


before, but in quarterly basis 60. Here, g0 and t0 corresponds to the quarterly average for


1996 and the differences (Xt – Xt-1) are considering changes in four quarters.


                                               
60 Quarterly GDP was seasonally adjusted before detrending with HP filter. Here the fiscal aggregates
were constructed without adjusting by the FEPP due to lack of quarterly data, although the results do not
present significant changes.







Table 1
Macroeconomic Indicators: 1974-2000


GDP Domestic Trade Current Export Public Sector Real Price Real Price Inflation
Growth Expenditure Balance Account Volume Balance of Copper of Oil


Growth Balance Growth
(Real, %) (Real, %) (% GDP) (%, GDP) (%) (%, GDP) (1990=1) (1990=1) (%, Dec-Dec)


(1) (2) (3) (4) (5) (6) (7) (8) (9)


1974 -5,4% 1,678 1,185 369,2
1975 -13,3% -21,1% 1,0% -6,8% 2,5% -2,0% 0,921 0,966 343,3
1976 3,2% -0,5% 6,5% 1,5% 24,3% 4,0% 1,001 1,055 197,9
1977 8,3% 12,9% 0,3% -4,1% 12,0% 0,4% 0,879 1,082 84,2
1978 7,8% 9,7% -2,8% -7,1% 11,8% 1,6% 0,851 1,001 37,2
1979 7,1% 10,4% -1,7% -5,7% 14,2% 4,8% 1,098 2,001 38,9
1980 7,7% 10,5% -2,8% -7,1% 14,5% 6,1% 1,062 2,070 31,2
1981 6,7% 12,4% -8,1% -14,3% -9,0% 0,8% 0,775 1,836 9,5
1982 -13,4% -23,8% 0,3% -9,8% 4,5% -3,4% 0,645 1,639 20,7
1983 -3,5% -8,6% 5,1% -5,7% 0,1% -3,0% 0,686 144,2 23,1
1984 6,1% 8,7% 1,9% -10,9% 2,2% -4,3% 0,579 1,359 23,0
1985 3,5% -2,4% 5,4% -8,6% 12,4% -2,6% 0,599 1,312 26,4
1986 5,6% 4,9% 6,2% -6,7% 10,1% -2,1% 0,598 0,70,6 17,4
1987 6,6% 9,8% 6,3% -3,6% 6,7% -0,2% 0,759 0,880 21,5
1988 7,3% 7,7% 9,1% -1,0% 11,6% 0,2% 1,061 0,687 12,7
1989 10,6% 13,3% 5,4% -2,5% 16,1% 1,3% 1,107 0,798 21,4
1990 3,7% 2,9% 4,2% -1,6% 8,6% 3,6% 1,000 1,000 27,3
1991 8,0% 6,2% 4,3% -0,3% 12,4% 2,4% 0,876 0,841 18,7
1992 12,3% 15,0% 1,7% -2,3% 13,9% 2,9% 0,850 0,812 12,7
1993 7,0% 10,8% -2,2% -5,7% 3,5% 2,1% 0,702 0,701 12,2
1994 5,7% 5,5% 1,4% -3,1% 11,6% 2,3% 0,838 0,645 8,9
1995 10,6% 16,2% 2,1% -2,1% 11,0% 3,8% 1,027 0,671 8,2
1996 7,4% 7,9% -1,6% -5,1% 11,8% 2,0% 0,783 0,786 6,6
1997 7,4% 9,1% -2,1% -5,0% 9,4% 1,0% 0,778 0,735 6,0
1998 3,9% 3,9% -3,4% -5,7% 5,9% -1,2% 0,580 0,502 4,7
1999 -1,1% -10,0% 2,5% -0,1% 6,9% -2,3% 0,547 0,692 2,3
2000 5,4% 6,6% 2,1% -1,4% 7,5% -0,6% 0,597 1,046 4,5


Source: (1), (2), (3), (4), (5) (7), (9), (10), (11), (12), (13), (14) from Central Bank of Chile (2001).
(6) From Larraín and Vergara (2000b), corresponds to Non-Financial Public Sector Balance. (8) Own
elaboration in base of Central Bank of Chile, USA WPI used as deflator. (15) Obtained from Bennett and
Valdés (2001).







Table 1 (cont.)
Macroeconomic Indicators: 1974-2000


Unemployment Unemployment Real Nominal Real Interest Terms of
Rate Rate Exchange Rate Exchange Rate Rate Trade


National Great Santiago
(% of Labor Force) (% of Labor Force) (1986=100) ($/US$) (%, annual) (1986=1)


(10) (11) (12) (13) (14) (15)
1974 2,077
1975 14,9 16,2 4,9 1,261
1976 12,7 16,8 13,1 1,387
1977 11,8 13,2 57,1 21,5 1,254
1978 14,2 14,0 68,1 31,7 1,207
1979 13,6 13,6 70,2 37,2 22,9 1,444
1980 10,4 11,8 60,8 39,0 13,4 1,343
1981 11,3 11,1 52,9 39,0 14,7 1,169
1982 19,6 22,1 59,0 50,9 15,5 1,066
1983 14,6 22,2 70,8 78,8 11,1 1,161
1984 13,9 19,2 74,0 98,5 9,2 1,077
1985 12,0 16,3 90,9 160,9 9,1 1,032
1986 10,4 13,5 100,0 192,9 7,6 1,000
1987 9,6 12,3 104,3 219,4 7,2 1,147
1988 8,0 10,9 111,2 245,0 7,4 1,552
1989 7,1 9,1 108,6 267,0 8,9 1,575
1990 7,4 9,6 112,7 304,9 12,7 1,382
1991 7,1 7,4 106,4 349,2 8,3 1,283
1992 6,2 6,0 97,6 362,6 8,3 1,273
1993 6,4 6,3 96,9 404,2 9,3 1,255
1994 7,8 6,8 94,2 420,2 9,3 1,423
1995 6,6 6,6 88,9 396,8 8,5 1,573
1996 5,4 6,2 84,7 412,3 8,8 1,376
1997 5,3 6,6 78,2 419,3 8,4 1,418
1998 7,2 9,0 78,0 460,3 10,9 1,259
1999 8,9 13,8 82,3 508,8 8,2 1,203
2000 8,3 14,0 86,0 539,5 7,4 1,228


(3) and (4) Computed using old National Accounts (base 1977) and Balance of Payments statistics up to 1984. (10)
Corresponds to the National Statistics Institute (INE) for the entire country. (11) Computed quarterly by the
Economics Department of the Universidad de Chile. (14) It corresponds to the indexed rate charged on 90- to 365-
day loans in the banking sector.







Table 2
Factors Accounting For Growth


Period Labor Capital TFP Total


1951-1960 0.99 1.33 0.64 2.96


1961-1970 0.74 1.61 1.39 3.74


1971-1980 0.4 0.79 0.09 1.28


1981-1985 0.74 0.5 -2.95 -1.71


1986-1995 0.87 1.56 3.97 6.4


1995-1997 0.69 4.8 3.01 8.5


Source: Authors’ own calculations.







Table 3
Macroeconomic Indicators: 1996.I-2000.IV


GDP Domestic Expenditure Trade Current Account Export Volume Public Sector Real Price Real Price Inflation


Growth Growth Balance Balance Growth Balance of Copper of Oil


(Real, %) (Real, %) (% GDP) (%, GDP) (%) (%, GDP) (1990=1) (1990=1) (%, 4-quarter)


(1) (2) (3) (4) (5) (6) (7) (8) (9)
1996-I 8,9 12,6 1,4 -2,97 7,0 4,6 0,9 0,7 7,9
1996-II 7,5 7,7 2,1 -3,20 19,1 2,0 0,8 0,7 8,4
1996-III 5,5 3,0 -4,0 -3,74 13,1 1,9 0,7 0,8 6,8
1996-IV 7,7 8,7 -5,9 -5,12 8,9 0,9 0,7 0,9 6,5
1997-I 5,0 2,0 3,8 -4,09 14,5 5,0 0,8 0,8 7,0
1997-II 6,1 9,1 0,6 -4,32 2,2 0,9 0,9 0,7 5,6
1997-III 8,7 12,0 -4,8 -4,48 8,1 2,1 0,8 0,7 5,7
1997-IV 9,8 13,1 -7,4 -4,95 12,9 -0,5 0,7 0,7 6,3
1998-I 8,8 18,1 -3,5 -6,63 6,1 3,9 0,6 0,6 5,6
1998-II 6,3 9,2 -3,0 -7,29 10,6 0,6 0,6 0,5 5,4
1998-III 3,4 2,8 -5,9 -7,40 5,4 -0,3 0,6 0,5 5,1
1998-IV -2,5 -11,6 -1,5 -5,67 1,7 -2,5 0,5 0,4 4,4
1999-I -2,8 -14,8 3,6 -3,95 6,6 1,3 0,5 0,4 3,8
1999-II -3,7 -14,0 3,2 -2,43 6,3 -2,2 0,5 0,6 3,9
1999-III -1,8 -9,9 0,1 -1,00 5,2 -1,0 0,6 0,8 3,2
1999-IV 4,0 -0,3 2,9 -0,12 9,4 -3,2 0,6 0,9 2,5
2000-I 5,5 5,4 4,9 -0,02 10,2 4,4 0,6 1,0 3,2
2000-II 6,0 11,0 0,4 -0,95 3,9 0,4 0,6 1,0 3,6
2000-III 5,6 5,7 0,6 -1,04 9,7 -1,7 0,6 1,1 4,0
2000-IV 4,5 4,7 2,2 -1,41 5,7 -2,3 0,6 1,1 4,6


Source: (1), (2), (3), (4), (5) (7), (9), (10), (11), (12), (13), (14) from Central Bank of Chile (2001).
(6) Obtained from DIPRES, corresponds to Central Government Balance. (8) Own elaboration in base of Central Bank
of Chile, USA WPI used as deflator. (15) Obtained from Bennett and Valdés (2001).







Table 3 (cont.)
Macroeconomic Indicators: 1996.I-2000.IV


Unemployment Rate Unemployment Rate Real Exchange Rate Nominal Exchange Rate Real Interest Rate Terms of Trade


National Great Santiago


(% of Labor Force) (% of Labor Force) (1986=100) ($/US$) (%, Annual) (1986=1)


(10) (11) (12) (13) (14) (15)
1996-I 6,6 6,1 86,9 410,4 9,1 1,073
1996-II 6,6 7,2 84,2 408,2 9,5 1,057
1996-III 6,8 5,9 83,8 411,2 9,4 0,958
1996-IV 5,4 5,7 83,8 419,3 9,3 0,975
1997-I 5,8 6,6 80,5 418,0 9,1 1,046
1997-II 6,6 6,7 79,1 417,9 8,8 1,094
1997-III 6,7 6,7 76,8 415,5 8,6 1,064
1997-IV 5,3 6,5 76,3 425,9 8,5 0,981
1998-I   5,3 6,7 77,8 451,5 10,3 0,942
1998-II   6,1 6,9 77,6 454,4 10,6 0,951
1998-III   6,8 11,1 78,4 468,8 15,2 0,926
1998-IV   7,2 11,4 78,2 466,4 11,6 0,897
1999-I   8,2 12,9 79,0 487,2 9,4 0,868
1999-II 10,8 15,4 78,7 489,8 8,4 0,871
1999-III 11,4 14,4 83,6 518,1 7,3 0,902
1999-IV   8,9 12,4 87,8 540,0 7,6 0,910
2000-I   8,2 13,1 83,1 512,6 7,6 0,917
2000-II   9,4 14,4 83,0 519,8 7,7 0,906
2000-III 10,7 15,0 88,4 553,2 7,5 0,904
2000-IV   8,3 13,4 89,6 572,4 7,2 0,899


(10) Corresponds to the National Statistics Institute (INE) for the entire country. (11) Computed quarterly by the
Economics Department of the Universidad de Chile. (14) It corresponds to the indexed rate charged on 90- to 365-
day loans in the banking sector.







Table 4
Cumulative Change in Selected Macroeconomic Aggregates


Change From 1998.II
1998.IV 1999.I 1999.II 1999.III 1999.IV


Gross Domestic Product -3,9% -4,0% -3,6% -2,6% -0,3%
Absorption -10,3% -12,6% -14,2% -12,1% -10,1%


Total Consumption -9,8% -11,1% -12,2% -7,9% -4,5%
Fixed Investment -11,8% -16,3% -19,2% -22,5% -24,0%


Net Exports 54,9% 69,6% 83,4% 77,5% 80,8%
Exports 0,6% 2,6% 6,4% 5,4% 10,1%
Imports -15,1% -17,8% -19,0% -18,0% -15,7%


Seasonally Adjusted Data


Change From 1998.II
1998.IV 1999.I 1999.II 1999.III 1999.IV


Difference (percentage points)
Unemployment Rate 0,3 2 3,1 4,7 4,8
Core Inflation (1) 0,187 0,44 -0,169 -1,286 -2,382
Real Interest Rate 4,18 0,63 -1,13 -2,23 -3,25
Capital Flows (% GDP) (2) 10,07 7,75 -4,52 1,63 4,05
Capital Flows (% GDP) (3) -1,45 -0,18 -2,84 -2,39 -3,95


Change (%)
Real Money M1A -5,8% -9,5% -8,3% -5,1% -1,4%
Real Money M2A 3,0% 2,6% 1,5% 5,7% 8,1%
Terms of Trade -2,7% -5,7% -8,7% -8,5% -5,2%
Employment 0,1% -1,2% -2,4% -3,7% -3,4%


(1) 4-quarter change
(2) Quarter
(3) 4-quarter moving average


Source: Authors’ own elaboration in base of Central Bank of Chile (2001) and Economic and
Financial Report, various issues.







Table 5
Decomposition of the Slowdown: Annual Values


Government 
Consumption


Private 
Consumption


Inventory 
Investment


Fixed 
Investment


Exports Imports GDP


1998 0,07% -2,40% -1,15% -2,71% -1,62% 4,25% -3,57%
1999 0,03% -9,34% -5,59% -11,65% -2,94% 17,91% -11,57%
2000 0,07% -11,55% -4,34% -14,19% -4,08% 20,50% -13,59%


Source: Authors’ Elaboration in base of a methodology used by Hall (1993).


Table 6
Decomposition of the Slowdown: Quarterly Values


GDP
Total 


Consumption
Fixed 


Investment
Net Exports Exports Imports


Mar-98 -1,09% -0,90% -0,08% -0,11% -1,78% 1,68%
Jun-98 -2,68% -4,87% -1,16% 3,35% -1,11% 4,46%
Sep-98 -4,71% -7,63% -3,12% 6,04% -1,76% 7,81%
Dic-98 -9,61% -15,41% -6,02% 11,81% -2,35% 14,16%
Mar-99 -11,69% -17,79% -7,92% 14,02% -2,31% 16,33%
Jun-99 -13,10% -19,83% -9,29% 16,02% -1,67% 17,69%
Sep-99 -13,43% -17,98% -10,70% 15,25% -2,73% 17,99%
Dic-99 -12,66% -16,83% -11,59% 15,76% -1,86% 17,62%
Mar-00 -13,95% -17,21% -10,93% 14,19% -1,63% 15,82%
Jun-00 -14,70% -15,94% -10,75% 11,98% -3,07% 15,05%
Sep-00 -15,25% -19,95% -10,80% 15,49% -2,14% 17,63%
Dic-00 -15,69% -20,45% -10,71% 15,47% -2,66% 18,13%


Source: Authors’ Elaboration in base of a methodology used by Hall (1993).







Table 7
Cumulative Shocks on GDP and its Components


Accumulated Normalized Shocks


GDP
Total 


Consumption
Fixed 


Investment
Net 


Exports


1997.IV 0 0 0 0


1998.I -1,17 0,12 -0,70 0,16
1998.II -0,41 -0,98 -0,14 0,18
1998.III -0,99 -1,40 -0,61 1,67
1998.IV 0,22 -2,33 -0,60 3,08


1999.I 0,85 -3,04 -0,50 3,61
1999.II 0,59 -1,65 -1,08 3,32
1999.III -0,42 -0,82 -2,65 3,65
1999.IV -0,96 -1,19 -3,12 4,05


Source: Authors’ elaboration.
As the errors are normally distributed with mean 0 and variance 1, the


standard deviation of the cumulative errors is equal to the square root of the numbers
of periods. For example, the standard deviation of the cumulative error up to 1998.IV
is 2 (square root of 4).







Table 8
Structural Model Simulations: Inflation


(%, 4-quarter rate of change)


No Defense Scenario No Defense Scenario using Corbo (2001)*
Using Equation 5.6 Assuming PPP Using Equation 5.6 Assuming PPP


(a) (b) (a) (b) (a) (b) (a) (b) (a) (b)


98.I 0.0 12.8% 0.0 12.8% 0.0 12.8% 0.0 12.8% 0.0 12.8%


98.II 0.1 18.4% 0.4 24.0% 0.4 24.0% 0.4 24.0% 0.4 24.0%


98.III 0.3 20.8% 0.6 27.5% 0.7 28.5% 0.6 26.6% 0.6 27.5%


98.IV 0.8 24.7% 1.1 30.9% 0.9 28.0% 0.9 27.0% 0.8 24.2%


Dynamic Simulation


Source: Authors’ elaboration in base of the estimated model presented in the paper.
(a) Result expressed as deviation in percentage points from the benchmark.
(b) Difference between the result and the linearized target expressed as percentage of the target.
* The monetary policy reaction function estimated in the model (equation 5.7) is replaced by the equation presented by Corbo
(2001).







Figure 1
GDP Growth
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Source: see Table 1.


Figure 2
Domestic Expenditure Growth
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Source: see Table 1.







Figure 3
Trade Balance
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Source: see Table 1.


Figure 4
Current Account Balance
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Source: see Table 1.







Figure 5
Export Volume Growth
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Source: see Table 1.


Figure 6
Public Sector Balance
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Figure 7
Real Price of Copper


(Index, 1990=1)


0,00
0,25
0,50
0,75
1,00
1,25
1,50
1,75
2,00


19
74


19
77


19
80


19
83


19
86


19
89


19
92


19
95


19
98


Real Price of Copper


Source: see Table 1.


Figure 8
Real Price of Oil
(Index, 1990=1)
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Figure 9
CPI Inflation


(%, December to December rate of change)
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Source: see Table 1.


Figure 10
Unemployment Rate


(%, national rate)
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Source: see Table 1.







Figure 11
Real Exchange Rate
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Source: see Table 1.


Figure 12
Nominal Exchange Rate
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Source: see Table 1.







Figure 13
Real Interest Rate


(%, Annual)
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Source: see Table 1.


Figure 14
Terms of Trade


(1986=1)
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Figure 15
Quarterly Fiscal Impulse


(% of GDP)
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Figure 16
GDP and Domestic Expenditure Growth


(Billions of 1986 pesos, seasonally adjusted data)
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Source: Authors’ own elaboration. Seasonally adjusted using X-12 ARIMA.







Figure 17
Actual and Dynamic Forecasts, VAR model
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Figure 18
Actual and Scenario 1, VAR model


October 1997-June 1998


0


2


4


6


8


10


12


Sep-97 Oct-97 Nov-97 Dec-97 Jan-98 Feb-98 Mar-98 Apr-98 May-98 Jun-98


IMACEC Scenario 1      


0


2


4


6


8


10


12


14


16


18


20


Sep-97 Oct-97 Nov-97 Dec-97 Jan-98 Feb-98 Mar-98 Apr-98 May-98 Jun-98


AGEXP Scenario 1


0


1


2


3


4


5


6


7


8


9


Sep-97 Oct-97 Nov-97 Dec-97 Jan-98 Feb-98 Mar-98 Apr-98 May-98 Jun-98


PRBC rate Scenario 1







Figure 19
Actual values and Scenario 2, VAR model
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Figure 20
Actual values and Scenario 3, VAR model
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Figure 21
Actual values and Scenario 4, VAR model
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Figure 22
Actual and Dynamic Forecasts, VAR model
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Figure 23
Actual values and Scenario 5, VAR model
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Figure 24
Actual values and Scenario 6, VAR model
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Figure 25
PRBC-90 rate and Forecasts based on Policy Rate


(%, Annual rate)
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Source: Authors’ own elaboration.


Figure 26
Core Inflation: Scenario 7, Scenario 8 and Linearized Target


(%, 4-quarter rate of change)
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Figure 27
Output Gap: Scenario 9


(Difference from scenario 7, percentage points of trend GDP)
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Figure 28
Real Interest Rate (PRBC-90): Scenario 9
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Table A.1: Fiscal Aggregates construction


Total Income Total Expenditure
- Loan recovering


- Financial assets selling - Financial Investment
- Investment return + FEPP2 use of funds


- Copper net of FCC1 - Estimated RB Stock3


Adjusted Incomes Adjusted Expenditures
1 FCC is a cooper price compensation fund.
2 FEPP is an oil price stabilization fund.
3 Due to the pension system change implemented in 1981, the government must realize transfer to private pension funds
cumulative under the previous public scheme. In this calculation, this is the stock of assets that are not supposed to have
direct macroeconomic impact.


Table A.2: Fiscal Impulse
(As a % of GDP)


1992 1993 1994 1995 1996 1997 1998 1999 2000
Actual
Revenue 21.76 22.57 21.63 21.20 22.69 22.34 22.36 21.53 22.07
Expenditure 20.48 20.98 20.55 19.52 20.89 20.90 22.01 23.65 23.43


Trend
Revenue 19.30 19.30 19.30 19.30 19.30 19.30 19.30 19.30 19.30
Expenditure 22.91 22.98 23.24 22.37 22.10 21.80 22.00 23.20 23.10


Actual less Trend
Revenue 2.46 3.27 2.33 1.90 3.39 3.04 3.06 2.23 2.77
Expenditure -2.43 -1.99 -2.68 -2.85 -1.21 -0.90 0.01 0.45 0.33


Total Impulse -0.06 -0.37 0.25 0.26 0.16 0.65 0.90 1.27 -0.66
Revenue Impulse -0.56 -0.81 0.94 0.43 -1.49 0.34 -0.01 0.83 -0.54
Expenditure Impulse 0.50 0.44 -0.69 -0.17 1.65 0.30 0.91 0.44 -0.12


Total Impulse 2 -0.14 -0.39 0.19 0.14 0.13 0.68 0.89 1.27 -0.37


Source: Authors’ own calculations
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Abstract:  We document five stylized facts of economic growth. (1) The “residual” rather than factor
accumulation accounts for most of the income and growth differences across nations. (2) Income diverges
over the long run. (3) Factor accumulation is persistent while growth is not persistent and the growth path of
countries exhibits remarkable variation across countries. (4) Economic activity is highly concentrated, with all
factors of production flowing to the richest areas. (5) National policies closely associated with long-run
economic growth rates.  We argue that these facts do not support models with diminishing returns, constant
returns to scale, some fixed factor of production, and that highlight the role of factor accumulation.  Empirical
work, however, does not yet decisively distinguish among the different theoretical conceptions of “total factor
productivity growth.” Economists should devote more effort towards modeling and quantifying total factor
productivity.
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1


The central problem in understanding economic development and growth is not to understand the


process by which an economy raises its savings rate and increases the rate of physical capital accumulation.1


Although many development practitioners and researchers continue to target capital accumulation as the


driving force in economic growth,2 this paper presents evidence regarding the sources of economic growth,


the patterns of economic growth, the patterns of factor flows, and the impact of national policies on economic


growth that suggest that “something else” besides capital accumulation is critical for understanding


differences in economic growth and income across countries.  The paper does not argue that factor


accumulation is unimportant in general, nor do we deny that factor accumulation is critically important for


some countries at specific junctures.  The paper’s more limited point is that when comparing growth


experiences across many countries, “something else” – besides factor accumulation – plays a prominent role


in explaining differences in economic performance. As Robert Solow argued in 1956, economists construct


models to reproduce crucial empirical regularities and then use these models to interpret economic events and


make policy recommendations.  This paper documents important empirical regularities regarding economic


growth in the hopes of highlighting productive directions for future research and improving public policy.


A growing body of research suggests that after accounting for physical and human capital


accumulation, “something else” accounts for the bulk of cross-country growth differences.  This “something


else” accounts for the majority of cross-country differences in both the level of Gross Domestic Product


(GDP) per capita and the growth rate of GDP per capita.  The profession typically uses the term “Total Factor


Productivity  (TFP)” to refer to the “something else” (besides physical factor accumulation) that accounts for


economic growth differences. We follow the convention of using the term TFP to refer to this unexplained


part of growth.


Different theories provide very different conceptions of TFP.  Some model TFP as changes in


technology (the “instructions” for producing goods and services), others highlight the role of externalities,


some focus on changes in the sector composition of production, while others see TFP as reflecting the


adoption of lower cost production methods.  These theories, thus, provide very different views of TFP.


Empirically distinguishing among these different theories of TFP would provide clearer guidance to
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policymakers and to growth theorists.  We do not have empirical evidence, however, that confidently assesses


the relative importance of each of these conceptions of TFP in explaining economic growth.  Economists need


to provide much more shape and substance to the amorphous term “TFP.”


This paper examines five stylized facts.  While we examine each individually, we emphasize a simple


theme: we need to better understand TFP and its determinants to more precisely model long-run economic


growth and design appropriate policies.


Stylized Fact 1: Factor accumulation does not account for the bulk of cross-cross differences in


the level or growth rate of GDP per capital; something else – TFP – accounts for a


substantial amount of cross-country differences.   Thus, in searching for the secrets of


long-run economic growth, a high priority should be placed on rigorously defining the term


“TFP,” empirically dissecting TFP, and on identifying the policies and institutions most


conducive to TFP growth.


Stylized Fact 2: Divergence: There are huge, growing differences in GDP per capita.


Divergence – not conditional convergence – is the big story.  Furthermore, an emphasis on


TFP growth with increasing returns to technology is more consistent with divergence than


models of factor accumulation with decreasing returns, no scale economies, and some fixed


factor of production.  Over the past two centuries, the big story is that the difference between


the richest countries and poorest countries is growing.  Moreover, the growth rates of the rich


are not slowing and returns to capital are not falling.  Just as business-cycles look like little


wiggles around the big story when viewed over a long horizon, understanding slow,


intermittent conditional convergence seems comparatively less intriguing than uncovering


why the United States has enjoyed very steady growth for two hundred years while much of


the earth’s population still lives in poverty.


Stylized Fact 3: Growth is not persistent over time.  Some countries “take off,” others are


subject to peaks and valleys, a few grow steadily, and others have never grown.  In


contrast, capital accumulation is much more persistent than overall growth.  Changes in
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factor accumulation do not match-up closely with changes in economic growth.  This finding


is consistent across very different frequencies of data.  Tangentially, but critically, this


stylized fact also suggests that models of steady-state growth, whether they are based on


capital externalities or technological spillovers, will not capture the experiences of many


countries.  While the United States has grown very consistently over time, other countries


have had very different experiences.  While steady-state growth models may fit the United


States’ experience over the last two hundred years, these models will not fit the experiences


of Argentina, Venezuela, Korea, or Thailand very well.  In contrast, models of multiple


equilibria do not fit the United States data very well.  Thus, our models tend to be country-


specific rather than general theories.  Meanwhile, the profession’s empirical work is still


searching for (a) why the United States is the United States, (b) how a country like Argentina


can go from being like the United States early in this century to the struggling middle-income


country it is today, and (c) how a country like Korea or Thailand can go from being like


Somalia to a countries with thriving economies.


Stylized Fact 4:  All factors of production flow to the same places, suggesting important


externalities.  While this has been noted and modeled by Lucas (1988), Kremer (1993), and


others, this paper further demonstrates the pervasive tendency for all factors of production,


including physical and human capital, to bunch together. The consequence is that economic


activity is highly concentrated.  The powerful and pervasive tendency for all factors of


production to congregate together holds when considering the globe, countries, regions,


states, ethnic groups, or cities.  This force – this “something else” -- needs to be fleshed-out


and more firmly imbedded in our theories and policy recommendations.


Stylized Fact 5: National policies influence long-run growth.  In models with zero productivity


growth, diminishing returns to the factors of production, and some fixed factor, national


policies that boost physical or human capital accumulation have only a transitional effect on


growth.  In models that emphasize total factor productivity growth, national policies that
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enhance the efficiency of capital and labor or alter the endogenous rate of technological


change can boost productivity growth and thereby accelerate long-run economic growth.


Thus, the finding that policy influences growth is consistent with theories that emphasize


productivity growth and technological externalities and makes one increasingly wary of


theories that focus excessively on factor accumulation.


Although many authors examine total factor productivity growth and assess growth models, this paper


makes a number of new contributions.  Besides conducting traditional growth accounting with new Penn-


World Table capital stock data, this paper fully exploits the panel nature of the data.  Specifically, using the


international cross-section of countries, we address two questions: (1) what accounts for cross-country growth


differences and (2) what accounts for growth differences over time?  Overwhelmingly the answer is total


factor productivity, not factor accumulation.  We also examine differences in the level of Gross Domestic


Product per worker across countries.  Besides updating Denison’s (1962) original level accounting study, we


extend Mankiw, Romer, and Weil’s (1992) study by allowing technology to differ across countries and by


assessing the importance of country-specific effects.  Unlike Mankiw, Romer, Weil (1992), we find that huge


differences in total factor productivity account for the bulk of cross-country differences in income per capita


even after controlling for country-specific effects.  In terms of divergence, the paper compiles and presents


new information that further documents massive divergence in the level of income per capita across countries.


Moreover, we show that although many authors frequently base their modeling strategies on the U.S.


experience of steady long-run growth [e.g., Jones (1995a,b) and Rebelo and Stokey (1995)], the US


experience is the exception rather than the rule.  Much of the world is characterized by miracles and disasters,


by changing long-run growth rates, and not by countries with stable long-run growth rates.  Finally, the paper


presents an abundance of new evidence on the concentration of economic activity.  We draw on cross-country


information, data from counties within the United States, developing country studies, and information on the


international flow of capital, labor, and human capital to demonstrate the geographic concentration of activity


and relate this to models of economic growth.  Again, the overwhelming concentration of economic activity is


consistent with some theories of economic growth and inconsistent with others.  While specific countries at
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specific points in their development processes fit different models of growth, the big picture emerging from


cross-country growth comparisons is the simple observation that creating the incentives for productive factor


accumulation is more important for growth than factor accumulation per se.  In assembling and presenting


these stylized facts of economic growth, we hope to stimulate growth research and thereby enhance public


policy, and poverty alleviation.


I. Stylized Fact 1: Its not factor accumulation, it’s A


Although physical and human capital accumulation may play key roles in igniting and accounting for


economic progress in some countries, factor accumulation does not account for the bulk of cross-cross


differences in the level or growth of GDP per capita when examining a broad cross-section of countries.


Something else – “Total factor productivity (TFP)” -- accounts for the bulk of cross-country differences in


both the level and growth rate of per capita GDP.


Before documenting this well-known conclusion, it is important to recognize that the empirical


importance of TFP has motivated economists to develop models of “TFP.”  Some models focus on


technological change [Aghion and Howitt 1998, Grossman and Helpman 1990; Romer 1990], others on


impediments to adopting new technologies [Parente and Prescott 1996], some highlight externalities [Romer


1986; Lucas 1988], others place the spotlight on disaggregated models of sectoral development, [Kongsamut,


Rebelo, and Xie 1997], or cost reductions [Harberger 1998].  The remainder of this section briefly presents


evidence on factor accumulation and growth and discusses the implications for models and policy.


A.  Growth Accounting and Variance Decomposition


We consider three questions.  First, what part of a country’s growth rate is accounted for by factor


accumulation and TFP growth? Thus, we examine the sources of growth in individual countries over time.


Second, we ask, what part of cross-country differences in economic growth rates is accounted for by cross-


country differences in growth rates of factor accumulation and TFP? Here, we examine the ability of the


sources of growth to explain cross-country differences in growth rates.  Third, later in the paper, we fully


exploit the cross-country, time-series nature of the data and assess what part of the intertemporal difference in
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economic growth rates are accounted for by time-series differences in growth rates of factor accumulation and


TFP? Traditional growth accounting forms the basis for answering these questions.


1.  Growth accounting


The organizing principle of growth accounting is the Cobb-Douglas aggregate production function.


Let y represent national output per person, k is the physical capital stock per person, n is the number of units


of labor input per person (reflecting work patterns, human capital, etc.), α is a production function parameter


(that equals the share of capital income in national output under perfect competition), and A is technological


progress:


(1) ( )y Ak n =  α α1−


The standard procedure in growth accounting is to divide output growth into components attributable


to changes in the factors of production.  To see how, re-write equation (1) in growth rates:


(2) ( ) ( ) ( ) ( )( )∆ ∆ ∆ ∆y y A A n n/ / / =   +  k / k  +  α α1−


Consider a hypothetical country with the following characteristics: (a) the growth rate of output per person


was 2%, (b) the capital per capita growth rate was 3%, (c) the growth rate of human capital was 0, and (d)


capital’s share of national income is 40% (α=0.4).  In this example, TFP growth is 0.8%, and therefore, TFP-


growth accounts for 40% (0.8/2) of output growth in this country.


1.a. growth accounting: detailed accounting


Many authors conduct detailed growth accounting exercises of one or a few countries, where


researchers use disaggregated data on capital, labor, human capital, and capital shares of income.  Although


we do not add anything new to the detailed growth account literature, we briefly review its findings. Early,


detailed growth accounting exercises of a few countries by Solow (1957) and Denison (1962, 1967) found that


the rate of capital accumulation per person accounted for between one-eighth and one-fourth of GDP growth


rates in the United States and other industrialized countries, while TFP-growth accounted for more than half


of GDP growth in many countries.  Subsequent detailed studies showed that it is important to account for
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changes in the quality of labor and capital.  For example, if growth accountants fail to consider improvements


in the quality of labor inputs due to education and health, then these improvements would be assigned to TFP


growth.  Unmeasured improvements in physical capital would similarly be inappropriately assigned to TFP.


Nonetheless, to the extent that TFP includes quality improvements in capital, then a finding that TFP explains


a substantial amount of economic growth will properly focus our attention on productivity, rather than on


factor accumulation per se.


Subsequent detailed growth accounting exercises of a few countries incorporate estimates of changes


in the quality of human and physical capital. These studies also find that TFP growth tends to account for a


large component of the growth of output per worker.  Christenson, Cummings, and Jorgenson (1980) do this


for a few OECD countries (albeit prior to the productivity growth slowdown). Dougherty (1991) does the


exercise for some OECD countries including the slow productivity growth period. Elias (1990) conducts a


rigorous growth accounting study for seven Latin American countries. Young (1994) focuses on fast growing


East Asian Countries.  Table 1 summarizes some of these results.3  Although there are large cross-country


variations in the fraction of growth accounted for by TFP-growth, some general patterns emerge.  The fraction


of output growth accounted for TFP growth hovers around 50% for OECD countries.  There is greater


variation among Latin American countries, with the average accounted for by TFP growth around 30%.


Young (1994) argues that factor accumulation was a key component of the growth miracle in some East Asian


economies.
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Table 1: Selected Growth Accounting Results for Individual
Countries


αααα GDP Growth Share Contributed by:
Capital Labor TFP


OECD 1947-73
France 0.40 5.40% 41% 4% 55%
Germany 0.39 6.61% 41% 3% 56%
Italy 0.39 5.30% 34% 2% 64%
Japan 0.39 9.50% 35% 23% 42%
United Kingdom 0.38 3.70% 47% 1% 52%
United States 0.40 4.00% 43% 24% 33%


OECD 1960-90
France .42 3.50% 58% 1% 41%
Germany .40 3.20% 59% -8% 49%
Italy .38 4.10% 49% 3% 48%
Japan .42 6.81% 57% 14% 29%
United Kingdom .39 2.49% 52% -4% 52%
United States .41 3.10% 45% 42% 13%


Latin America
1940-1980
Argentina 0.54 3.60% 43% 26% 31%
Brazil 0.45 6.40% 51% 20% 29%
Chile 0.52 3.80% 34% 26% 40%
Mexico 0.69 6.30% 40% 23% 37%
Venezuela 0.55 5.20% 57% 34% 9%


East Asia 1966-
90
Hong Kong 0.37 7.30% 42% 28% 30%
Singapore 0.53 8.50% 73% 32% -5%
South Korea 0.32 10.32% 46% 42% 12%
Taiwan 0.29 9.10% 40% 40% 20%


OECD figures from Christenson, Cummings, and Jorgenson
(1980) and Dougherty (1991)
Latin American figures from Elias (1990).
East Asia figures from Young (1994).


These detailed growth accounting exercises may seriously underestimate the role of TFP growth in


accounting for growth in output per worker as emphasized by Klenow and Rodriguez-Clare (1997a).  The


studies summarized in Table 1 examine output growth.  If, however, the analysis is adjusted to focus on output
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per worker, then TFP growth accounts for a much larger share of output per worker growth than the figures


presented in Table 1.  In particular, Klenow and Rodriguez-Clare (1997a) show, in an extension of Young


(1994), that factor accumulation plays the crucial role only in Singapore (a small city-state) and that none of


the other East Asian miracles suggest that factor accumulation played a dominant role in accounting for


economic growth. In addition, the share attributed to capital accumulation may be exaggerated, because it


does not take into account how much  TFP growth induces capital accumulation.4 In sum, while there are


cases in which factor accumulation is very closely tied to economic success, detailed growth accounting


examinations suggest that TFP growth frequently accounts for the bulk of output per worker growth.


1.b. growth accounting: aggregate accounting


There are also aggregate growth accounting exercises of a large cross-section of countries that use a


conglomerate measure of capital and an average value of the capital share parameter from microeconomic


studies.  Aggregate growth accounting faces the unenviable task of estimating capital stocks for a broad cross


section of countries.  King and Levine (1994) and Nehru and Dhareshwar (1994) make some initial estimates


of the capital stocks of countries in 1950.  They, then use aggregate investment data and assumptions about


deprecation rates to compute capital stocks in later years for over 100 countries.  The importance of the


estimate of the initial capital stock diminishes over time due to depreciation.


We use new the new Penn-World Tables (PWT) 5.6 capital stock data, based on disaggregated


investment and depreciation statistics (e.g., equipment and machines, structures, etc.) for 64 countries.  While


these data exist for a smaller number of countries, the PWT 5.6 capital data suffer from less aggregation and


measurement problems than the aggregate growth accounting exercises using less precise data.5


The aggregate growth accounting results for a broad selection of countries also emphasize the role of


TFP in accounting for economic growth.  There is enormous cross-country variation in the fraction of growth


accounted for by capital and TFP growth.  In the average country, when only considering physical capital


accumulation, TFP-growth accounts for about 60% of output per worker growth using the PWT 5.6 capital


data and setting α equal to 0.4, which is consistent with individual country-studies.  Other measures of the


capital stock from King and Levine (1994) and Nehru and Dhareshwar (1994) yield similar results.  The
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aggregate growth accounting results are illustrated in Figure 1 using data from PWT 5.6 over the period 1980-


1992.  We group countries into ten groups, where the countries are grouped based on output per capita


growth.  The first decile represents the slowest growing group of countries.  Figure 1 depicts output growth


and the dark portion indicates that part attributable to per capita capital stock growth.  Figure 1 indicates that


capital growth generally accounts for less than half of output growth.  Furthermore, the share of growth


accounted for by TFP growth is frequently larger in the faster growing countries.  Finally, it is worth noting


that there are large differences across countries in the relationship between capital accumulation and growth.


For example, there are groups of countries for which output growth over the period 1980-1990 is negative


while the capital stock per person ratio rose through the decade.  For example, Ecuador, Costa Rica, Peru, and


Syria all saw real per capita GDP fall during the 1980-1992 period at more than one percent per year, while at


the same time their real per capita capital stocks were growing at over one percent per year and educational


attainment was also increasing.  Clearly, these factor injections were not being used productivity. Albeit


unrepresentative, these cases illustrate the shortcoming of focusing too heavily on factor accumulation.6


Incorporating estimates of human capital accumulation into these aggregate growth accounting


exercises does not materially alter the findings.  TFP growth still, in the average country, accounts for more


than half of output per worker growth.  Moreover, the data suggest a weak – and sometimes inverse –


relationship between improvements in educational attainment of the labor force and output per worker growth.


Benhabib and Spiegel (1994) and Pritchett (1996) shows that cross-country data on economic growth rates


show that increases in human capital resulting from improvements in the educational attainment of the work


force have not positively affected the growth rate of output per worker.  It may be that, on average, education


does not effectively provide useful skills to workers engaged in activities that generate social returns.  There is


disagreement, however.  Krueger and Lindahl (1999) argue that measurement error accounts for the lack of a


relationship between growth per capita and human capital accumulation.  Hanushek and Kimko (2000) find


that the quality of education is very strongly linked with economic growth.  However, Klenow (1998)


demonstrates that models that highlight the role of ideas and productivity growth do a much better job of
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matching the data than models that focus on the accumulation of human capital.  More work is clearly needed


on the relationship between education and economic development.


2.  Variance-decomposition


While traditional growth accounting measures that part of a country’s growth rate that may be


attributed to factor accumulation, we construct indicators of that part of cross-country differences in economic


growth rates accounted for by cross-country differences in TFP and factor growth.  A variance decomposition


of growth provides useful information on the relative importance of cross-country differences in TFP-growth


in accounting for cross-country differences in long-run GDP growth (Jones 1997).  Assuming that α=0.4, then


the following holds for the cross-section of countries:


VAR(∆y/y) = VAR(∆TFP/TFP) + (0.4)2{VAR(∆k/k)} + 2(0.4){COV(∆TFP/TFP, ∆k/k)}.


After decomposing the sources of growth across countries using different datasets, Table 2 shows that


cross-country variations in TFP-growth account for more that 60 percent of output growth using alternative


data sets.  Furthermore, the cross-country variation in physical capital alone – excluding the covariance with


TFP-growth – never accounts for more than 25 percent of the cross-country variation in per capita GDP


growth.


Researchers also incorporate human capital accumulation into these types of decomposition exercises.


We re-write the variance-decomposition equations as


VAR(∆y/y) = VAR(∆TFP/TFP) + (0.7)2{VAR(∆f/f} + 2(0.7){COV(∆TFP/TFP, ∆f/f)},


where ∆f/f refers to factor accumulation per worker and is defined as the average of the growth rate of


physical capital per worker and educational attainment per worker.  Specifically,


∆f/f = (∆k/k + ∆h/h)/2, where h is educational attainment per worker.7
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 Table 2: Variance Decomposition


   I.  Without human capital
Contribution of:


      (60 non-oil countries) g(tfpk) g(k) cov[g(tfpk), g(k)]
         (a) 1960-1992: 0.58 0.41 0.01
         (b) 1980-1992: 0.65 0.21 0.13


   II.  With human capital
Contribution of:


g(tfpkh) g(kh) cov[g(tfpkh), g(kh)]
  (a) 1960-1992   (44): 0.94 0.52 -0.45
  (b) 1980-1987  (50): 0.68 0.20 0.12


Incorporating human capital does not alter the basic result: TFP-growth differentials account for the


bulk of cross-country growth differences.  For instance, Klenow and Rodriguez-Clare (1997) estimate that


differences in TFP growth account for about 90% of the variation in growth rates of output per worker across


a sample of 98 countries over the period 1960-1995 after accounting for human capital accumulation.8


Similarly, using the newly constructed capital stock series from disaggregated investment data from the Penn-


World Tables and estimates of the growth rate human capital from Benhabib and Spiegel (1994), we also find


that differences in TFP-growth account for about 90% of cross-country differences in real per capita GDP


growth over the period 1960-1992.  Thus, in seeking to explain cross-country differences in long-run growth


rates, differences in TFP-growth – rather than differences in factor accumulation rates – seem like the natural


place to start.


Before continuing, it is important to stress the limits of growth-accounting.  Growth-accounting is a


mechanical procedure.  Using it to elucidate a causal story is dangerous.  For example, in Solow’s (1956)


model, if A grows at the exogenously given steady-state rate x, then y and k grow at the steady-state rate x


too.  Growth-accounting will, therefore, attribute αx of output growth to capital growth, and yield the


conclusion that (α*100)% of growth is due to physical capital accumulation.  Also, growth accounting does
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not test the statistical significance of the relationship between output growth and capital accumulation.  Later,


we will discuss the temporal (Granger-causal) relationship between growth and savings, investment, and


education.  Here, we simply note this inherent feature of growth accounting and turn to level accounting.


B.  Level Accounting and the K/Y Ratio


Hall and Jones (1999) have recently renewed the level-accounting question: What part of cross-


country differences in income per capita is accounted for by differences in physical capital per capita?   They


find that productivity differences across countries account for the bulk of cross-country differences in output


per worker.  We address this question using (i) the traditional Denison approach and (ii) a modified Mankiw,


Romer Weil (1992) approach.


1. Denison level accounting


To conduct Denison level accounting, take the ratio of two national incomes of output per person


from equation (1):


(3) [ ] [ ] [ ] [ ]y y A A k k n ni i i j i j i j/ / / / =   α α1−


Given data on the factors of production, we can then measure cross-country differences in total factor


productivity:


(4) [ ] [ ] [ ] [ ]{ }A A y y k k n ni j i j i j i j/ / / / / =  
α α1−


Now, note that the fraction of differences in national output levels due to capital equals the ratio, φki:


(5) ( ) ( )φ αki j jk y= log k log yi i/ / /


It is helpful to note that equation (5) can be re-written as


(6) ( ) ( )φ α αki j jk y= + log k log yi i/ / /


using the fact that log(ki/kj) = log(κi/κj) - log(yyi/yj), and letting κ=k/y.  This allows us to measure the extent to


which the contribution of capital is due to capital share, α, and that part due to differences in the capital-


output ratio equations.  If capital-output ratios are constant across countries i and j, then the contribution of


capital to accounting for differences in output per capita in countries i and j simply equals α.
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To conduct level accounting, first calculate the percentage shortfall in output of country i relative to


the reference country j: Pi = 100*(yj - yi)/yj .   Then we construct the contribution of capital to accounting for


the output difference as, Pi φki.  As in King and Levine (1994), we conduct the level accounting using figures


on aggregate capital stocks, though we use the PWT 5.6 capital numbers.  The world is divided into five


groups of countries ranging from the poorest to the richest.  The richest group is the reference group of


countries.


Figure 2 summarizes the level accounting results: TFP-accounts for the bulk of cross-country


differences in levels of income per capita.  Group 1 is the poorest group; it has more than a 90 percent


shortfall in GDP per capita from that in the reference group.  The very dark area shows that part of the


shortfall in income per capita from the reference group to due to capital share of output (α) assuming that


capital-output ratios are constant.  The other marked areas indicate the additional amount due to the fact that


capital-output ratios tend to rise with income per capita.  TFP differences are indicated by the clear part of the


bar.  As shown, TFP accounts for a large fraction of the huge differences in income per capita.  Even


accounting for systematic cross-country differences in capital-output ratios, the data indicate that capital


differences accounts for less than 40% of the cross-group differences in income per capita.9


2. MRW level accounting


We consider a second approach to level accounting, suggested by Mankiw-Romer-Weil (1992).  They


argue that the Solow model does a good job of accounting for cross-country differences in the level of income


per capita.  In the steady-state of the Solow model, output per person is given by:


(1) Y/L = A (s/(x+δ+n)) α/(1-α)


where Y/L is output per person, A is the level of labor-augmenting productivity, s is the investment to GDP


ratio, x is the rate of labor-augmenting productivity growth, δ is depreciation, n is population growth, and α is


the share of capital income in GDP.  We assume productivity growth of 2 percent and a depreciation rate of 7


percent. Following MRW, we take logs of both sides and regress the log of output per person on a constant (ln


A) and the log of the second multiplicative term in (1):
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(2) ln(Y/L) = ln A + α/(1-α) [ln s – ln(x+δ+n)]


We call this second term MRW.


We extend the MRW approach by allowing A to differ across continents, oil vs. non-oil, and across


OECD vs. non-OECD (the regions are all inclusive; the OECD and OIL dummies measure shifts relative to


their respective regions).  The results are in Table 3:


Table 3a: MRW Regression with Continent Dummies
Dependent Variable: average log income per capita 1960-95
Method: Least Squares
Included observations: 139
White Heteroskedasticity-Consistent Standard Errors &
Covariance


Variable Coefficien
t


Std. Error t-Statistic Prob.


OECD  1.087817  0.107084  10.15857  0.0000
East Asia 7.559995 0.176696 42.78525 0.0000


South Asia 7.065895 0.139239 50.74634 0.0000
Sub-Sah Africa  6.946945  0.090968  76.36658  0.0000
Western Hem.  7.838313  0.102363  76.57349  0.0000


Middle East & N.
Afr


 7.777138  0.143632  54.14642  0.0000


Europe  7.717543  0.133190  57.94384  0.0000
OIL  0.691058  0.157605  4.384760  0.0000


MRW  0.442301  0.096847  4.567031  0.0000
R-squared  0.752210     Mean dependent v  7.79
Adjusted R-squared  0.738969     S.D. dependent v  0.994
S.E. of regression  0.508076     Akaike info criterion  1.539
Sum squared resid  33.81651     Schwarz criterion  1.708
Log likelihood -98.99247     F-statistic  56.810


    Prob(F-statistic)  0.000


While there is a significant correlation of income with the MRW investment term (consistent with the


Solow model), we refute the original MRW idea that productivity levels are the same across countries. South


Asia and sub-Saharan Africa have significantly lower productivity than other regions (i.e. income differences


that are not explained with the MRW term). The OECD has higher productivity than the rest of the world by a


factor of 3 (e1.087).  Once we allow the productivity level to vary, the coefficient on MRW implies a capital


share of  .31 -- which is in line with most estimates from national income accounting.
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MRW report that they are even more successful at explaining cross-country income differences when


they include a measure of human capital investment, which they define as [ln sh – ln(x+δ+n)].  They define the


flow of investment in human capital sh
 as the secondary enrollment ratio times the proportion of the labor


force of secondary school age. Klenow and Rodriguez-Clare 1997 and Romer 1995 criticize this measure as


overestimating the cross-country variation in human capital by ignoring primary enrollment, which varies


much less across countries than secondary enrollment. Nevertheless, we reproduce this calculation for the


period 1960-95 and call the resultant term MRWH.  The regression we get is now:


Table 3b: MRW Regression with Continent Dummies Including Human Capital
Dependent Variable: LQAV6095
Method: Least Squares
Included observations: 126
White Heteroskedasticity-Consistent Standard Errors & Covariance


Variable Coefficient Std. Error t-Statistic Prob.


OECD 0.999172 0.126361 7.907255 0.0000
East Asia 8.040507 0.212161 37.89818 0.0000


South Asia 7.593671 0.184937 41.06093 0.0000
Sub-Sah Africa 7.636055 0.207923 36.72545 0.0000
Western Hem. 8.285468 0.136361 60.76117 0.0000


Middle East & N. Afr 8.345100 0.192838 43.27516 0.0000
Europe 8.222288 0.161656 50.86290 0.0000


OIL 0.618785 0.179383 3.449517 0.0008
MRW 0.168531 0.095305 1.768343 0.0796


MRWH 0.433868 0.089235 4.862086 0.0000


R-squared 0.812286     Mean dependent var 7.779659
Adjusted R-squared 0.797722     S.D. dependent var 1.024315
S.E. of regression 0.460689     Akaike info criterion 1.363849
Sum squared resid 24.61913     Schwarz criterion 1.588951


Log likelihood -75.92250     F-statistic 55.77363
    Prob(F-statistic) 0.000000


Although the human capital investment term is highly significant, the original physical capital investment


term is only marginally significant. The OECD productivity advantage, and the continental differences in


productivity, are of the same magnitude as before.


Moreover, we estimate equation (2) in first differences from the first half of the period to the second


half of the period to eliminate country fixed effects.  These results indicate that the change in the MRW
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variable is not statistically significant. We also find that TFP growth – the constant in the equation in first


differences -- varies significantly across continents.  This is consistent with our earlier finding that most of the


cross-country variation in growth rates per capita is do to differences in TFP growth and not to transitional


dynamics between steady states.


D. Causality


Growth-accounting is different from causality.  Factor accumulation could ignite productivity growth


and overall economic growth.  Thus, factor accumulation could cause growth even though it does not account


for much the cross-country differences in growth rates or cross-country differences in the level of GDP per


capita.  If this were the case, then it would be both analytically appropriate and policy-wise to focus on factor


accumulation.  There is also the well-known cross-section correlation between the investment share and


growth (e.g. Levine and Renelt 1992).


Available evidence, however, suggests that physical and human capital accumulation do not cause


faster growth.  For instance, Blomstrom, Lipsey, and Zejan (1996) show that output growth Granger-causes


investment.  Injections of capital do not seem to be the driving force of future growth.  Similarly, Carroll and


Weil (1994) show that causality tends to run from output growth to savings, not the other way around.


Evidence on human capital tells a similar story.  Bils and Klenow (2000) argue that the direction of causality


runs from growth to human capital, not from human capital to growth.  Thus, in terms of both physical and


human capital, the data do not provide strong support for the contention that factor accumulation ignites faster


growth in output per worker.


E. Remarks


Although there are important exceptions, as Young (1995) makes clear, “something else” besides


factor inputs accounts for the bulk cross-country differences in both income per capita and growth rates.


Furthermore, while growth-accounting does not equal causality, research also suggests that increases in factor


accumulation do not ignite faster output growth in the future.  While more work is needed, available evidence
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does not suggest that the direction of causality runs from physical or human capital accumulation to economic


growth in the broad cross-section of countries. Finally, measurement error may reduce the confidence that we


have in growth and level accounting.  However, the residual is large in both level and growth accounting.


Also, growth and level accounting in the 1950s and 1960s produce similar estimates as those conducted in the


1990s.  This implies that measurement error would have to have two systematic components: one the growth


rate of measurement error would have to be positive and large in fast growing countries and two the level


component of measurement error would also have to be positive and large in rich countries.  While


measurement problems may play a role, a considerable body of evidence suggests that “something else”


besides factor accumulation is critical for understanding cross-country differences in the level and growth rate


of GDP per capita.


The profession gives the rather vague term “TFP” to refer to the “something else” that accounts for


growth and level differences across countries.  In giving theoretical content to this residual, Grossman and


Helpman (1990), Romer (1990), Howitt 1998, and Aghion and Howitt (1992, 1998) focus on technology; that


is, better instructions for combining raw materials into useful products and services.  Others take a different


approach for providing economic meaning to the “residual.”  Romer (1986), Lucas (1988), and others focus


on externalities, including spillovers, economies of scale, and various complementarities in explaining the


large role played by the TFP in accounting for differences in the level and growth rates of GDP per worker.10


Alternatively, Harberger (1998) views the “residual” in terms of real cost reductions.  He argues that “... there


are at least 1001 ways to reduce costs and that most of them are actually followed in one part or other of any


modern complex economy...“(p.3).  He urges economists not to focus on one underlying cause of the residual


since several factors may produce real costs reductions in different sectors of the economy at different times.11


This is consistent with industry studies that reveal considerable cross-sector variation in TFP growth


[Kendrick and Grossman 1980].  Prescott (1998) also focuses on technology.  He suggests that cross-country


differences in resistance to the adoption of better technologies -- arising from politics and policies -- help


explain cross-country differences in TFP.12  It would be very useful in designing models and policies to


determine empirically the relative importance of each of these conceptions of TFP.
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II. Stylized Fact 2: Divergence, not Convergence, is the Big Story


Over the very long run, there has been “divergence, big time”, in the words of Pritchett (1997).   Figure 3


shows that the richest nations in 1820 subsequently grew faster than the poorest countries in 1820.  The ratio


of richest to poorest grew from 6 to 1 in 1820 to 70 to 1 in 1992.  If we look back even further in time, the


difference between the richest and poorest countries prior to the Industrial Revolution (1700-1750) was


probably only about 2 to 1 (Bairoch 1993, p.102-6).  Thus, the big story over the last 200-300 years is one of


massive divergence in the levels of income per capita between the rich and the poor.13  While the poor are not


getting poorer, the rich are getting richer a lot faster than the poor.


The rich continue to grow faster than the poor.  Absolute divergence has continued over the last 30 years,


though not as dramatically as in earlier periods (see table 4).  Also, China and India – two countries with very


large populations – have performed well recently.  Nevertheless, growth differences have diverged


significantly even using recent data.14


Table 4: The rich grew most rapidly, the poor grew most
slowly in 1960-92
Countries classified by income per
person in 1960


Average Growth of
Income per person,
1960-92


Poorest fifth of countries 1.4%
Second poorest fifth of countries 1.2%
Middle fifth of countries 1.8%
Second richest fifth of countries 2.6%
Richest fifth of countries 2.2%


Moreover, divergence understates the degree of absolute divergence over 1960-92. This is because many


countries the World Bank classified as low or middle income in the 1990s do not have complete data, while


all industrial countries have complete data. This imparts a bias towards convergence in the data like that


pointed out by DeLong 1988 regarding Baumol’s 1986 finding of convergence among industrial countries.


When the countries that are rich at the end are over-represented in the sample, this biases the sample towards


convergence. The growth rates of the lower three fifths of the sample would be even lower if we had data on


some of the disasters that were classified by the World Bank as low or middle income in the 1990s.
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This tendency towards divergence if anything has become more pronounced with time. Easterly (2001)


found that the bottom half of countries ordered by per capita income in 1980 registered zero per capita growth


over 1980-98, while the top half continued to register positive growth.  This was not because of divergence in


policies; this study showed that policies in poor countries converged towards those of rich countries over


1980-98.


While conditional convergence (Barro and Sala-I-Martin 1992) is certainly a feature of many cross-


economy data sets, it is difficult to look at the growing differences between the rich and poor and not focus on


divergence. The conditional convergence findings hold only after conditioning on an important mechanism for


divergence – spillovers from the initial level of knowledge (for which conditional convergence regressions


may be controlling with initial level of schooling).  Conditional convergence also could follow mechanically


from mean reversion (Quah 1993).  Since most growth models are closed economy models, it is worth looking


at what happens to convergence in closed economies. Kremer (1993) and Ades and Glaeser (1999) have found


absolute divergence in the majority of developing economies that are closed economies, suggesting an “extent


of the market” effect on growth in closed economies.


These “divergence” findings should be seen within the context of other stylized facts.  Romer (1986)


shows that the growth rates of the riches countries have not been slowing over the last century.  King and


Rebelo (1993) show that return to capital in the United States have not been falling over the last century.


Taken together, these observations do not naturally focus one’s attention on a model that emphasizes capital


accumulation and that has diminishing returns to factors, some fixed factor of production, and constant returns


to scale.  At the same time, these observations do not provide unequivocal support for any particular


conception of what best explains the “something else” producing these stylized facts.


III. Stylized Fact 3: Growth is not persistent, growth paths are remarkably different across
countries, while factor accumulation is persistent and less erratic


Growth is remarkably unstable over time. The correlation of per capita growth in 1977-92 with per capita


growth in 1960-76 across 135 countries is only .08.15  This low persistence of growth is not just a
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characteristic of the postwar era. For the 25 countries that have the data, there is a correlation of only .097


across 1820-1870 and 1870-1929.16


In contrast, the cross period correlation of capital per capita growth is 0.41 For models that postulate a


linear relationship between growth and investment to GDP (thus using investment to GDP as an alternative


measure of capital accumulation), the mismatch in persistence is even worse.17 The correlation of


investment/GDP in 1977-92 with investment/GDP in 1960-76 is .85. Nor do models that postulate growth per


capita as a function of human capital accumulation do better. The correlation across 1960-76 and 1977-92 for


primary enrollment is .82, while the cross-period correlation for secondary enrollment is .91. This suggests


that much of the large variation of growth over time is not explained by the much smaller variation in physical


and human capital accumulation.


A.  A “takeoff” into steady state growth is not a good description of many countries


The typical model of growth, in both the “old” and “new” growth literatures, features a steady state


growth rate. Historically, this was probably inspired by the US experience of remarkably steady growth of


about 2 percent per capita over nearly two centuries (as noted by Jones 1995a,b; Rebelo and Stokey 1995).


Since all countries must have had prior histories of stagnation, another characterization of the typical


growth path is the “takeoff into self-sustained growth” (the phrase is originally from Rostow 1960; more


recent theoretical modeling of “takeoff” includes Baldwin 1998, Krugman and Venables 1995, Jones 1999,


Lucas 1998, and Hansen and Prescott 1998). The prevailing image is a smooth acceleration from stagnation


into steady-state growth. The developing countries are supposed to have “taken off” beginning in the 1960s,


when their growth was rapid and exceeded expectations.


Subsequent experience did not bear out the idea of steady growth beginning in the 60s.  “Booms” and


“crashes” characterized the growth experiences of many countries (Pritchett, 1998 and Rodrik, 1998).


Suppose we take 10 year average growth rates, which should be long enough to iron out cyclical swings.  The


cross-section standard deviation of these decade averages is about 2.5 percentage points. The variation over


time swamps the cross-section variation. In 48 out of 119 countries with 20 years or more of data over 1960-


97, one can find a break-point such that the subsequent decade’s per capita growth is more than 5 percentage
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points – two cross-section standard deviations – above or below the previous decade’s growth.18  Figure 4


illustrates the roller coaster ride of Cote d’Ivoire, Guyana, Jamaica, and Nigeria. All of the countries with


growth booms or crashes were developing countries, except for Greece and Portugal. Stable growth may be a


better description of industrial than developing countries.


How many countries have exhibited consistently stable and respectable growth?  Out of 88 industrial


and developing countries with complete data 1960-97, only 12 countries had growth above 2 percent per


capita in every decade.  Half of these were in East Asia.


B. Variance decomposition over time


This supposition of unstable growth is further confirmed by conducting an intertemporal variance-


decomposition exercise.  This time we conduct the decomposition over time rather than across countries.  In


conjunction with the cross-country variance decomposition presented above, this analysis represents a full


exploration of the panel data we have constructed on growth and its factors. Specifically, we set up a panel of


seven 5-year time periods for each country for per capita growth and physical capital per capita growth.  We


then subtract off the country means and then analyze the variance using the same formula as before:


VAR(∆y/y) = VAR(∆TFP/TFP) + (0.4)2{VAR(∆k/k)} + 2(0.4){COV(∆TFP/TFP), ∆k/k)}


 We find that TFP accounts for 86 percent of the intertemporal variation in overall growth.   Using the


same sample of countries, we found that TFP growth accounts for 61 percent of the cross-sectional variation.


Thus, growth is much more unstable over time than physical capital growth.


Besides emphasizing the importance of TFP in explaining long-run development patterns, the findings


that growth is not persistent and that growth patterns are very different across countries complicate the


challenge for economic theorists.  Existing models miss important development experiences.  Some countries


grow steadily (the U.S.).  Some grow steadily and then stop for long periods (Argentina).  Some do not grow


for long periods and then suddenly “take off” (Korea, Thailand).  Others have basically never grown


(Somalia).  Sole reliance on either steady-state models or standard multiple equilibria models will have a


difficult time accounting for these very different growth experiences.  Different models may be needed for


different patterns of growth across countries.  Steady-state models fit the U.S. type experience.  The unstable
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growth cases fit more naturally multiple equilibria models, since the long-run fundamentals of countries are


stable.19


IV: Stylized Fact 4: When It Rains, It Pours


 This section presents a large array of new information on the degree to which economic activity is


highly concentrated.  We use cross-country data, data from counties within the United States, information


from individual developing countries, and data on international flows of capital, labor, and human capital to


examine economic concentration.  This concentration has a fractal-like quality: it recurs at all levels of


analysis, from the global level down to the city level.  This concentration suggests that some regions have


“something” that attracts all factors of production, while other regions do not.


One can speculate on the “something else” driving factor flows.  Better policies in area Z than in area


Y could explain factor flows.  These policies could include legal systems, property rights, political stability,


public education, infrastructure, taxes, regulations, macroeconomic stability, etc.  However, these policies are


national in nature.  Yet, below we document within country concentration.  Externalities may play an


important role, so that factors congregate.  Critically, policies differences, or externalities, or differences in


“something else” do not have to be large.  Small “TFP” differences can have dramatic long-run implications.


Thus, while we do not offer a specific explanation, our results further motivate work on economic geography


as a vehicle for better understanding economic growth.


A. Concentration


At the global level, most obviously, high income status is concentrated among a small number of


nations. The top 20 nations of the world have only 15% of the world’s population but produce 50% of world


GDP. On the poverty side, the poorest half of the world’s population account for only 14% of its GDP.20


Map 1 shows the richest nations in black and the poorest in gray. These concentrations of wealth and


poverty have an ethnic and geographic dimension: 18 of the top 20 nations are in Western Europe or settled


primarily by Western Europeans. 17 of the poorest 20 nations are in tropical Africa. The richest nation in


1985 (the US) had an income 55 times that of the poorest nation (Ethiopia).  Taking into account the
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inequality within countries, the international income differences are even starker.  The richest quintile in the


US had an income that was 528 times the income of the poorest quintile in Guinea-Bissau.


Income at the global level is highly concentrated in space also.  Sorting by GDP per square kilometer,


the densest 10% of the worlds land area accounts for 54% of its GDP; the least dense half of nations’ land


area produces only 11% of World GDP. 21


These calculations are done assuming that income is evenly spread among people and land area within


nations, and so understate the degree of concentration. When we look within nations, we find high


concentration of wealth and poverty also. We illustrate here with the nation where we found the most detailed


data: the United States.


We used the database of 3141 counties in the US to examine income and poverty concentration.


Sorting counties by GDP per square mile, we found a 50 and 2 rule: 50 percent of GDP is produced in


counties that account for only 2 percent of the land, while the least dense counties that account for 50 percent


of the land produce only 2 percent of GDP. Nor is this result just a consequence of the large unsettled areas of


the West and Alaska. If we do the same calculation for land east of the Mississippi, we still have extreme


concentration: 50 percent of GDP is produced on 4 percent of the land.  The densest county is New York NY,


which has a GDP per square mile of $1.5 billion. This is about 55,000 times more than the least dense county


east of the Mississippi ($27 thousand per square mile in Keweenaw MI).  Even this understates the degree of


concentration since even the most casual empiricism detects rich and poor areas within a given county (New


York county contains Harlem as well as Wall Street).


Map 2 shows these concentrations of counties accounting for half of US GDP.  Obviously, another


name for these concentrations is “cities.” This concentration is explained by the fact that most economic


activity takes place in densely populated metropolitan areas. Metropolitan counties are $3300 richer per


person than rural counties (the difference is statistically significant, with a t-statistic of 29). More generally,


there is a strong correlation between per capita income of US counties and their population density


(correlation coefficient of .48 for the log of both concepts, with a t-statistic of 30 on the bivariate association).
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But even if we restrict the sample to metropolitan counties we see concentration: 50 percent of metropolitan


GDP is produced in counties accounting for only 6 percent of metropolitan land area.22


There are also regional income differences between metropolitan areas.  Metropolitan areas in the


Boston-to-Washington corridor have a per capita income that is $5874 higher on average than other


metropolitan areas. This is a huge difference: it is equal to 2.4 standard deviations in the metropolitan area


sample.  Although there may be differences in the cost of living, they are unlikely to be so large as to explain


this difference. (The rent component of the cost of living may reflect either the productivity or the amenity


advantages of the area – it seems unlikely that amenities are different enough among areas to explain these


differences).


There are other possible explanations of geographic concentration, like inherent geographic


advantages of some  areas. Like Mellinger, Sachs and Gallup 1999, Rappaport and Sachs 1999 argue that


spatial concentration of activity in the US has much to do with access to the coast.  However, casual


observation suggests high concentration even within coastal areas (there are sections of the BosWash corridor


where you cannot get a radio station on the dial). It also could come about because of high transport costs and


low congestion costs (Krugman 1991, 1995, 1998, Fujita, Krugman, and Venables 1999). However, these


latter authors also point to locations of particular industries in certain locales (the Silicon Valley


phenomenon) as evidence of other types of geographic spillovers, including technology spillovers and


specialized producer services that have high fixed costs.  And the high rents in downtown metropolitan areas


suggest congestion costs are very significant. As Lucas 1988 says, “what can people be paying Manhattan or


downtown Chicago rents for, if not for being near other people?”


B. Poor areas


Not only riches are concentrated, so is poverty. Poverty is regionally concentrated in the US; these


concentrations have an ethnic dimension as well. As Map 3 shows, there are four ethnic-geographic clusters of


counties with poverty rates above 35 percent:


(1) Counties in the West that have large proportions (>35%) of native Americans;


 (2) Counties along the Mexican border that have large proportions (>35%) of Hispanics;
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 (3) Counties adjacent to the lower Mississippi River in Arkansas, Mississippi, and Louisiana and in the
“black belt” of Alabama, all of which have large proportions of blacks (>35%);


(4) Virtually all-white counties in the mountains of eastern Kentucky.


The county data did not pick up the well-known inner-city form of poverty, mainly among blacks,


because counties that include inner cities also include rich suburbs. (An isolated example of an all-black city


is East St. Louis IL which is 98 percent black and has a poverty rate of 44 percent). Of course, poverty is


concentrated in the inner city as well. An inner city zip code in DC, College Heights in Anacostia, has only


one-fifth of the income of a rich zip code (20816) in Bethesda MD. This has an ethnic dimension again since


College Heights is 96 percent black and the rich zip code in Bethesda is 96 percent white. In the Washington


metropolitan area as a whole, Map 4 shows the striking East-West divide between poor and rich zip codes


(which again roughly corresponds to the black-white ethnic divide).23 Borjas (1995, 1999) suggests there are


strong neighborhood and ethnic externalities that may help explain poverty and ethnic clusters within cities.


Sorting 1990 census tracts by percent of blacks, the census tracts with the highest shares of blacks account for


fifty percent of the black population but contain only one percent of the white population.24 While this


segregation by race and class could simply reflect the preferences of rich white people to live next to each


other, economists usually prefer to offer economic motivations rather than exogenous preferences as


explanations of economic phenomena. Benabou (1993, 1996) stresses the endogenous sorting between rich


and poor for the rich to take advantage of externalities like locally funded schools.


Poverty areas exist in many countries: northeast Brazil, southern Italy, Chiapas in Mexico,


Balochistan in Pakistan, and the Atlantic Provinces in Canada. Researchers have found externalities to be part


of the explanation of these poverty clusters. Bouillon, Legovini and Lustig 1999 find that there is a negative


Chiapas effect in Mexican household income data, and that this effect has gotten worse over time. Households


in the poor region of Tangail/Jamalpur in Bangladesh earned less than identical households in the better off


region of Dhaka (Ravallion and Wodon 1998). Ravallion and Jalan (1996) and Jalan and Ravallion (1997)


likewise found that households in poor counties in southwest China earned less than households with identical


human capital and other characteristics in rich Guangdong Province.  Rauch 1993 likewise found with US
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data that individuals with identical characteristics earn less in low human capital cities than in high human


capital cities.


C. Ethnic differentials


Some theories stress in-group externalities (Borjas 1992, 1995, 1999, Benabou 1993, 1996).   Poverty


and riches are also concentrated in certain ethnic groups; it would not be appealing to explain these


differences by exogenous savings preferences. While other stories like discrimination and intergenerational


transmission could explain ethnic differences, in terms of growth models they seem more consistent with in-


group spillovers than with individual factor accumulation.


The purely ethnic differentials in the US are well known. Blacks earn 41 percent less than whites;


Native Americans earn 36 percent less; Hispanics earn 31 percent less; Asians earn 16 percent more.25  There


are also more subtle ethnic earnings differentials. Third-generation immigrants with Austrian grandparents


had 20 percent higher wages in 1980 than third-generation immigrants with Belgian grandparents (Borjas


1992). Among Native Americans, the Iroquois earn almost twice the median household income of the Sioux.


Other ethnic differentials appear by religion. Episcopalians earn 31% more income than Methodists


(Kosmin and Lachman, 1993, p. 260) Twenty-three percent of the Forbes 400 richest Americans are Jewish,


although only two percent of the US population is Jewish (Lipset 1997).26


In Latin America, the main ethnic divide is between indigenous and non-indigenous populations, as


table 5 shows.


Table 5: Poverty among
indigenous peoples in Latin
America


Poverty rate for indigenous
people


Poverty rate for non-
indigenous people


Bolivia 64.3 48.1
Guatemala 86.6 53.9
Mexico 80.6 17.9
Peru 79.0 49.7
Source: Psacharopoulos and Patrinos 1994, p. 6.


But even within indigenous groups in Latin America, there are ethnic differentials. There are 4 main


language groups among Guatemala’s indigenous population.  Patrinos 1997 shows that the Quiche-speaking


indigenous groups in Guatemala earn 22 percent less on average than Kekchi-speaking groups.
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In Africa, there are widespread anecdotes about income differentials between ethnic groups, but little


hard data. The one exception is South Africa. South African whites have 9.5 times the income of blacks.


More surprisingly, among all-black traditional authorities (an administrative unit something like a village) in


the state of KwaZulu-Natal, the ratio of the richest traditional authority to the poorest is 54 (Klitgaard and


Fitschen 1997).


D. Factor movements


The movement of all factors of production toward the richest areas reinforces the concentration of


economic activity. A related fact is that each factor of production flows to where it is already abundant.


The migration of labor is overwhelmingly directed towards the richest countries. The three richest


countries alone (the US, Canada, and Switzerland) receive half of the net immigration of all countries


reporting net immigration.  Countries in the richest quintile are all net recipients of migrants. Only 8 countries


in the 90 countries in the bottom four-fifths of the sample are net recipients of migrants.  Barro and Sala-i-


Martin 1995 (pp. 403-410) find that migration goes from poorer regions to richer regions in samples of US


states, Japanese prefectures, and European regions.


Migration also goes from sparsely populated areas to densely populated areas. We find with county


data for the US that there is a statistically significant correlation of .20 between the in-migration rate of


counties from 1980 to 1990 and the population density in 1980. Hence, labor is flowing to land areas where it


is already abundant. We also confirm the Barro and Sala-i-Martin 1995 US states finding with data on US


counties. Migration goes from poor counties to rich counties, with a statistically significant correlation of .21


between initial income and the in-migration rate. These two finds are related, as there is a significant positive


correlation between population density and per capita income across counties.27 A regression of the in-


migration rate 1980-90 by county on population density in 1980 and income per capita in 1980 finds both to


be highly significant.28


Embodied in this flow of labor are flows of human capital towards the rich countries, the famous


“brain drain.”  We used Grubel and Scott’s (1977) data to calculate that in the poorest fifth of nations, the


probability that an educated person will immigrate to the US is 3.4 times higher than that for an uneducated
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person. Since we know that education and income are strongly and positively correlated, human capital is


flowing to where it is already abundant—the rich countries.


A more recent study by Carrington and Detragiache (1998) found that those with tertiary education


were more likely to migrate to the US than those with a secondary education in 51 out of the 61 developing


countries in their sample. Migration rates for primary or less educated to the US were less than migration rates


for either secondary or tertiary in all 61 countries. Lower bound estimates for the highest rates of migration by


those with tertiary education from their data range as high as 77 percent (Guyana). Other exceptionally high


rates of migration among the tertiary educated are Gambia (59 percent), Jamaica (67 percent), and Trinidad


and Tobago (57 percent).29 None of the migration rates for the primary or less educated exceed 2 percent. The


disproportionate weight of the skilled population in US immigration may reflect US policy. However, Borjas


1999 notes that US immigration policy has tended to favor unskilled labor with family connections in the US


rather than skilled labor. In the richest fifth of nations, moreover, the probability is roughly the same that


educated and uneducated will emigrate to the U.S.  Borjas, Bronars, and Trejo (1992) also find that the more


highly educated are more likely to migrate within the US than the less educated. 30


Capital also flows mainly to areas that are already rich, as famously pointed out by Lucas 1990.  In


1990, the richest 20 percent of world population received 92 percent of portfolio capital gross inflows; the


poorest 20 percent received 0.1 percent of portfolio capital inflows. The richest 20 percent of the world


population received 79 percent of foreign direct investment; the poorest 20 percent received 0.7 percent of


foreign direct investment. Altogether, the richest 20 percent of the world population received 88 percent of


private capital gross inflows; the poorest 20 percent received 1 percent of private capital gross inflows.


E. Evidence on skill premia and human capital


Critically, skilled workers earn less, rather than more, in poor countries.  This seems inconsistent with


the open economy version of the neoclassical factor accumulation model by Barro, Mankiw, and Sala-i-Martin


(BMS) 1995. In the BMS model, capital flows equalize the rate of return to physical capital across countries,


while human capital is immobile.  Immobile human capital explains the difference in per worker income


across nations in BMS. As pointed out by Romer 1995, this implies that both the skilled wage and the skill
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premium should be much higher in poor countries than in rich countries. To illustrate this, we specify a


standard production function for country i as
βαβα −−= 1


iiii HLAKY


Assuming technology (A) is the same across countries and that rates of return to physical capital are equated


across countries, we can solve for the ratio of the skilled wage in country i to that in country j, as a function of


their per capita incomes, as follows:


βα
β
−−


−
















=


∂
∂
∂
∂


1


/
/


jj


ii


j


j


i


i


LY
LY


H
Y
H
Y


 Using the physical and human capital shares (.3 and .5 respectively) suggested by Mankiw 1995, we


calculate that skilled wages should be five times greater in India than the US (to correspond to a fourteen-fold


difference in per capita income). In general, the equation above shows that skilled wages differences across


countries should be inversely related to per capita income if human capital abundance explains income


differences across countries, a la BMS.


The skill premium should be seventy times higher in India than the US. If the ratio of skilled to


unskilled wage is about 2 in the US, then the skilled to unskilled wage ratio in India should be 140. This


would imply a fantastic rate of return to education in India, seventy times larger than the return to education in


the US.


The facts do not support these predictions: skilled workers earn more in rich countries. Fragmentary


data from wage surveys say that engineers earn an average of $55,000 in New York compared to $2,300 in


Bombay (Union Bank of Switzerland 1994).  Instead of skilled wages being five times higher in India than in


the US, skilled wages are 24 times higher in the US than in India. The higher wages across all occupational


groups is consistent with a higher “A” in the US than in India. Figure 5 shows that the skilled wage (proxied


by salaries of engineers, adjusted for purchasing power) is positively associated with per capita income across


countries, as a productivity explanation of income differences would imply, and not negatively correlated, as a
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BMS human capital explanation of income differences would imply.  The correlation between skilled wages


and per capita income across 44 countries is .81.


Within India, the wage of engineers is only about 3 times the wage of building laborers. Rates of


return to education are also only about twice as high in poor countries – about eleven percent versus six


percent from low income to high income (Psacharopolous 1994, p. 1332) – not 42 times higher. Consistent


with this evidence, we have also seen that the incipient flow of human capital, despite barriers to immigration,


is toward the rich countries.


F. Evaluating Growth Models Since Riches and Poverty are Concentrated


The high concentration of income, reinforced by the flow of all factors towards the richest areas, is


inconsistent with the neoclassical growth model. The distribution of income across space and across people at


all levels is highly skewed to the right (skewness coefficient of 2.58 across countries in 1980, skewness across


US cities of 2.2, and skewness across US counties of 1.60 in 1990, where 0 is symmetry). There is no reason


to think that the determinants of income in the neoclassical model (saving, population growth) are skewed to


the right, while models of technological complementarities (e.g. Kremer 1993) can explain this skewness.


Moreover, the concentration of all factors in the rich, densely populated areas even within countries is


incompatible with a version of the neoclassical model that includes land as a factor of production. With land


in fixed supply, physical and human capital and labor should all want to flow to areas abundant in land


(adjusting for land quality) but scarce in other factors.


Furthermore, in the neoclassical model physical and human capital should flow from rich to poor


areas, while unskilled labor moves from poor to rich. In fact, we find physical and human capital flowing


toward already rich areas, while unskilled labor is less mobile but also tends to flow to rich countries. This is


inconsistent with the neoclassical model as presented by Mankiw, Romer, and Weil 1992.


Stylized Fact #4 concurs with Klenow and Rodriguez-Clare (1997) that the “neoclassical revival in


growth economics” has “gone too far.” The neoclassical model has no explanation for why riches and poverty


are concentrated in certain regions within countries. The neoclassical model also does not explain why there


are such pronounced income differences between ethnic groups. Stylized Fact #4 is consistent with poverty
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trap models like those of Azariadis and Drazen (1991), Becker, Murphy, and Tamura (1990), Kremer (1993),


and Murphy, Shleifer, and Vishny (1989).  It is also consistent with models of in-group ethnic and


neighborhood externalities (Borjas 1992, 1995, 1999, Benabou 1993, 1996) and geographic externalities


(Krugman 1991, 1995, 1998, Fujita, Krugman, and Venables 1999).


Stylized Fact #4 also seems to be more consistent with a productivity explanation of income


differences than with a factor accumulation story.  If a rich area is rich because A is higher, then all factors of


production will tend to flow toward this rich area, reinforcing the concentration.  Spillovers between agents


also seem more natural with technological models of growth, since technological knowledge is inherently


more non-rival and more non-excludable than factor accumulation.  Technological spillovers between agents


will lead to endogenous matching of rich agents with each other, while their matches will reinforce the


poverty of the poor with other poor people (as in the O-ring story of Kremer 1993 or the inequality model of


Benabou 1996).  A better understanding of economic geography and externalities would help shape models of


economic growth.


V. Stylized Fact 5: Policy Matters


The empirical literature on national policies and economic growth is huge.  There is considerable


disagreement about which policies are most strongly linked with economic growth.  Some authors focus on


openness to international trade (Frankel and Romer, 1999), others on fiscal policy (Easterly and Rebelo,


1993), others on financial development (Levine, Loayza, and Beck, 2000), and others on macroeconomic


policies (Fischer 1993.  These papers have at least one common feature: they all find that some indicator of


national policy is strongly linked with economic growth, which confirms the argument made by Levine and


Renelt (1992).


The purpose of this section is to use recent econometric techniques to examine the linkages between


economic growth and a range of national policies.  Specifically, most empirical assessments of the growth-


policy relationship are plagued by three shortcomings.  First, existing work does not generally confront the


issue of endogeneity.  Moreover, even when authors use instrumental variables, they frequently assume that


many of the regressors are exogenous and only focus on the potential endogeneity of one variable of interest.
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By not fully confronting the issue of causality, existing work may produce biased assessments.  Second,


traditional cross-country regressions may suffer from omitted variable bias.  That is, cross-country growth


regressions may omit an important country-specific effect and thereby produce biased coefficient estimates.


Third, almost all cross-country regressions included lagged real per capital GDP as a regressor.  Since the


dependent variable is the growth rate of real per capita GDP, this specification may produce biased coefficient


estimates.  This paper uses new statistical procedures that ameliorate these potential biases so that we can


draw more accurate inferences on the impact of national policies on economic growth.


The purpose of this paper is not to identify the most important policies influencing growth.  Besides


remaining disagreements among the authors of this paper regarding this question, this paper compiles key


stylized facts associated with long-run growth.    By employing the latest econometric techniques, we confirm


earlier findings that national policies are strongly linked with economic growth.  The regression results are


consistent with policies having significant long-run effects on national growth rates or on steady-state levels


of national output.  Furthermore, the regression results show that national policies are strongly linked with


TFP growth (Beck, Levine, and Loayza, 2000)


A. Econometric Methodology


This subsection briefly describes the Generalized Method of Moments dynamic panel estimator that


we use to assess the relationship between policy and economic growth.  Less technically inclined readers can


skip this subsection.  We construct a panel that consists of data for 73 countries over the period 1960-95.  We


average the data over seven non-overlapping five-year periods.


Consider the following equation,


 y y y Xi t i t i t i t i i t, , , , ,( ) '− = − + + +− −1 11α β η ε (5.1)


 Where y is the logarithm of real per capita Gross Domestic Product (GDP), X represents the set of explanatory


variables (other than lagged per capita GDP), η  is an unobserved country-specific effect, ε is the error term,


and the subscripts i and t represent country and time period, respectively.  We also include time dummies to


account for time-specific effects.


 We can rewrite equation (5.1).
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 y y Xi t i t i t i i t, , , ,'= + + +−α β η ε 1 (5.2)


 Now, to eliminate the country-specific effect, take first-differences of equation (5.2).


 ( ) ( ) ( )y y y y X Xi t i t i t i t i t i t i t i t, , , , , , , ,'− = − + − + −− − − − −1 1 2 1 1α β ε ε (5.3)


 The use of instruments is required to deal with (a) the likely endogeneity of the explanatory variables,


and (b) the problem that by construction the new error term, ε εi t i t, ,− −1  is correlated with the lagged


dependent variable, y yi t i t, ,− −−1 2 .  Under the assumptions (which we test) that (a) the error term, ε , is


not serially correlated, and (b) the explanatory variables, X, are weakly exogenous (i.e., the explanatory


variables are assumed to be uncorrelated with future realizations of the error term), appropriately lagged


values of the regressors can be used as instruments as specified in the following moment conditions.


 ( )[ ]E y for s t Ti t s i t i t, , , ; , ...,− −⋅ − = ≥ =ε ε 1 0 2 3       (5.4)


 ( )[ ]E X for s t Ti t s i t i t, , , ; , ...,− −⋅ − = ≥ =ε ε 1 0 2 3       (5.5)


 We refer to the GMM estimator based on these conditions as the difference estimator.


 There are, however, conceptual and statistical shortcomings with this difference estimator.


Conceptually, we would also like to study the cross-country relationship between national policies and per


capita GDP growth, which is eliminated in the difference estimator.  Statistically, when the regressors in


equation (5.3) are persistent, lagged levels of X and y are weak instruments.  Instrument weakness influences


the asymptotic and small-sample performance of the difference estimator.  Asymptotically, the variance of the


coefficients rises.  In small samples, weak instruments can produce biased coefficients.


 To reduce the potential biases and imprecision associated with the usual difference estimator,


Arellano and Bover (1995) and Blundell and Bond (1997) develop a system of regressions in differences and


levels.  The instruments for the regression in differences are the same as above.  The instruments for the


regression in levels are the lagged differences of the corresponding variables.  These are appropriate


instruments under the following additional assumption: although there may be correlation between the levels


of the right-hand side variables and the country-specific effect in equation (5.2), there is no correlation
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between the differences of these variables and the country-specific effect.  This assumption results from the


following stationarity property,


 
[ ] [ ]


[ ] [ ]
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 The additional moment conditions are:


 ( ) ( )[ ]E y y for si t s i t s i i t, , ,− − −− ⋅ + = =1 0 1η ε         (5.7)


 ( ) ( )[ ]E X X for si t s i t s i i t, , ,− − −− ⋅ + = =1 0 1η ε         (5.8)


 Thus, we use the moment conditions presented in equations (5.4), (5.5), (5.7), and (5.8) and employ a GMM


procedure to generate consistent and efficient parameter estimates.


Consistency of the GMM estimator depends on the validity of the instruments.  To address this issue


we consider two specification tests suggested by Arellano and Bond (1991), Arellano and Bover (1995), and


Blundell and Bond (1997).  The first is a Sargan test of over-identifying restrictions, which tests the overall


validity of the instruments by analyzing the sample analog of the moment conditions used in the estimation


process.  The second test examines the hypothesis that the error term ε i t,  is not serially correlated.  In both


the difference regression and the system regression we test whether the differenced error term is second-order


serially correlated (by construction, the differenced error term is probably first-order serially correlated even


if the original error term is not).  We use this system estimator to assess the impact of policies on economic


growth.  Furthermore, besides the system estimator, we conduct all of these analyses using (1) purely cross-


section, ordinary-least-squares regressions with one observation per country, (2) the pure different estimator


described above, and (30 the panel estimator using only the level component of the system estimator.  They all


yield very similar results and parameter values (Levine, Loayza, and Beck, 2000).


B. Regressions


To assess the relationship between the exogenous component of national policies and economic


growth, we use a set of conditioning information and policy indicators suggested by theory and past empirical


work.  Specifically, we include the initial level of real income per capita to control for convergence.  The
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standard neoclassical growth model predicts convergence to the steady-state output per person ratio (Barro


and Sala-i-Martin, 1995).  We recognize that the coefficient on initial income does not necessarily capture


only neoclassical transitional dynamics.  In technology diffusion models, initial income may proxy for the


initial gap between “TFP” between economies.  In these models, therefore, “catch-up” can be in TFP as well


as in traditional factors of production.  We also include the average years of schooling as an indicator of the


human capital stock in the economy.  This can help in controlling for differences in steady-state levels of


human capital (Barro and Sala-i-Martin, 1992).  Also, schooling may directly influence economic growth


(Lucas, 1988).


We include five policy indicators.  We use the inflation rate and the ratio of government expenditures


to GDP as indicators of macroeconomic stability (Easterly and Rebelo, 1993; Fischer, 1993).  We use the sum


of exports and imports as a share of GDP and the black market exchange rate premium to capture the degree


of openness of the economy (Frankel and Romer, 1999).  We also include a measure of financial intermediary


development that equals financial intermediary credit to the private sector as a share of GDP (Levine, Loayza,


and Beck, 2000).  Again, we do not suggest that these are the most important policy indicators.  We simply


assess whether economic growth is strongly linked with these national policy indicators after controlling for


endogeneity and other biases plaguing existing empirical work.
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Table 5 reports the panel results.  The regression has 365 total observations and is based on the


analyses in Beck, Levine, and Loayza (2000).  P-values are given in parentheses.


Table 5: Economic Growth and National Policies   
  
Dependent Variable: Real Per Capita GDP Growth  
  
Constant 0.082  


 (0.875)  
Initial income per capita1 -0.496  


 (0.001)  
Average years of schooling2 0.950  


 (0.001)  
Openness to trade1 1.311  


 (0.001)  
Inflation2 0.181  


 (0.475)  
Government size1 -1.445  


 (0.001)  
Black market premium2 -1.192  


 (0.001)  
Private Credit1 1.443  


 (0.001)  
Sargan test3 (p-value) 0.506  
Serial correlation test4 (p-value) 0.803  
1 In the regression, this variable is included as log(variable)  
2 In the regression, this variable is included as log(1 + variable)  
3 The null hypothesis is that the instruments used are not correlated with the residuals.
4 The null hypothesis is that the errors in the first-difference regression exhibit
   no second-order serial correlation.    


As in much of the cross-country literature, we find evidence of conditional convergence.  Specifically,


contingent of the level of human capital, poorer countries tend to grow faster than richer countries as each


country converges toward its steady-state, which is consistent with a major implication of the textbook,


neoclassical growth model.  The regression also shows that greater human capital – as measured by the


average years of schooling of the working age population – is associated with faster economic growth.


Moreover, since our GMM panel estimator controls for endogeneity, this finding suggests that the exogenous


component of schooling exerts a positive impact on economic growth.  These results are consistent both with


models that focus on factor accumulation and with models that focus on total factor productivity growth.


The Table 5 results are consistent with – but do not prove that – national policies have long-run


growth effects, which is consistent with an endogenous productivity growth model.  In contrast, models that
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feature only transitional factor accumulation dynamics usually predict weaker policy effects on growth than


endogenous productivity growth models. Furthermore, complementary work in Beck, Levine, and Loayza


(2000) suggests a powerful connection between national policies and TFP growth.  The exogenous


components of international openness – as measured by the ratio of trade to GDP and by the black market


exchange rate premia – are both significantly correlated with economic growth.  A higher black market


exchange rate premium exerts a negative impact on growth.  More international trade tends to boost economic


growth.  Macroeconomic policy is also important.  Large government tends to hurt economic growth.


Inflation does not enter significantly.  While considerable research suggests a negative link between inflation


and economic performance (Bruno and Easterly, 1999), recent research suggests that inflation is strongly


linked with financial development (Boyd, Levine, and Smith, 2001).  Thus, it may not enjoy an independent


link with growth when controlling for financial development.  Finally, we find that a higher level of financial


development boosts economic growth.  In sum, national policies are strongly linked with economic growth.


VI.  Conclusions


The major empirical regularities of economic growth emphasize the role of “something else” besides


factor accumulation.   The TFP residual accounts for most of the cross-country and cross-time variation in


growth.  Income across countries diverges over the long-run, while the growth rates of the rich are not slowing


and returns to capital are not falling.  This observation is less consistent with simple models that feature


diminishing returns, factor accumulation, some fixed factor of production, and constant returns to scale and


more consistent with the observation that “something else” is important for explaining long-run economic


success.  Growth is highly unstable over time, while factor accumulation is more stable, which certainly


emphasizes the role of “something else” in explaining variations in economic growth.  We also note that


national policies are strongly linked with long-run economic growth rates.  Moreover, we show that all factors


of production flow to the richest areas, suggesting that they are rich because of high “A” rather than high “K”.


Finally, we note that divergence of per capita incomes and the concentration of economic activity suggest that


technology has increasing returns.
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The paper does not argue that factor accumulation is unimportant in general, nor do we deny that


factor accumulation is critically important for some countries at specific junctures.  Factor accumulation may


be very important for some countries.  Thus, we are not arguing that TFP explains everything, everywhere,


and always.  The paper’s more limited point is that when comparing growth experiences across many


countries, “something else” – besides factor accumulation – plays a prominent role in explaining differences


in economic performance.


Economists should increase research on the “residual” determinants of growth and income, such as


technology, externalities, etc. There is little doubt that technology is a formidable force. Nordhaus 1994


estimates that one BTU of fuel consumption today buys 900 times more lighting (measured in lumens hours)


than in 1800. Computing power per dollar invested has risen by a factor of 10,000 over the past two decades.


The cost of sending information over optical fiber has fallen by a factor of 1000 over the past two decades. 31


Just from 1991 to 1998, the price of a megabyte of hard disk storage fell from five dollars to three cents.32


Over the last 40 years, computing power has increased by a factor of a million.33  Not every technology has


improved at this speed of course. But Mokyr 1992 was right to call technology “the lever of riches.”
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Figure 1: Growth accounting, growth rates by decile
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Figure 2: Development accounting, by income quintile
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Figure 3: Growth Rates Diverge between Rich and Poor: 1820-1992
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Figure 4: Examples of variable per capita income over time
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Figure 5: Skilled real wage and per capita income across countries
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Map 1: The Rich and the Poor


The countries in black contain 15% of world population but produce 50% of world GDP.  The


countries in gray contain 50% of world population but produce 14% of world GDP.
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Map 2: Counties shown in black take up two percent of US land area but account for half of US


GDP
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Map 3: Poverty traps in the US county data (counties in black have more than 35 percent


poverty rate)
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Map 4: Rich and Poor Zip Codes in the Washington Metropolitan Area


$’s indicate richest fourth of zip codes in metropolitan area, #’s indicate poorest fourth of zip codes
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Endnotes


                                                          
1 This is a reversal and slight rewording of Arthur Lewis’s (1954, p. 155) famous quote, “The central problem in the
theory of economic development is to understand the process by which a community which was previously saving and
investing 4 or 5 percent of its national income or less, converts itself into an economy where voluntary saving is running at
about 12 to 15 percent of national income or more.  This is the central problem because the central fact of development is
rapid capital accumulation (including knowledge and skills with capital).”  While Arthur Lewis recognizes the importance
of knowledge and skills and later in his book highlights the importance of institutions, many development economists who
followed Lewis adopted the more limited focus on saving and physical capital accumulation.


2 Academic researchers in the 1990s started a "neoclassical revival" (in the words of Klenow and Rodriguez-Clare 1997).
The classic works in the academic literature's stress on factor accumulation were Mankiw, Romer and Weil 1992, Barro,
Mankiw, and Sala-i-Martin 1995, Mankiw 1995, and Young 1995. The summary of the Global Development Network
conference in Prague in June 2000, representing many international organizations and development research institutes,
says "physical capital accumulation was found to be the dominant source of growth both within and across regions. Total
factor productivity growth (TFPG) was not as important as was previously believed"
(http://www.gdnet.org/pdfs/GRPPragueMtgReport.pdf). A leading development textbook (Todaro 2000) says that an
increase in investment is "a necessary condition" for economic takeoff. The development textbook of Ray (1998) refers to
investment and saving as "the foundations of all models of economic growth." Many development practitioners also stress
investment. For example, the International Monetary Fund (1996) argues, “The adjustment experience of sub-Saharan
Africa has demonstrated that to achieve gains in real per capita GDP an expansion in private saving and investment is
key.” The Bank for International Settlements (1996) concludes, “recent experience has underlined the central importance
of national saving and investment rates in promoting growth.” And, the International Labor Organization (1995) argues
that “policies to raise the rate of investment... are critical for raising the rate of growth and employment in an economy.”
Finally “additional investment is the answer -- or part of the answer -- to most policy problems in the economic and social
arena” (United Nations 1996). Similarly, the World Bank (1993) states that in East Asia, “accumulation of productive
assets is the foundation of economic growth.”  World Bank (1995) promises that in Latin America, "enhancing saving and
investment by 8 percentage points of GDP would raise the annual growth figure by around 2 percentage points." World
Bank 2000a says the saving rate of the typical African country "is far below what is needed to sustain a long-term boost in
economic performance." The World Bank 2000b says that South Eastern Europe can only seize trade opportunities if
"domestic and foreign entrepreneurs increase their investment dramatically." For more citations, wee Easterly (1997) and
King and Levine (1994).Although common, the stress on capital accumulation is far from universal among development
practitioners and researchers. For example, the World Bank 2000c report on East Asia's recovery suggested "future
growth hinges less on increasing physical capital accumulation and more on raising the productivity growth of all factors."
Collier, Dollar, and Stern 2000 stressed policies, incentives, institutions, and exogenous factors as the main drivers in
growth with little mention of investment, as does the 2000/2001 World Development Report (pp. 49-52).


3  We use the summary in Barro and Sala-i-Martin (1995, p.380-1).


4 This point is due to Barro and Sala-i-Martin 1995, p. 352.


5 The paper reports results using the capital stock estimates from the Penn World Tables, version 5.6.  The Penn World
Tables documents the construction of this data. We also constructed capital stock figures for more countries using
aggregate investment figures.  For some countries, the data start in 1951.  These data use real investment in 1985 prices
and real GDP per capita (chain index) in constant 1985 prices.  We use a perpetual inventory method to compute capital
stocks.  Specifically, let K(t) equal the real capital stock in period t.  Let I(t) equal the real investment rate in period t.   Let
d equal the depreciation rate, which we assume equals 0.07.  Thus, the capital accumulation equations states that K(t+1) =
(1-d) K(t) + I(t).  To compute the capital per worker ratio we divide K(t) by L(t), where L(t) is the working age population
in period t as defined in the Penn World Tables.  To compute the capital-output ratio, we divide K(t) by Y(t), where Y(t)
is real GDP per capita in period t. To make an initial estimate of the capital stock, we make the assumption that the
country is at its steady-state capital-output ratio.  Thus, in terms of steady-state value, let k = K/Y, let g = the growth rate
of real output, let i = I/Y.  Then, from the capital accumulation equation plus the assumption that the country is at its
steady-state, we know that k = i/[g + d].  Thus, if we can obtain reasonable estimates of the steady-state values of i, g ,and
d, then we can compute a reasonable estimate of k.  The Penn World Tables have data going back to 1950 on output.
Thus, we can compute the initial capital stock estimate as k*Y(initial).  To makes the initial estimate of k, the steady state
capital output ratio, we set d=0.07.  We construct g – the steady-state growth rate -- as a weighted averaged of the
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countries average growth rate during the first ten years for which we have output and investment data and the world
growth rate.  The world growth rate is computed as 0.0423.  Based on Easterly et al. (1993, Journal of Monetary
Economics), we give a weight of 0.75 to the world growth rate and 0.25 to the country growth rate in computing an
estimate of the steady-state growth rate for each individual country, g.  We then compute i as the average investment rate
during the first ten years for which there are data.  Thus, with values for d, g, and i for each country, we can estimate k for
each country.  To reduce the influence of business-cycles in making the estimate of Y(initial), we use the average real
output value between 1950-1952 as an estimate of initial output, Y(initial).  Thus, the capital stock in 1951 is given as
Y(initial)*k.   If output and investment data do not start until 1960, everything is moved up one decade for that country.
Given depreciation, the guess at the initial capital stock becomes relatively unimportant decades later.


6 It may be that the conventional measure of investment effort is a cost-based measure that does not translate necessarily
into increasing the value of the capital stock. Pritchett 1999 makes this point, especially –but not only – with regard to
public investment.


7  Again, different authors use different weights, though this tends not to change the basic findings.


8  These estimates are based on schooling and job experience.


9 While not directly related to growth accounting, note that the K/Y ratio systematically varies with income per capita.
Capital-output ratios are systematically larger in richer countries; and, capital-output ratios tend to rise as countries grow,
which are inconsistent with Kaldor’s stylized fact on capital-output ratios.  Consider the regression of the capital-output
ratio (κi ) on a measure of income per capita relative to that in the United States in the 1980s (yi/yUSA).  The regression
yields the following result:


κi  =      0.76   +   0.59[yi/yUSA],
            (0.10)      (0.18)


where κi is the capital-output ratio in country i, standard errors are in parentheses, and the regression includes 57 non-oil
countries.  There is a strong positive relationship between output per person relative to the United States and the K/Y
ratio.  Also, Figure 3 shows that the K/Y ratio tends to rise in fast growing countries.  Here, we take countries that grew
faster than 3.5% per year in per capita terms over the period 1960-1992.  We then plot, year-by-year, the average value of
their K/Y ratios.  As shown, the K/Y ratio rises rapidly over this fast growth period.  While these differences might be due
to transitional dynamics, past works suggests that physical capital accumulation along the transition path is unlikely to
explain fully level and growth differences [King and Rebelo 1993].


10 Yet, Burnside (1996) presents evidence that suggests that physical capital externalities seem to be relatively
unimportant.  Also, Klenow (1998) presents evidence that is consistent with technological change based model of growth.


11  Costello (19933) shows that TFP has a strong country component and is not specific to particular industries.


12  See Holmes and Schmitz (1995), Parente (1994), Parente and Prescott (1996), and Shleifer and Vishny (1993).


13 See Lucas 1998 for an extensive discussion of this divergence, which he interprets as reflecting different takeoff times
for various economies, and which he predicts will decrease as new countries “take off.”


14 The usual finding that initial income and growth are uncorrelated relied on data that went through 1981 or 1985, and did
a linear regression of growth on initial income. The use of more recent data (through 1992) and the analysis of quintiles
account for our finding of absolute divergence.


15 Data on per capita taken from Summers and Heston. The low persistence of growth rates, and the high persistence of
investment and education, was previously noted in Easterly, Kremer, Pritchett, and Summers 1993


16 Data from Maddison 1995.
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17 Models supposing a linear relationship between growth and investment have a long history in economics. See Easterly
(1999b) for a review of the Harrod-Domar tradition that continues down to the present. For a new growth theory
justification of this relationship, see McGrattan (1998).


18 37 countries had a growth drop of 5 percentage points or more, 19 countries had a growth increase of 5 percentage
points or more, and 8 countries were included in both groups.


19 The non-persistence of growth rates does not inherently contradict the stylized fact of divergence or the stylized fact that
national policies influence long-run growth rates.  While policies are (a) persistent and (b) significantly associated with
long-run growth (which is not persistent), the R-square of the growth regression is generally smaller than 0.50.  Thus,
something else (besides national policies) is very important for explaining cross-country differences in long-run growth
rates.  In terms of divergence, the non-persistence of growth rate stylized fact emphasizes that growth follows very
different paths across countries and that there is a high degree of volatility.  Nevertheless, there are countries that have
achieved comparatively greater success over the long-run.  While France, German, and England have experienced growth
fluctuations, they have enjoyed a steeper – and less volatile – growth path than Argentina and Venezuela for example.
Argentina, Venezuela, and other countries growth paths have not only been more volatile, they have experienced dramatic
changes in trends.
20 These calculations omit the oil countries, in which GDP is not properly measured because all of oil extraction is treated
as current income rather than asset depletion.


21 An alternative explanation would be that some land areas, accounting for a small share of the earth’s surface, have a
large productivity advantage.  Mellinger, Sachs, and Gallup 1999 argue that temperate coastal zones have a large
productivity advantage.  If this were true, we would expect to see economic activity distributed fairly evenly along
temperate coastal zones (adjusting for any small intrinsic differences among such zones). However, even along temperate
coastal zones, casual observations would suggest high bunching of activity.


22 Metropolitan counties are those that belong to a PMSA or MSA in the census classification of counties.


23 Brookings 1999 notes this East-West geographic divide of the Washington area shows up in many socioeconomic
variables like poverty rates, free and reduced price school lunches, road spending, etc.


24 From the Urban Institute's Underclass Database, which contains data on white, black, and "other" population numbers
for 43, 052 census tracts in the US.


25 Tables 52 and 724, 1995 Statistical Abstract of US.


26 Ethnic differentials are also common in other countries.  The ethnic dimension of rich trading elites is well-known: the
Lebanese in West Africa, the Indians in East Africa, and the overseas Chinese in Southeast Asia. Virtually every country
has its own ethnographic group noted for their success. For example, in The Gambia a tiny indigenous ethnic group called
the Serahule is reported to dominate business out of all proportion to their numbers -- they are often called “Gambian
Jews.” In Zaire, Kasaians have been dominant in managerial and technical jobs since the days of colonial rule -- they are
often called “the Jews of Zaire”  (New York Times, 9/18/1996).


27 Ciccone and Hall 1996 have a related finding for US states.


28 The t-statistics are 8.2 for the log of population density in 1980 and 8.9 for the log of per capita income in 1979. The
equation has an R-squared of .065 and 3133 observations.  The county data are from Alesina, Baqir, and Easterly 1999.


29 Note these are all small countries. Carrington and Detragiache 1998 point out that US immigration quotas are less
binding for small countries, since with some exceptions the legal immigration quota is 20,000 per country regardless of a
country’s population size.


30 Casual observation suggests “brain drain” within countries.  The best lawyers and doctors congregate within a few
metropolitan areas like New York, where skilled doctors and lawyers are abundant, while poorer areas where skilled
doctors and lawyers are scarce have difficulty attracting the top-drawer professionals.
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31 World Bank, 1998/99 World Development Report, p. 3, p. 5, p. 57
32 http://www.duke.edu/~mccann/q-tech.htm#Death of Distance
33Brad de Long’s web site: http://econ161.berkeley.edu/E_Sidebars/E-conomy_figures2.html
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Abstract. This paper studies the link between business cycles and long-term growth rates. We


present empirical evidence that uncovers interesting and significant interactions between cycles
and growth. We show that business cycles cannot be considered as temporary deviations from


a trend and that there is a strong positive correlation between the persistence of short-term
fluctuations and long-term growth rates. A simple endogenous growth model where business


cycles affect growth can easily replicate this correlation. We then study the link between


volatility and growth. We show that countries with more volatile fluctuations display lower
long-term growth rates. We also find evidence that there is a nonlinearity in this relationship.


The effect of business cycles on growth is much larger for poor countries or countries with a
lower degree of financial development.
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1 Introduction


This paper explores the links between business cycles and long-run growth.
Although it is clear that from a theoretical point of view both of these phenom-
ena are driven by the same macroeconomic variables, the interaction between
economic fluctuations and growth has been largely ignored in the academic lit-
erature. The main reason for this lack of attention is the surprising stability of
long-term growth rates and its apparent independence of business cycle condi-
tions, at least among industrial economies. The fact that business cycles in these
countries can be characterized by recoveries that follow recessions and bring GDP
levels to trend, suggests that one can study growth and business cycles indepen-
dently. To illustrate this point, Figure 1 displays real GDP per capita for the
US economy during the period 1870-1999. Clearly, a simple log-linear trend rep-
resents a very accurate description of the long-term patterns of U.S. output per
capita.1 This pattern is very similar for other industrial countries such as France,
Germany and Britain, although there are stronger indications of breaks in the
slope of the trend, especially after second world war.


[Insert Figure 1 about here]


A possible second reason why growth and business cycles have been studied
with two different set of models is the lack of an accepted and empirically-valid
endogenous growth model. From an empirical point of view, the (augmented)
Solow model seems to fit the cross-country data quite well, as shown in Mankiw,
Romer and Weil (1992)or Barro and Sala-i-Martin (1992, 1995). Early attempts
to validate empirically endogenous growth models have not been very succesful,
as argued in Easterly, Kremer, Pritchett and Summers (1993) or Jones (1995b).
As a result, there is no established framework to analyze the impact of business
cycles on growth.


Despite all these arguments, there is a growing literature that has established
interesting theoretical links as well as empirical regularities that relate growth and
business cycles. First of all, recent analysis of cross-country growth performances
reveals less support for Solow-type growth models.2 At the same time, despite
the powerful message of Figure 1, since the work of Nelson and Plosser (1982), it


1 As Jones (1995a and 1995b) has pointed out, an extrapolation of a log-linear trend for the


pre-1914 period can produce extremely accurate point estimates of today’s GDP levels.
2 Bernanke and Gürkaynak (2001) or Easterly and Levine (2001).
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is commonly accepted that business cycles are much more persistent than what
is suggested by Figure 1. Moreover, the GDP profile of countries other than
the U.S. is at odds with steady-state models of economic growth, as suggested
by Easterly and Levine (2001). There is also direct evidence of the effects of
business cycles on variables related to long-term growth. Productivity is affected
by the business cycle and seems to react to events that are supposed to be only
cyclical.3 Growth related variables, such as investment or R&D expenditures, are
procyclical. Finally, features of the business cycle, such as the volatility or the
persistence of economic fluctuations are correlated with long-term growth rates.4


These empirical regularities are very difficult, or impossible, to reconcile with
models where technological progress and long-term growth are exogenous.


This paper presents an overview of the theoretical arguments as well as a
summary of the evidence of the effects of business cycles on growth in a large
cross section of countries.5 The analysis is done at two levels. The first part of
the paper looks at the connections between certain characteristics of the business
cycle and long-term growth rates and establishes a set of empirical regularities.
These regularities, although they uncover interesting connections between long-
term growth and business cycles, do not lead to a negative growth effect of
economic fluctuations. In other words, more volatile economies grow at the same
rate than less volatile ones. The second part of the paper addresses directly the
case where business cycles have a significant effect on long-term growth rates by
analyzing the possibility of asymmetric business cycles as well as considering the
effects of uncertainty.


Overall, the evidence presented suggest that business cycles and long-term
growth rates are determined jointly by the same economic model. There is evi-
dence that characteristics of the business cycle are not independent of the growth
process and we find that the volatility associated to the business cycle is nega-
tively related to long-term growth rates.


The paper is organized as follows, Section 2 looks at the relationship between
the persistence of business cycles and long-term growth. Section 3 explores the
links between volatility and growth and Section 4 concludes.


3 See, for example, Shea(1998).
4 See Fatás (2000a and 2000b) for evidence of the effects of business cycles on R&D expendi-


tures and the link between persistence and growth.
5 Our sample of 98 countries is identical to the one used by Bernanke and Gürkaynak (2001),


and excludes formerly planned economies. For a detailed description of the data, see Appendix 1.
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2 Trends, persistence and growth


The stability of growth rates for the U.S. economy, illustrated in Figure 1,
has been used as an argument to keep the analysis of trends separate from the
analysis of economic fluctuations. However, this apparent stability of U.S growth
rates is at odds with the econometric analysis of its time series propertites. In
that analysis, one finds that the log-linear trend is far from being an accurate
representation of its long-term properties. This stylized fact was brought up by
the work of Nelson and Plosser (1982), who after questioning the traditional
method of measuring business cycles as temporary deviations of output from
a deterministic log-linear trend, started a debate on the persistence of output
fluctuations and the existence of a unit root in GDP. Although some of this
debate is still open, one fact that is not questioned is that output does not show
a strong tendency to return to trend after being hit by a shock. The importance
of this fact is that the separation between growth and business cycles is not
possible anymore and one needs to come out with models where the stochastic
properties of the trend are somehow related to the business cycle itself.


Initially, this evidence was used by proponents of the real business cycle
theory. The interpretation was that the persistence of business cycles was indeed
a sign of the nature of the disturbances that caused business cycles (technological
events). Despite the fact that growth and fluctuations were now part of the same
model, there was still a sense in which growth was left out of the analysis given
that long-term growth rates where determined by the exogenous growth rate of
technological progress in a Solow-type model.6


An alternative explanation to the high persistence of business cycle fluctua-
tions comes from models where growth dynamics becomes a central part of the
properties of the business cycle. Within the framework of endogenous growth
models, King, Plosser and Rebelo (1988) and Stadler (1989) noticed that many
types of disturbances, different from permanent shifts in the production function,
can produce persistent fluctuations. The intuition is simple, any temporary dis-
turbance that has an effect on the amount of resources allocated to growth can
produce permanent effects on the level of output. In other words, if during reces-
sions investment in growth-enhancing projects is diminished and the recovery is
not strong enough to catch up with the time lost, output will not return to its


6 See, for example, Kydland and Prescott (1982) or King, Plosser, Stock and Watson (1991).
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trend and recessions can have costs that go well beyond the added volatility to
the economy.


Can these two explanations be distinguished empirically? The task is difficult
and two approaches have been followed. One is to compare the relative ability
of both type of models to match features of the business cycle. This is the
approach taken by Jones, Manuelli and Siu (2000). Their conclusions are in some
cases supportive of endogenous growth models but there are still many difficulties
discriminating between the two types of models. An alternative methodology is
to look for empirical connections between the degree of persistence of business
cycles and long-term growth rates. This is only interesting if there are significant
difference in persistence across countries. Cogley (1990) studies the variability of
the low-frequency component of output in a sample of 9 countries and shows
that there are significant differences among them, the US having the most stable
low-frequency component of the sample. Is this degree of persistence related to
the long-term growth rates of these countries? If it is, then there would be
a direct connection between long-term growth rates and a feature of economic
fluctuations that is intrinsically linked to the question of whether business cycles
have consequences beyond uncertainty and volatility.


To illustrate the link between persistence and growth, we can think of a
reduced-form version of a model that displays endogenous growth.7 Assume that
the economy is characterized by a production function of the type


Yt = AtL
α
t Kt (1)


where Y is output, L is labor, A is a technological parameter and K is the
stock of knowledge of the economy that for simplicity we assume that affects all
firms equally and where no firm is large enough to internalize the effects of its
actions on this stock. We assume that knowledge is accumulated by the process
of learning by doing and takes the following functional form


Kt


Kt−1
=
( Yt−1


Kt−1


)α (2)


where λ represents the degree of learning in the economy.8


7 Appendix 2 presents a complete optimizing model that leads to dynamics identical to the


ones of this reduced form model.
8 This production function together with the learning process implies very strong scale effects.
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The growth rate of output at any point in time is equal to


∆yt = at − (1− γ)at−1 + α(lt − (1− γ)lt−1)) (3)


where small letters denote natural logarithms. We will assume that at is a sta-
tionary process and that the labor supply function is such that labor is also
stationary. Let â and l̂ be the steady state values of labor and productivity. In
the absence of any cyclical disturbance, the economy will grow at a rate equal to


∆yt = γâ+ αγl̂ (4)


We introduce now cyclical shocks by postulating an stochastic process for
the technology parameter at. Assume that it follows an AR(1) process such that


at = â(1− ρ) + ρat−1 + εt (5)


Under the assumption that labor supply is inelastic, we can express output
growth as a function of ε.


∆yt = (1− (1− γ))L)C(L)εt (6)


where L is the lag operator and C(L) is the Wold representation of the AR(1)
process for at so that


C(L) = (1 + ρL+ ρ2 + L2 + ρ3L3 + ...) (7)


From equation (6), it is clear that cyclical fluctuations, despite being tran-
sitory in nature have long-lasting effects on output because of the effects on the
accumulation of knowledge. One way to look at these long-lasting effects is to
measure the change in the long-term forecasts of output when there is a shock
to at. The answer to this question is simply the sum of the coefficients from the
expression (6) for ∆yt above.


∆yt = D(L) εt (8)


These scale effects are not necessary for any of the intuitions developed with this simple model


and a model without scale effects can display similar dynamics. The reason for having such a
simplistic production function and learning process is to make the resolution of the model as


simple as possible and provide the reader with the clearest possible presentation of the intuition.


See Fatás (2000a) for a detailed discussion of these arguments.
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Where D(L) = d0 + d1L + d2L
2 + d3L


3 + ... is a lag polynomial. Then, the
coefficients dj measure the impact of a shock εt on the growth rate of y in period
t+ j. If we add up these coefficients we can find the long-run impact of a given
shock on the level of output. In general,


P J =
j=J∑
j=0


dj (9)


represents the impact of a shock εt on the level of output at t + J . The infinite
sum of all dj coefficients, measures the permanent impact of a given shock on the
level of output, let P be this sum,


P = lim
J→∞


P J = D(1) (10)


In our model, the sum of these coefficients is equal to


P = 1 + (ρ− (1− γ)) + (ρ2 − ρ(1− γ)) + (ρ3 − ρ2(1− γ)) + ... (11)


which can be simplified to
P =


γ


1− ρ
(12)


This expression is very intuitive, the long-term effects of business cycles are an
increasing function of the persistence of the shocks themselves and the parameter
γ which represents the speed at which knowledge accumulates through learning
by doing. What it is important for our argument, is that long-term persistence
becomes a measure of the long-term costs of recessions and the origin of these
costs are the effects that recessions have on the accumulation of knowledge (the
driving force behind long-term growth). In fact, in this stylized model, in the
absence of long-term growth (γ = 0), output always returns to its log-linear
trend.


The model above produces a simple and intuitive explanation that suggests
that business cycles leave permanent scars on output through their effects on
the growth process. During recessions, the growth process stops (or slows down).
Recoveries bring the growth rate back to normal but not above its average value.
As a result, output never returns to the trend it was following before the reces-
sion started. Countries where growth rates are larger have ‘more to lose’ during
recessions and, therefore, end up displaying larger permanent effects of business







Growth and Business Cycles 8


cycle. Another way of describing what is happening is that fast growing countries
end up with more volatile trends.


Before moving to our empirical test, it is worth mentioning that there is a
set of papers that postulate that recessions can have the opposite effect (i.e. be
beneficial for growth). Caballero and Hammour (1994), Gali and Hammour (1991)
or Hall (1991) present models where recessions lead to permanent improvements
in productivity because these are times where research activities offer a higher
return than production activities or because recessions lead to the destruction
of the least productive firms. The importance of the above relationship is that
it can be used to discriminate among different theories of growth and business
cycle. For example, in a model where growth is coming from exogenous techno-
logical progress (assume that A grows exogenously at some rate) this measure
of persistence (P ) would be simply a function of the parameter ρ. The typical
formulation of a Real Business Cycle, would have γ = 0 and ρ = 1 together with
exogenous technological progress for the technological parameter A. Under these
circumstances, persistence would be independent of growth and P = 1


Is there any empirical evidence that persistence and growth rates are cor-
related? The answer is yes. We have looked at a sample of about 100 countries
from the Summers-Heston dataset and calculated the degree of persistence of an-
nual fluctuations and then see if this degree of persistence is correlated to the
countries’ long-term growth rates. Persistence is calculated using two different
methods. First, we estimate an AR1 process for GDP growth and we approxi-
mate P above by inverting the lag polynomial associated to the AR1 process.
Second, we use Cochrane’s variance ration, a measure that has been used many
times before to look at the persistence of time series.9 This measure is equal to


V J =
(1/J) var(yt − yt−J)


var(yt − yt−1)
= 1 + 2


J−1∑
j=1


(1− j/J) ρj (13)


where ρj is the j−th autocorrelation of the growth rate of output. Taking the
limit of this expression as J tends to infinity, we obtain a measure of long-run
persistence,


V = lim
J→∞


V J (14)


Both V and P take value 0 for a trend-stationary series and value 1 for a


9 See Cochrane (1988) for a description of this series.
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random walk. For any other series,


V = |P |2 var(ε)
var(∆y)


(15)


For the model above, this expression is equal to


V =
γ2 (1− ρ2)


(1− ρ)2(γ2 + 2(1− ρ)(1− γ))


This expression is always increasing in γ as long as γ < 2, a condition that
is required for output growth to be a stationary series. In other words, fast-
growing countries display a larger degree of persistence measured by any of our
two indicators (P or V ).


Table 1 presents the results of regressing the degree of persistence of annual
fluctuations on the long-term growth rate of output for the full sample (98 coun-
tries) as well as the restricted sample of OECD countries. We do this for the two
proposed measures of persistence and using GDP per capita as our measures of
economic activity. In the case of the variance ration we choose a window of 5
years (i.e. including correlations of GDP growth with its first 4 lags).


In all cases, the coefficient is positive and significant. It is interesting to
notice that for the case of the OECD economies the fit of the regression and the
size of the coefficient are larger than in the overall sample.10


Table 1. Persistence and Growth.


Persistencei = α+ βAvg.Growthi + νi


P V 5


Sample All OECD All OECD


β 0.066 0.383 0.090 0.611


(0.029) (0.137) (0.043) (0.102)


R2 0.09 0.53 0.07 0.62


Sample: 1950-1998


Robust standard errors in parentheses.


The results of Table 1 show strong support for the idea that growth and
business cycles are not independent phenomena. To be able to explain the esti-


10 These results are also confirmed when using quarterly data, see Fatás (2000a).
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mates of Table 1 one needs a theory where growth and fluctuations are jointly
determined.


One has to be careful interpreting this result because of the symmetric nature
of the argument. What we just said about recessions (negative shocks) could be
said about booms (positive shocks). As a result, fast growing countries would
be hurt more by recessions but would also benefit more from positive shocks. In
that sense, the correlation between persistence and growth, although encouraging,
does not provide a direct link between the volatility of fluctuations and average
growth. More fluctuations lead to more volatile trends but the average growth
rate should be the same. Next section explores theories and empirical evidence
that go beyond this first relationship between growth and business cycles. By
introducing asymmetries and by taking into consideration the direct role that
volatility and uncertainty can play in determining growth rates one can establish
links between volatility and average growth rates.


3 Business cycles, uncertainty and growth


Do business cycles affect long-term performance? Is volatility bad for growth?
So far, the evidence presented cannot provide an answer to this question. In
models of the type sketched in Section 2, an increase in uncertainty, an increase
in the volatility of the disturbance ε, has no effect on long-term growth rates.
Output growth is not affected by business cycles.


There are two ways of modifying our analysis such that volatility and un-
certainty become relevant for long-term growth. The first one is very mechanical
and consists on thinking about fluctuations as being asymmetric. What if more
fluctuations meant deeper recessions relative to unchanged expansions? An ex-
ample of this type of model is Rodrik (1991) who considers the case of policy
reform and the uncertainty introduced by the possibility that reform is reversed.
In his model, additional uncertainty not only increases risk but also lowers the
average return to investment because it is assumed that no reform leads to larger
distortions. A second example is the analysis of political uncertainty. Political un-
certainty is usually measured by variables such as the number of revolutions and
military coups or political assassinations. One can argue that an increase in both
of these variables does not simply represent more volatility around a constant
mean but more volatility and a lower mean. Introducing this type of asymmetric
fluctuations in an endogenous growth model can lead to a straightforward con-
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nection between fluctuations and growth. For example, if in the model discussed
in Section 2 we introduced asymmetric fluctuations in the disturbance ε, there
would be a direct relationship between average technology and its volatility and,
therefore, the average growth rate of output. More volatile economies would dis-
play a lower mean for the technology parameter A and, as a result, would grow
at a lower rate. Another type of asymmetry can come from the accumulation pro-
cess. What if the negative effects of recessions on learning by doing are stronger
than the positive effects of booms. This is the spirit of the model of Martin and
Rogers (1997). In this case, there is also a negative relationship between volatility
and growth.


If we stick to a world where disturbances and business cycles are symmetric,
uncertainty can also affect growth directly. Through risk aversion or irreversibili-
ties in investment one can generate a relationship between uncertainty, investment
and growth.11 Finally, in an endogenous growth model there can also be general
equilibrium effects of uncertainty on growth through consumer’s behavior and the
labor supply as in Jones, Manuelli, Stachetti (1999).


From an empirical point of view there are several papers that have looked at
the relationship between volatility and growth. There is a first group of papers
that looks directly at the relationship between volatility and growth without fo-
cusing on a specific channel through which the effects are taking place. These are
the cases of Ramey and Ramey (1995), Kormendi and Meguire (1985) or Martin
and Rogers (2000). A second strand of the literature looks into some specific
source of uncertainty and how this uncertainty has affected long-term growth.
For example, Barro (1991) or Alesina, Ozler, Roubini and Swagel (1996) study
the effects of political instability on growth and Judson and Orphanides (1996)
analyzes the effects of the volatility of inflation on growth. Most of these papers
present evidence in favor of the hypothesis that volatility, uncertainty or polit-
ical instability hurts growth. We now review some of this evidence and present
some additional tests of the robustness of the relationship between volatility and
growth as well as investigating some of the specific channels through which the
relationship takes place.


We initially measure the volatility of the business cycle by the standard devi-
ation of per capita GDP growth rates. Table 2 displays the results of a regression
of average growth rates (1950-1998) on business cycle volatility for all the coun-


11 Bernanke (1983) or Bertola and Caballero (1994).
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tries in our sample. The coefficient is positive and significant. Conditioning the
correlation to the logarithm of 1960 GDP per capita (GDPpc60) does not alter
the size of the coefficient although its significance falls.12 In terms of the size of
the coefficient a one standard deviation increase in volatility (about 2.3%) leads
to a decrease in the growth rate of per capita GDP of about 0.4%, a relatively
large effect.


Table 2. Volatility and Growth.


Growthi = α+ βVolatilityi + δXi + νi


(1) (2)


Volatility -0.241 -0.179


(0.075) (0.090)


GDPpc60 - 0.365


- (0.182)


R2 0.13 0.15


Sample: 1950-1998
Robust standard errors in parentheses.


This result is consistent with the regressions of Ramey and Ramey (1995)
and Martin and Rogers (2000) and it supports the view that volatility hurts
growth. The rest of this section explores the robustness of this simple correlation
as well as the possible mechanisms behind this effect.


Is it volatility or uncertainty?


In Table 2, we measure business cycle volatility as the standard deviation of
per capita GDP growth rates. This measure includes variations in GDP that can
be forecasted by economic agents. If what really matters for growth is uncertainty,
what we need to do is to look at the residuals of a forecasting equation for output
growth. For each of the countries in our sample we regress output growth on its
own lagged value as well as a linear and a quadratic trends. Introducing these
trends also serves the purpose of removing low frequency movements in output


12 Although the data starts for some countries in 1950, we always choose 1960 as the ‘initial’


year in order to keep consistency across countries. Using 1950 for those countries for which data


is available does not change any of the results presented in the paper.
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that log-linear detrending cannot take care of.13 The results, presented in Table
3, are practically identical, both in terms of the size of the coefficient and the
fit of the regression. Because of the similarity of the results, for the rest of the
paper we will use the standard deviation of per capita output growth rates as
our measure of volatility.


Table 3. Uncertainty and Growth.


Growthi = α+ βUncertaintyi + δXi + νi


(1) (2)


Uncertainty -0.247 -0.187


(0.077) (0.093)


GDPpc60 - 0.360
- (0.181)


R2 0.13 0.15


Sample: 1950-1998


Robust standard errors in parentheses.


Is it volatility or bad policies?


The biggest concern with the negative correlation between growth and busi-
ness cycles found in Tables 2 and 3 is the possibility that there is a third variable
(or group of variables) that is correlated with both of them and is ultimately
responsible for this correlation. The first candidate is ‘bad’ economic policy. Gov-
ernments with policies that are unfriendly to growth can also be responsible for
introducing additional sources of volatility in the economy. Or it could also be
that ‘bad’ economic policies are generally more volatile policies, leading to more
pronounced business cycles. In this case, we could observe that more volatile poli-
cies are correlated with lower growth, but the true reason why growth is lower is
because of the ‘bad’ average quality of the policies.14


13 These low frequency movements could bias some of our results because they could be mea-
sured as volatility of output growth when they are simply changes in average growth rates over


time.
14 As discussed before, in the analysis of policy reform in developing countries in Rodrik (1991),


a higher probability of failure of reform is associated both to worse economic policy (higher dis-


tortions) and more uncertainty.
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Empirically, assessing whether volatility is acting as a proxy for bad poli-
cies in the regressions of Table 1 and 2, requires identifying variables that can
serve as direct measures of policies that hurt growth and be correlated with the
volatility of the business cycle. For example, the degree of openness is known to
be correlated with long-term growth and is also related to the general degree of
uncertainty faced by an economy.15 Government size appears as a relevant vari-
able in many growth models and it is related to the volatility of business cycles.
Finally, inflation or inflation variability are key variables in the business cycle
and have been shown to have an effect on growth.


Table 4 presents the results of introducing these four variables in our analysis.
Once again, the size of the coefficient is practically unchanged from our previous
table. Although this is only a partial list of variables that capture policy effects,
we can conclude that, in our regressions, business cycle volatility is not capturing
differences in economic policies, at least those related to inflation, openness or
government size.


Table 4. Volatility and Growth. Bad policies?


Growthi = α+ βVolatilityi + δXi + νi


Volatility -0.187
(0.083)


GDPpc60 0.394


(0.190)


Trade 0.019


(0.007)


Inflation 0.004


(0.003)


Inflation Volatility -0.002
(0.001)


G/Y -0.014
(0.017)


R2 0.29


Robust standard errors


in parentheses.


15 See Rodrik (1998).
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Is growth related to other business cycle variables?


In our previous tables we have measured volatility by the standard deviation
of output growth. What are the main variables that determine this volatility? Do
all of them have the same effect? The answer to this question can be useful for two
reasons. First, it can help discriminating among different theories by providing a
more precise measure of the cause of the volatility that affects long-term growth
rates. Second, it can be used in our main regression to avoid biases associated
to endogeneity or omitted variables. The idea is to introduce variables that are
clearly related to economic policy and the business cycle but that, in principle,
should not be directly related to long-term growth rates. We look at variables
that are normally considered to be neutral in the long run. We first include a set
of variables that are associated to monetary policy. We include average inflation,
the volatility of detrended money balances and a measure of the exchange rate
arrangement of each country.16 We also include a measure of the volatility of
fiscal policy: the residual of a forecasting regression of the budget deficit that
includes output growth as well as a linear and a quadratic trend. Our empirical
strategy is first to see whether these variables are correlated with our measure of
the volatility of the business cycle. Then, we plan to use this correlation to refine
the estimates of the effects of volatility on growth.


A regression of the volatility of output on these four variables produces
coefficients of the sign that would be expected. Countries with fixed exchange
rates, a higher inflation rate, more uncertain monetary policy and more volatile
fiscal policy have a more pronounced business cycle.


We now use the information contained in Table 5 to reproduce our estimates
of Tables 2 to 4 but where these four variables are used as instruments of the
volatility of the business cycle. Results are presented in Table 6. The effect of
volatility on growth is still significant and the coefficient is larger in magnitude,
when compared to the one found with the OLS regressions.


Clearly, there is no claim that these variables are, under all theories, ex-
ogenous to economic growth or unrelated to all possible omitted variables that
influence directly economic growth.17 We see the results of Table 6 as confirming


16 Including the volatility of inflation rates does not add much to the analysis as it is highly


correlated with the average inflation rate.
17 For example, and as argued before, inflation rates or the volatility of monetary and fiscal


policy can be related to overall ‘bad economic policy’ that leads to lower economic growth.
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Table 5. Volatility and Economic Policy.


Volatilityi = α+ δXi + νi


Flexible -0.901


(0.401)


Volatility M3/Y 0.132


(0.053)


Volatility BD/Y 0.172
(0.223)


Inflation 0.002
(0.001)


R2 0.21


Sample: 1950-1998


Robust standard errors
in parentheses.


Table 6. Volatility and Growth. IV


Growthi = α+ βVolatilityi + δXi + νi


(1) (2)


Volatility -0.483 -0.453
(0.163) (0.189)


GDPpc60 - -0.073
- (0.243)


Sample: 1950-1998
Robust standard errors


in parentheses.


the negative relationship between growth and business cycles when the volatility
of economic fluctuations is measured using a set of variables that originate in
monetary and fiscal policies believed to be neutral to economic growth.


Are all countries equally affected?


There are reasons to believe that the effects of volatility on growth should
not affect all countries equally. The development of financial markets, the degree
of openness or the level of development can condition the negative effects of un-
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certainty on investment and growth. We explore this issue by including interaction
terms between the volatility of output and GDP per capita as well as a measure
of financial development (the average ratio of M3 to GDP). Table 7 shows the
results of introducing these two interaction terms in our main regression.


Table 7. Volatility and Growth.


Growthi = α+ βVolatilityi + δXi + νi


(1) (2) (3) (4) (5) (6)


Volatility -1.583 -0.418 -1.329 -3.311 -0.411 -3.100


(0.278) (0.072) (0.298) (0.436) (0.099) (0.514)


Volat*GDPpc 0.190 - 0.146 0.399 - 0.363


(0.040) (0.047) (0.055) (0.066)


Volat*M3/Y - 0.005 0.002 - 0.005 0.002
(0.002) (0.001) (0.002) (0.001)


GDPpc60 - - - -1.511 0.009 -1.488
(0.280) (0.179) (0.321)


R2 0.37 0.21 0.32 0.53 0.20 0.50


Sample: 1950-1998


Robust standard errors in parentheses.


In both cases the interactive terms are significant, suggesting that the ef-
fects are larger for poor countries and countries where financial markets are less
developed. This is true whether or not we condition for initial GDP per capita.
Moreover, there is a large improvement in the fit of the regression as well as in
the significance of the coefficient on volatility. Out of the two interaction terms
we introduce, the one with GDP per capita comes with a higher significance when
both variables are introduced in the regression, in Columns (3) and (6). From an
economic point of view, both interaction variables are large in size. For example,
if we look at each of the individual regressions (e.g Column (1) and (2)) and we
measure the effect of volatility on output for the country with the highest level of
development or the highest level of financial deepening, in both cases the answer
is similar. The (net) coefficient on volatility for the country with the highest GDP
per capita is as high as 0.3, while for the country with the highest level of finan-
cial development is about 0.1. In other words, the coefficient turns positive with
high levels of development (measured by GDP per capita or financial deepening).
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For these countries, there is no negative correlation between growth and business
cycles.


We can only speculate about the reason for this effect. One possibility is that
there are significant differences in the nature of business cycles depending on the
level of development. The other possibility is that fluctuations and uncertainty
only results in lower growth in cases where financial markets re not fully developed
and cannot provide risk sharing mechanisms to protect agents against uncertainty.


Is investment affected by business cycles?


What is the mechanism that explains the correlation that we observe between
growth rates and business cycles volatility? The obvious candidate is investment.
Uncertainty can adversely affect investment and investment is one of the most
robust variables when it comes to explain long-term growth rates. Ramey and
Ramey (1995) found that the link between investment and business cycle volatility
was less robust than the one between growth and business cycles. Aizenman and
Marion (1998) found, however, that if one includes only private investment, the
result is more robust. In table 8 we replicate these regressions for our data set
and we find that business cycle volatility is negatively correlated with average
investment rates (Column 1 where we run a regression with only volatility on
the right hand side). A 1% increase in volatility reduces the average investment
rate by about 0.5 percentage points. A quick (‘back of the envelope’) calculation
would suggest that this drop in investment can justify lower growth rates of about
0.07%. This is about one third of the effect that we estimated when we regress
average growth rates on volatility. Therefore, according to these numbers, at most
one third of the effect of volatility on output growth could be attributed to the
effect that it has on lower investment.


Not only is the estimate of the effects of volatility on investment small,
but it is not robust to the introduction of the initial level of GDP, as shown
in column (2) shows. This result can be overturned if we allow for the effect
of volatility on growth rates to depend on the level of GDP per capita. In this
case, the coefficient remains significant (see column (3)). This last result suggests
that taking into account the possibility that the relationship between volatility
and growth is a function of the level of development greatly improves the fit of
these regressions. Once again, simple calculations using the range of values of the
interaction term suggest that the coefficient of growth on volatility is about -3
for the poorest countries in our sample and about 1 for the richest countries.
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Table 8. Volatility and Investment.


Growthi = α+ βVolatilityi + δXi + νi


(1) (2) (3)


Volatility -1.106 -0.244 -8.42
(0.363) (0.361) (3.226)


GDPpc60 - 5.227 0.330


- (0.861) (1.778)


Volat*GDPpc - - 1.043


- - (0.418)


R2 0.11 0.33 0.43


Sample: 1950-1998
Robust standard errors in parentheses.


Regardless of the specification we look at in Table 8 we conclude that invest-
ment cannot be the only channel through which uncertainty and volatility affect
growth. Even if the best scenario, this channel can only account for about one
third of the total effect. This interpretation seems to corroborate the results of
Easterly and Levine (2001) who argue that factor accumulation cannot explain
most of the cross country variation on growth rates.


Is the correlation robust to other growth-related variables?


All the previous tables, show that volatility seem to matter for growth. More
volatile economies tend to display lower long-term growth rates. In this section
we run a series of regression to see if this relationship between volatility and
growth is robust to the introduction of a series of variables that have been shown
to be relevant for growth. Most of the variables we introduce are supposed to
be independent of the volatility of business cycles and there is no prior on the
direction in which they might affect the results. Therefore, this exercise follows
the methodology of Levine and Renelt (1992) of testing the robustness of different
sets of variables explaining cross-country differences in growth rates.


The set of variables that we add to our main regression is the one identified
by Levine and Renelt (1992). We include a measure of initial human capital
(secondary education, Second60), the average investment rate (Investment) and
the growth rate of population (Popul. Growth). Table 9 presents the results of
including one variable at a time as well as all variables together. In all regressions
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we also include the 1960 level of GDP per capita. The four columns reveal that
the relationship between volatility and growth becomes weaker as we add these
controls. It is still the case that the coefficient is always negative but its size goes
down to almost a half and its significance fall below standard levels.18


Table 9. Volatility and Growth.


Growthi = α+ βVolatilityi + δXi + νi


(1) (2) (3) (4)


Volatility -0.145 -0.142 -0.110 -0.081
(0.103) (0.059) (0.096) (0.071)


GDPpc 0.016 -0.437 -0.102 -0.753


(0.227) (0.207) (0.213) (0.271)


Second60 0.069 - - 0.028


(0.036) - - (0.019)


Investment - 0.153 - 0.143


(0.024) (0.025)


Popul. Growth - - -0.679 -0.413
(0.229) (0.204)


R2 0.15 0.53 0.21 0.54


Sample: 1950-1998
Robust standard errors in parentheses.


These results cast doubt on the robustness of the relationship between volatil-
ity and growth but offer no hints regarding the economic mechanism that lies
behind the estimates. It is unclear why a variable such as average population
growth will be related to the volatility of the business cycle in a way that breaks
down the relationship between volatility and growth.


We look more carefully at these robustness tests by allowing, as we have done
before, an interaction term between volatility and the level of development. Table
10 summarizes the results of a regression identical to the one presented in Table
9 but where we have added a new variable to capture the interaction between
business cycles and the level of development. We use three variables as possible


18 Similar results are obtained if one uses uncertainty, measured by the residual of a forecasting


regression for output growth, instead of volatility.
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sources of interaction with volatility: average (log) GDP per capita (Column 1),
initial (log) GDP per capita (Column 2) and the average ratio of M3 to GDP
(Column 3).


Table 10. Volatility and Growth.


Growthi = α+ βVolatilityi + δXi + νi


(1) (2) (3)


Volatility -2.772 -1.700 -0.270


(0.282) (0.645) (0.091)


GDPpc60 -2.229 -1.856 -0.953


(0.235) (0.422) (0.220)


Second60 0.037 0.040 0.026


(0.015) (0.018) (0.017)


Investment 0.083 0.143 0.120
(0.013) (0.021) (0.024)


Popul. Growth -0.624 -0.562 -0.465
(0.153) (0.205) (0.465)


Volat*GDPpc 0.340 - -
(0.036)


Volat*GDPpc60 - 0.212 -
(0.082)


Volat*M3/Y - - 0.004


(0.001)


R2 0.77 0.58 0.57


Sample: 1950-1998


Robust standard errors in parentheses.


All three columns produce consistent and interesting results. First of all, all
variables are significant and with the correct sign. Second, and most importantly,
the introduction of an interaction term drastically increases the significance of
the estimate of growth on volatility. Now this estimate appears much more ro-
bust than in Table 9. In all cases, and confirming our previous estimates, the
interaction term is positive suggesting that the negative effects of business cycles
on growth are much larger for poor countries. A second reading of the significance
of these interaction terms is in terms of the ability of poor economies to converge
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to the levels of development of rich countries. Table 10 suggests that the speed of
convergence is a function of the volatility of business cycles. For countries where
business cycles are very volatile, lower GDP per capita does not ensure conver-
gence towards richer economies. If we add to this result theories that postulate
that poor economies are more likely to be subject to political and economic un-
certainty, we end up with the possibility of countries falling into growth traps.
An uncertain environments that does not allow for growth to take off and where
the lack of growth does not create conditions for uncertainty to be reduced or
eliminated.


4 Conclusions


This paper studies the link between business cycles and long-term growth
rates. Business cycles and growth are generally analyzed separately under the
assumption that business cycles can be characterized by transitory dynamics that
have no effect on long-term trends. The stability of growth rates over the last
hundred years in the U.S. and other industrial economies, combined with the
good fit that Solow-type growth models produce in cross-country studies, have
been used as strong empirical arguments to keep economic fluctuations out of the
growth models and to restrict the study of business cycles to deviations around
the steady state.


We present empirical evidence that uncovers interesting and significant, both
from an economic and statistical point of view, interactions between cycles and
growth. Our argument is based on two related pieces of evidence. First, we show
that business cycles cannot be considered as temporary deviations from a trend.
This observation, largely studied in the literature that has looked at the trend-
cycle decomposition, can be instrumental in understanding the effects of volatility
on growth. Under the interpretation presented in this paper, the documented
persistence of business cycles is a measure of the effects of volatility on growth.
The fact that there is a strong positive correlation between persistence of short-
term fluctuations and long-term growth rates contradicts models of business cycles
based on small deviations from a steady-state solution of a Solow-type growth
model. On the other hand, a simple endogenous growth model where business
cycles affect growth, can easily replicate this correlation.


After establishing a connection between business cycles and growth we study
the effects on growth rates of an increase in the volatility of business cycles.
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We argue that in models where business cycles are asymmetric an increase in
volatility can lead to a decrease in long-term growth rates. Alternatively, even
without asymmetries, uncertainty related to volatility can lead to lower growth.
We take this proposition to the data and we find support for it. Countries with
more volatile fluctuations display lower long-term growth rates. We run a series
of robustness tests to correct for possible omitted variables bias or problems of
endogeneity and we find that the relationship is robust. We also find evidence
that there is a nonlinearity in the relationship between growth and business
cycles that is well captured by an interaction term between volatility and the
level of development. The effect of business cycles on growth is much larger for
poor countries. This is also true if the level of development is measured by the
degree of financial deepening. A plausible interpretation of this effect is that
the development of financial markets reduces the cost associated to volatility
and uncertainty because of the possibilities that it opens for risk sharing among
individuals.


Although the results are clear and supportive of models that integrate busi-
ness cycles and long-term growth, we recognize the inherent difficulty interpreting
some of the results and extracting policy recommendations out of them. The lack
of an accepted theoretical framework limits the ability of producing structural
tests of well specified theories. So far, endogenous growth models have had only
limited success explaining cross-country growth patterns. Our results encourage
further theoretical development of endogenous growth models with business cy-
cles. They also suggest that making explicit the effects of business cycles on
growth could improve their ability to explain the data.
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Appendix 1. Data appendix


List of Countries


Angola Algeria Sri Lanka Sudan
Argentina Ecuador Morocco Senegal


Australia Egypt Madagascar Singapore
Austria Spain Mexico Sierra Leone


Burundi Ethiopia Mali El Salvador


Belgium Finland Mozambique Somalia
Benin France Mauritania Sweden


Burkina Faso UK Mauritius Syria
Bangladesh Ghana Malawi Chad


Bolivia Greece Malaysia Togo


Brazil Guatemala Niger Thailand
Burma Hong Kong Nigeria Trinidad-Tobago


Botswana Honduras Nicaragua Tunisia
Cent. Af. Rep. Haiti Netherlands Turkey


Canada Indonesia Norway Tanzania


Switzerland India Nepal Uganda
Chile Ireland New Zealand Uruguay


Cote d’Ivoire Israel Pakistan USA
Cameroon Italy Panama Venezuela


Congo Jamaica Peru S. Africa


Colombia Jordan Philippines Zaire
Costa Rica Japan P. N. Guinea Zambia


Germany Kenya Portugal Zimbabwe
Denmark Rep.of Korea Paraguay


Dom. Rep. Liberia Rwanda


Source of variables


• GDP, population and investment rate from Summers-Heston dataset. (version
6.0, available at http://www.princeton.edu/∼gurkaynk/growthdata.html).


• Inflation, money supply (M3), openness, government size and the budget deficit
from the World Development Indicators 2001 (World Bank).


• Exchange rate arrangements from the IMF (several years). Original coefficients
(from 1 to 10) have been transformed to a scale of 1 to 3, where 1 is fixed, 2 is
intermediate and 3 is flexible exchange rates. Fixed exchange rates correspond to
the original values of 1 to 5. Intermediate to the values of 6 to 8 and flexible to
the values 9 and 10.
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Appendix 2


An endogenous growth model linking persistence and growth.


Assume a production function


Yt = AKt (A.1)


where Y represents output, K is the aggregate capital stock and A is a country-
specific parameter that will generate differences in long-term growth rates. Labor
is supplied inelastically and we normalize the labor supply to 1. The single rep-
resentative consumer maximizes the utility function


U = E0


∞∑
t=0


βt
C1−θ
t


1− θ
(A.2)


subject to the budget constraint


Kt+1 = Kt(1− δ) + (Yt − Ct) (A.3)


where δ is the depreciation rate.


The solution to this model is characterized by a constant saving rate and
a balanced-growth path. We rewrite the maximization problem in terms of the
saving rate, S, defined as the proportion of income that is not being consumed.
Consumption can be written as Ct = AKt(1 − St) and the budget constraint is
just


Kt+1


Kt
= (1− δ) +ASt (A.4)


In steady state


S∗ =
β(A+ (1− δ))


1
γ − (1− δ)


A
(A.5)


G∗ =
1
γ


ln
[
β(A+ (1− δ))


]
(A.6)


We assume that countries differ in the parameter A and that this is the
source of differences in steady-state growth rates.


We now introduce uncertainty to the model by assuming transitory exogenous
shocks and analyze the dynamic behavior of output around the steady state. The
production function is now


Yt = ZtAKt (A.1)′
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Uncertainty originates in Zt which is assumed to follow an stochastic process with
the Wold representation


ẑt = C(L)εt (A.7)


where small letters represent logarithms and a circumflex on top of the variable
denotes deviations from its steady-state value. For simplicity we will assume that
the steady-state value of Zt is 1. Maximization of the expected utility function
(2) leads to the following first-order condition


[
(1− δ) +AStZt
AZt(1− St)


]θ
= βEt


[
AZt+1 + (1− δ)


[AZt+1(1− St+1)]θ


]
(A.8)


Equations (4) and (8) define the equilibrium dynamics of the model. As a
general closed-form solution to the equilibrium does not exist we approximate the
equilibrium solution by linearizing both equations around the steady-state values
(S∗ and G∗). From the linearization of the first order condition we obtain an
expression like


κ1 Ŝt + κ2 ẑt = κ3Et(Ŝt+1) + κ4Et(ẑt+1) (A.9)


Where all κi’s are functions of the parameters of the model. This is a linear first-
order stochastic difference equation. We assume, for simplicity, that ẑt follows an
AR(1) process


ẑt = ρ ẑt−1 + εt (A.10)


Using this assumption, (9) can be rewritten as


κ1 Ŝt = κ3Et(Ŝt+1) + (ρκ4 − κ2) ẑt (A.9)′


and the solution takes the form


Ŝt = κ ẑt


where
κ =


ρ κ4 − κ2


κ1 − ρκ3
(A.11)


We can now plug this expression into the budget constraint to obtain the
equilibrium value for the growth rate. We linearize the resulting expression around
the steady state to obtain a solution for the growth rate of capital which is linear
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in the productivity parameter. Let γ be the coefficient on that linearization so
that19


∆̂kt = γ ẑt (A.12)


where
γ =


κA+AS∗


(1− δ) +AS∗


Using the production function (A.1) together with (A.10) and (A.12), we
obtain an expression for the deviations of output growth from its steady state
value (G∗)


∆̂yt = (1− L) ẑt + θ Lẑt = (1− (1− γ)L) C(L) εt (A.13)


This expression is identical to the reduced form obtained in the text of the
paper so all other results follow.


19 Where capital growth is measured as deviations from its steady state value G∗.
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This paper studies Chile’s economic growth performance in the last four decades.


For this we follow a macroeconomic perspective and use regional and world trends as


benchmarks for comparison.  Economic growth is a particularly interesting subject matter


because of Chile’s remarkable growth performance between 1985 and 1998, in which the


country’s growth rate was in the top four of the world.  Equally remarkable is that this


high rate resulted from a sharp turnaround in economic growth.  In fact, the change in the


per capita GDP growth rate in this period with respect to the previous 15 years was, by


far, the highest in the world.  Consequently, the first objective of the paper is to consider


a series of questions and hypothesis to explain Chile’s growth improvement.  Explaining


economic growth in Chile is important not only for academic reasons but also because it


could shed light on the sustainability of the high rates of growth in the country. Thus, a


second objective of the empirical analysis is to assess what can be expected for Chile’s


growth rate in the future –and with the pre-conditions for continued growth.


The outstanding macroeconomic performance of Chile in the late 1980s and


1990s has been portrayed as an example of successful market-oriented policies and, as


such, has been the subject of numerous studies.  See, for instance, Bosworth, Dornbusch


and Labán (1994); Corbo, Luders, and Spiller (1998); and Perry and Leipziger (1999).


There is a large empirical literature that attempts to explain the determinants of Chile’s


growth achievement.  According to their methodology, we can classify these articles in


four categories.  In the first, papers take a time-series econometric approach.  That’s the


case of Coeymans (1999); Jadresic and Zahler (2000); and Rojas, López, and Jiménez


(1997). The second group uses growth accounting to identify the relative contribution of


production factors and total factor productivity.  In this group are Chumacero and Fuentes


(2001); Corbo, Luders, and Spiller (1998); De Gregorio (1997); Marfán and Bosworth


(1994); Roldós (1997); and García (2001).  The third category uses calibrated analytical


models to study economic growth in Chile.  Among them we find Bergoeing and others


(2001); Braun and Braun (1999); and Schmidt-Hebbel (1999). The fourth category—and


the most related to this paper—uses cross-country evidence to study the Chilean


experience. The most recent of these papers are Barro (1999); De Gregorio and Lee


(2000); and Lefort (1997).
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Most exercises based on Solow-style decompositions find that TFP has played an


important role in the period of high growth and the corresponding improvement with


respect to previous periods.  The majority of the studies agree that external conditions,


such as favorable terms of trade and greater availability of foreign capital, have


contributed to the improved growth performance in Chile.  Some papers point to the


beneficial impact of the market-friendly reforms implemented in Chile since the mid-


1970s.  They argue that these reforms are what explains the remarkable increase in total


factor productivity and what prepared Chile to make the best from the international


conditions it faced.1


Most papers based on cross-country regressions under-predict the Chilean


performance during the period of high growth.  For example, Barro’s (1999) regression


model projects a per-capita growth rate of 3.4 % per-year in 1985-95, while the actual


rate was 5.0%.  This underestimation may contaminate future projections if the Chilean


residual is a feature of long-run growth, rather than a transitory phenomenon.  When


Barro uses his model to project growth rates for the future, he predicts a rate that is 1.5%


lower than during the period of high growth. This lower projection is not only the


consequence of decreasing returns but may also be the result of the model’s under-


prediction of Chile’s recent growth rates.


This paper belongs in the group of cross-country growth studies and tries to


extend them along the following lines. First, it updates previous cross-country research


by expanding the sample period up to 1998. Second, it explicitly considers in the


regression analysis the periods before and after 1985, which allows for direct evaluation


of the factors behind the jump to high growth.  Third, it extends the traditional empirical


framework by including non-standard variables that help explain the marked growth


improvement in the last 15 years.  Fourth, it motivates the study of growth in Chile by


presenting a series of stylized facts regarding the pattern, composition, and sources of


growth in the country relative to the Latin America region and the world.


The paper shows that, when including additional factors, an empirical model of


cross-country growth is able to explain to a large extent the jump in growth experienced


                                                
1 Naturally with different emphasis, for example while Rojas, Jiménez, and López (1997) and Coeymans (1999)
highlight trade openness, Bergoeing and others (2001) stress the role of financial reform and new bankruptcy laws.
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in Chile. In particular, the presence of policy complementarities seems to play an


important role.  According to our estimates, a country that implements jointly a series of


growth-promoting measures gains an additional bonus of more than 1 percentage-point in


its growth rate, even after controlling for the isolated effect of such measures.  Policy


complementarities appear to be important not only in the case of Chile but also in other


high-performing countries such as Ireland, Korea, the Netherlands, and Thailand.  This


finding supports the analytical work on interactions and policy complementarities


recently developed by, among others, Acemoglu and Zibilotti (2001).


Maintaining the high growth rates of the last 15 years will be challenging for


Chile.  The strong “convergence” effect that results from decreasing marginal returns to


capital indicates that, ceteris paribus, Chile’s growth rate should start to decline.


Therefore, an important task is to find new sources of growth for the country.  The last


part of the paper starts the evaluation of new growth sources by, first, projecting Chile’s


growth rate for the next 10 years under various assumptions and, second, proposing some


areas with potentially large returns.  Some of them are improvements in the quality of


schooling, infrastructure, technology adoption, and government efficiency.


The plan of the paper is the following.  Section I describes the main stylized facts


of growth in Chile from four different macro perspectives.  We first review the long-run


growth trends in this country, Latin America, and the world by decades from the 1960s to


the 90s.  Then, we examine the sectoral composition of growth in Chile to determine the


extent of its structural transformation.  Next, we carry out a decomposition of growth in


Chile into its sources related to capital accumulation, expansion of the labor force, and


total factor productivity growth.  Finally, we study the dynamic relationship between


saving, investment, and growth, using a VAR methodology applied previously by


Attanasio et al. (2000) in a cross-country panel setting.


In section II, we attempt to explain the economic growth performance in Chile


from a cross-country perspective.  We follow the approach in Barro and Lee (1994) and


Easterly, Loayza, and Montiel (1997), which consists of linking aggregate economic,


political, and social variables to growth rates in per capita GDP for a large sample of


countries.  The estimated model is then used to forecast the growth rate in the country


and examine whether its performance has been close to expected values.  Since our basic
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model is not able to fully take account for the change of the growth rate in Chile, we then


extend the model to incorporate a group of factors that have changed in the country and


which may help explain the regression residual.


Section III presents some projections for Chile’s future growth considering the


cross-country empirical results and using a variety of assumptions. In this connection, we


also start an evaluation of further sources for growth in the country.  Section IV


concludes.


I. STYLIZED FACTS


1. Long-Run Growth Trends in Chile, Latin America, and the World


Figure 1 presents the per capita real GDP growth rate in Chile before and after


1985.   For comparison purposes, it also presents the growth rates of the median countries


in Latin America and the Caribbean (LAC) and the world, respectively.  While Chile


lagged behind the typical countries in these groups in 1961-85, its growth rate of per


capita GDP soared to above 4.5% in 1986-90, far surpassing the regional and world


medians.  Conversely to the Latin American experience, the 1980s was not a “lost


decade” for Chile.  Even though Chile’s GDP fell drastically in the aftermath of the


regional debt crisis and its own banking crisis, it fully recovered in the second half of the


1980s and continued to grow in most of the 1990s.  Not only did Chile experience high


growth rates in average since 1985, but also the volatility of its growth rate was small


when compared to a worldwide sample of countries (see Figure 2).2


After 13 years of sustained high growth rates, Chile experienced a slowdown in


1998.  While it is uncertain whether this represents a decrease in Chile’s trend growth or


a prolonged cyclical downturn, Chile’s growth prospects for the future continue to lead


the Latin America region and most emerging countries.


The increase in Chile’s growth rate is an important stylized fact and, as such, must


be analyzed.  We do this in section II, where we take a cross-country-regression approach


to explain the changes in growth rates before and after 1985.  For this, we consider the


effect of various domestic and international conditions, whether policy determined or not.


                                                
2 Notice that the line in Figure 2 shows that higher growth is negatively correlated with the variability of growth rates.
This point is analyzed in more detail in Fatás (2001).
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2. Sectoral Composition of Output Growth


Table 1 presents the average output growth rates of primary, industry, and service


sectors before and after 1985 in Chile.  We also present growth rates by further


disaggregated sectors.  The increase in the growth rate after 1985 is a phenomenon shared


by all major productive areas of the economy.  In fact, the primary, industry, and service


sectors have more than doubled their growth rates in the last fifteen years (see Figure 3).


Considering further disaggregated sectors, the growth jump is particularly


noticeable in the areas directly affected by the privatization of public enterprises, namely,


the utilities (gas, electricity, and water) and transport and communications.  However,


other sectors have also achieved remarkable growth.  For example, banking, commerce,


and construction have grown by more than 6% per year since 1985, and so have the


primary activities of fishing and mining.  In addition, the dispersion of growth rates by


sectors has declined with respect to the previous period.


Contrary to the experience of other developing countries, the primary sector in


Chile has not shrunk as the economy grew.  In fact, in the last forty years industry has


lagged behind the other sectors, although by a small margin.  This has produced a slight


gain in the primary and service shares of value added at the expense of industry (see


Figure 4).  However, all in all, economic growth in Chile has been balanced across most


productive sectors, particularly in the period of high growth after 1985.   This suggests


that Chile is an economy that is internally integrated and diversified, despite its small


size.


3. Growth Accounting


The next exercise on stylized facts is a Solow-style decomposition of output


growth into the contributions of capital, labor, and productivity growth.  We use two


methods to derive the Solow decomposition.  In both of them, the contribution of total


factor productivity is obtained as a residual once the contributions of capital and labor on


output growth are imputed.  The difference between the two methods is that the second


one adjusts for the utilization of capital and labor and adds human capital as a factor of


production.
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Consider a neoclassical production function that depends on physical capital K,


labor L, and the level of total factor productivity A.  Assuming, for simplicity, a Cobb-


Douglas production function, we have,


αα −= 1LAKY


To solve for the growth rate of productivity, we take logs and time derivatives.


Following the international study by Bernanke and Gurkaynak (2001) and the study on


Chile by Coeymans (1999), we assume a capital share (α) of 0.4.  Solving for the growth


rate of productivity, we have,


hLaborGrowtCapGrowthGdpGrowthTFP *6.0*4.01 −−=


This is our first Solow decomposition, in which capital growth consists simply of


cumulated investment, and labor growth comprises only the expansion of the working-


age population.


The second Solow decomposition makes the following adjustments.  First, we


incorporate human capital as a factor of production, H, in the aggregate production


function.  Second, we control for the rate of utilization or employment of capital and


labor.


Following Bernanke and Gurkaynak (2001), we consider the following human-


capital-augmented variation of the previous production function,


αα −= 1)(HLAKY


where we assume that the measure of human capital (H) interacts multiplicatively with


the size of the labor force for output production.  That is, we model human capital as


analogous to labor-augmenting technological progress.  We use the average years of


schooling in the adult population (from Barro and Lee 2000) as proxy for the human


capital stock in the economy.
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Next, we control for the extent of capital and labor employment.  We adjust for


the degree of capacity utilization of the capital stock by using, as proxy, the rate of labor


employment.  Regarding labor, we adjust for labor employment by, first, deducting from


the working-age population the number of inactive and unemployed people and, second,


adjusting for the number of hours actually worked (from the Occupation and


Employment Surveys of University of Chile 1960-2000).


As before, we assume that α=0.4.  We then solve for the second measure of


growth in TFP (TFP2),


)(*6.0*4.02 thSchoolGrowhAdjLaborGrowtdjCapGrowthAGdpGrowthTFP +−−=


where CapGrowthAdj is the utilization-adjusted growth rate of capital, LaborGrowthAdj


is the employment-adjusted growth rate of labor, and SchoolGrowth is the growth rate of


the average years of schooling.


Table 2 presents the growth accounting results.  Its main purpose is to show the


differences in the sources of growth for the periods before and after 1985.  Similarly,


Figures 5a and 5b present, respectively, the simple and the adjusted growth


decompositions before and after 1985.


According to the simple decomposition, the increase in the GDP growth rate after


1985 was due primarily to a very large expansion of total factor productivity and


secondly to an increase in the contribution of physical capital.  While total factor


productivity was barely a source of growth in the period 1961-85, it became the dominant


source in 1986-2000.  On the other hand, before 1985 labor was the most important factor


behind economic growth in Chile, but in the more recent period its contribution fell in


absolute and relative terms.  


If the utilization of capital and labor improve over time and if human capital


expands, then the imputed contribution of TFP to growth should decrease once these


adjustments are considered.  This is exactly what happens when we perform the Solow


growth-accounting exercise for Chile using the second method.  Considering the


adjustment for quality and utilization, the three sources of growth contributed similar


shares after 1985, with physical capital and labor taking a moderate lead.  The
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contribution of total factor productivity still rose manifold after 1985, but the contribution


of capital and labor also expanded strongly.  This was due not only to new investment


and growing population, but also to improvements in factor utilization (see memo section


of Table 2).  After 1985 the stock of physical capital (particularly machinery and


equipment) grew by more than 6% a year, and the rate of capital utilization enlarged


(rather than shrank, as it happened before 1985).  In the case of labor, the working-age


population increased less after 1985 than in the previous period; however, the strong


increase in the employment rate after 1985 more than compensated for the weaker


population increase.  Larger employment growth coupled with higher growth in


educational attainment after 1985 resulted in a net increase in the contribution of labor to


output growth in the latter period compared to the first.


The main conclusion from the growth accounting exercise is that the large


increase in the growth rate after 1985 was due primarily to an expansion of total factor


productivity.  However, before rejecting “capital fundamentalism” altogether, we should


highlight the second conclusion which is that after 1985, labor, capital, and TFP provide


a balanced contribution as sources of growth in Chile.  Physical and human capital and


the labor force are still the predominant factors accounting for growth in the country.


4. Growth, Saving, and Investment


We now explore the dynamic relationship between the growth rate and the saving


and investment ratios.  Following Attanasio, Picci, and Scorcu (2000), we study these


relationships by running VAR systems on annual data.  We consider three bi-variate


systems, namely, Investment-Growth, National Saving-Growth, and External Saving-


Growth. The VARs include one lag of each variable (further lags do not enter


significantly in the regressions and are, thus, excluded in the final estimated system.)


Table 3 presents the results.  The dynamic relationship between investment and


growth at annual frequencies reveals that investment has a high degree of inertia and is


significantly predicted by past growth.  The latter result can be explained by considering


that past growth creates incentives to new investment by making future growth more


likely.  In turn, growth also has some inertia but, surprisingly, is not significantly


predicted by past investment.  In fact, judging only by the sign of the coefficient, lagged


investment appears to have a negative link with growth.  This result may appear to
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contradict the cross-country evidence, which finds a positive effect of investment on


growth.  However, the two results are not necessarily contradictory given that the


dynamic relationship estimated here considers effects over relatively short-horizons (a


few years) while the cross-country analysis focuses on long periods.  Attanasio et al.


(2000) and Blomstrom, Lipsey, and Zejan (1996) find a negative (short-run) link between


past investment and current growth.  They explain it by either considering that investment


is limited by saving, which anticipates growth negatively, or taking into account that


growth behaves cyclically, with high growth and investment preceding low growth.


The dynamic relationship between national saving and growth in Chile appears to


be not significant at short horizons according to our estimated VARs.  Both saving and


growth are predicted by their respective past values, but the degree of inertia is higher in


the case of saving.  It is surprising that growth does not Granger-cause saving and vice


versa, although in the case of Chile Gallego, Morandé, and Soto (2001) find a similar


result.  This may indicate that cyclical effects are transmitted within the same year or that


long-run relationships take horizons of substantially more than a few years to materialize


(specially in a context of underdeveloped financial markets, as was the case in Chile up to


the 1990s).


The dynamic relationship between foreign saving and growth is more interesting.


Again, both variables show significant inertia, which is higher in the case of foreign


saving.  Most noteworthy is that whereas foreign saving does not help predict economic


growth, an increase in growth is significantly associated with a rise in foreign saving.


While this result is not inconsistent with a long-run positive effect of foreign saving on


domestic growth, it does indicate that in short horizons international capital flows are


driven by higher domestic returns, rather than the other way around.


The main conclusion from the dynamic analysis is that at short horizons growth


helps predict investment and foreign saving, but is not affected by these macroeconomic


variables.


Taken together, this and the third stylized fact suggest that the jump in growth


was driven by policies and macroeconomic conditions that affected the economy’s


overall productivity. The next section will use cross-country comparative analysis in an


attempt to identify and quantify the factors behind Chile’s growth improvement.
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II. DETERMINANTS OF GROWTH


In this section, we attempt to explain the economic growth performance in Chile


from a cross-country perspective.  We follow the approach in Barro and Lee (1994) and


Easterly, Loayza, and Montiel (1997), which consists of linking aggregate economic,


political, and social variables to growth rates in per capita GDP for a large sample of


countries.  The estimated model is then used to project the growth rate in the country and


examine whether its performance has been close to expected values.


Setup


The regression equation to be estimated is the following:


tiittitititi Xyyy ,,1,1,, ' εηµβα ++++=− −− (1)


where y is (log of ) per capita output, X is a set variables postulated as growth


determinants, µt is a period-specific effect, and ηi represents unobserved country-specific


factors, and ε is the regression residual.  The subscripts i and t refer to country and time


period, respectively.  The sample consists of a balanced panel of 46 countries for three


periods over the years 1960-98.  In order to smooth out transitory fluctuations, we work


with averages over periods at least longer than a decade.  Specifically, the three periods


correspond to the years 1960-70, 1971-85, 1986-1998.  This partition allows us to


compare growth before and after 1985, while maintaining the minimum number of


consecutive observations per country (i.e., three periods) required to run the instrumental


variable procedure outlined below.


The growth regression equation (1) is dynamic, in the sense that it can be


rewritten as a lagged-dependent variable model.  The inclusion of the initial level of per


capita output (yi,t-1) follows from the neoclassical growth model and captures the


transitional convergence effect. The time-specific effect, µt, allows to control for


international conditions that change over time and affect the growth performance of


countries in the sample.  The term ηi accounts for unobserved country-specific factors


that both drive growth and are potentially correlated with the explanatory variables.
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There is a large variety of economic and social variables that can be proposed as


growth determinants, X.  We use the variables that are most popular in the empirical


growth literature given both their quality as indicators of development in specific areas


and their data availability.  The list of explanatory variables is the following (see


Appendix 1 for details on definitions and sources),


- Initial level of per capita GDP –to capture transitional convergence.


- The initial average years of schooling of the adult population –to proxy for human


capital in the working force.


- Life expectancy –to proxy for human capital.


- The ratio of domestic credit to the private sector to GDP –to measure financial


development.


- The ratio of the trade volume (real imports plus exports) to real GDP –to measure trade


orientation and dependence on international markets.


- The ratio of government consumption to GDP –to measure the burden of government


size and taxation to private activity.


- The black market premium on foreign exchange –to proxy for relative price distortions


and government intervention in external markets.


- Terms of trade shocks –to account for the effect of international conditions on the


country’s trade markets.


These variables make up our basic regression model.  Figure 6 shows the values


of the explanatory variables in the basic model for Chile and the typical (median) country


in the world before and after 1985.  As we will see, the basic regression cannot fully


explain the change in Chile’s growth rate before and after 1985.  To do so we will


augment the model by including variables related to the political system, public


infrastructure, and policy complementarities.  Figure 7 shows the values of these


additional explanatory variables for Chile and the world median over the periods in


question.


The proposed growth regression poses some challenges for estimation.  The first


is the presence of unobserved period- and country-specific effects.  While the inclusion of


period-specific dummy variables can account for the time effects, the common methods


to deal with country-specific effects (“within” or differences estimators) are inappropriate
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given the dynamic nature of the regression.  The second challenge is that most


explanatory variables are likely to be jointly endogenous with economic growth.  That is,


we need to control for the biases resulting from simultaneous or reverse causation.  In the


following paragraphs we outline the econometric methodology we use to control for


country-specific effects and joint endogeneity in a dynamic model of panel data.


Econometric methodology


 We use the Generalized-Method-of-Moments (GMM) estimators developed for


dynamic models of panel data that were introduced by Holtz-Eakin, Newey, and Rosen


(1990), Arellano and Bond (1991), and Arellano and Bover (1995).  Taking advantage of


the data’s panel nature, these estimators are based on, first, differencing regressions


and/or instruments to control for unobserved effects, and, second, the use of previous


observations of the explanatory variables as instruments (which are called “internal”


instruments).


 After accounting for the time-specific effects, we can rewrite equation (1) as


follows,


 


 y y Xi t i t i t i i t, , , ,'= + + +−α β η ε 1 (2)


 


 In order to eliminate the country-specific effect, we take first-differences of equation (2),


 


 ( ) ( ) ( )y y y y X Xi t i t i t i t i t i t i t i t, , , , , , , ,'− = − + − + −− − − − −1 1 2 1 1α β ε ε (3)


 


 The use of instruments is required to deal with (1) the likely endogeneity of the


explanatory variables, and, (2) the problem that, by construction, the new error term,


ε εi t i t, ,− −1 , is correlated with the lagged dependent variable, y yi t i t, ,− −−1 2 .  Taking


advantage of the panel nature of the data set, the instruments consist of previous


observations of the explanatory and lagged dependent variables.  Given that it relies on


past values as instruments, this method only allows current and future values of the


explanatory variables to be affected by the error term.  Therefore, while relaxing the
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common assumption of strict exogeneity, our instrumental-variable method does not


allow the X variables to be fully endogenous.


 Under the assumptions that (a) the error term, ε , is not serially correlated, and (b)


the explanatory variables, X, are weakly exogenous (i.e., the explanatory variables are


assumed to be uncorrelated with future realizations of the error term), the GMM dynamic


panel estimator uses the following moment conditions.


 


 ( )[ ]E y for s t Ti t s i t i t, , , ; , ...,− −⋅ − = ≥ =ε ε 1 0 2 3       (4)


 ( )[ ]E X for s t Ti t s i t i t, , , ; , ...,− −⋅ − = ≥ =ε ε 1 0 2 3       (5)


 


 The GMM estimator based on these conditions is known as the difference


estimator.  Notwithstanding its advantages with respect to simpler panel data estimators,


there are important statistical shortcomings with the difference estimator.  Alonso-


Borrego and Arellano (1996) and Blundell and Bond (1997) show that when the


explanatory variables are persistent over time, lagged levels of these variables are weak


instruments for the regression equation in differences.  Instrument weakness influences


the asymptotic and small-sample performance of the difference estimator.


Asymptotically, the variance of the coefficients rises.  In small samples, Monte Carlo


experiments show that the weakness of the instruments can produce biased coefficients.3


 To reduce the potential biases and imprecision associated with the usual


difference estimator, we use a new estimator that combines in a system the regression in


differences with the regression in levels (developed in Arellano and Bover 1995 and


Blundell and Bond 1997).  The instruments for the regression in differences are the same


as above.  The instruments for the regression in levels are the lagged differences of the


corresponding variables.  These are appropriate instruments under the following


additional assumption: although there may be correlation between the levels of the right-


hand side variables and the country-specific effect in equation (2), there is no correlation


                                                
 3 An additional problem with the simple difference estimator relates to measurement error: differencing may exacerbate
the bias due to errors in variables by decreasing the signal-to-noise ratio (see Griliches and Hausman, 1986).
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between the differences of these variables and the country-specific effect.  This


assumption results from the following stationarity property,


 


 
[ ] [ ]
[ ] [ ] qandpallforXEXE
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 The additional moment conditions for the second part of the system (the regression in


levels) are:4


 


 ( ) ( )[ ] 0  ,2,1, =+⋅− −− tiititi yyE εη (7)


 ( ) ( )[ ] 0  ,2,1, =+⋅− −− tiititi XXE εη (8)


 


 Thus, we use the moment conditions presented in equations (4), (5), (7), and (8)


and employ a GMM procedure to generate consistent and efficient parameter estimates.


Using the moment conditions presented in equations (4), (5), (7), and (8), we


employ a Generalized Method of Moments (GMM) procedure to generate consistent


estimates of the parameters of interest and their asymptotic variance-covariance (Arellano


and Bond 1991, and Arellano and Bover 1995).  These are given by the following


formulas:


yZZXXZZX 'ˆ')'ˆ'(ˆ 111 −−− ΩΩ=θ (9)


11 )'ˆ'()ˆ( −−Ω= XZZXAVAR θ (10)


 


 where θ is the vector of parameters of interest (α, β), y is the dependent variable stacked


first in differences and then in levels, X is the explanatory-variable matrix including the


lagged dependent variable (yt-1, X) stacked first in differences and then in levels, Z is the


                                                
 4 Given that lagged levels are used as instruments in the differences specification, only the most recent difference is
used as instrument in the levels specification. Using other lagged differences would result in redundant moment
conditions. (see Arellano and Bover 1995).
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matrix of instruments derived from the moment conditions, and Ω̂ is a consistent estimate


of the variance-covariance matrix of the moment conditions. 5


Consistency of the GMM estimator depends on the validity of the instruments.


To address this issue we consider a specification test of the Sargan type.  This test of


over-identifying restrictions examines the overall validity of the instruments by analyzing


the sample analog of the moment conditions used in the estimation process.


Basic Results


Table 4 presents the estimation results. The Sargan test cannot reject the null


hypothesis of correct specification of our model.  The estimated coefficients on most


explanatory variables have the expected sign and are statistically significant.  First,


economic growth is affected by economic characteristics of development.  Thus, the


growth rate rises with a lower initial level of output (relative convergence effect), better


education and health of the population, and deeper financial markets.  Although openness


to international trade has a positive estimated coefficient, it is not statistically significant.


Second, economic growth is shaped by the country’s type of government.  Consequently,


the growth rate rises with smaller government size and lower black-market premium (less


relative price distortions).  Third, current international conditions also determine


economic growth.  Thus, the growth rate is higher in countries that face positive terms of


trade shocks.  The negative and significant coefficient on the period dummy variable


indicates that the period 1985-1998 was less propitious for growth throughout the world


than the previous fifteen years were.


Our regression model can be used to explain the changes over time in economic


growth for any country in the sample.  We cannot, however, explain the levels of growth


given that we do not estimate the unobserved country-specific effects (although we


control for them).  We are interested in assessing the extent to which our model can


account for the different growth performance before and after 1985.  We use the


                                                
5 In practice, Arellano and Bond (1991) suggest the following two-step procedure to obtain consistent and efficient
GMM estimates.  First, assume that the residuals, εi,t, are independent and homoskedastic both across countries and
over time. This assumption corresponds to a specific weighting matrix that is used to produce first-step coefficient
estimates. Then, construct a consistent estimate of the variance-covariance matrix of the moment conditions with the
residuals obtained in the first step, and use this matrix to re-estimate the parameters of interest (i.e. second-step
estimates). Asymptotically, the second-step estimates are superior to the first-step ones in so far as efficiency is
concerned.
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regression point estimates and the actual changes in the explanatory variables to construct


the regression projections.


We present the projection results for Chile and a few other Latin American


countries in Table 5.  The accuracy of the projection is not satisfactory in most cases.


Only for Colombia and Mexico the projected growth difference approximates closely its


actual value.  Brazil and Ecuador performed considerably below what the regression


projected, while Argentina, Peru, and especially Chile performed beyond their


projections.


The actual improvement in Chile’s growth rate after 1985 with respect to the


previous 15 years was 4.74 percentage points.  Our basic regression can account for only


about 45% of the growth acceleration.  The growth residual for Chile is 2.67 percentage


points and is one of the highest in comparison to other sample residuals.  (In fact, it is


found in the 12% upper tail of the distribution; see the histogram of residuals in Figure


8.)


In table 7, we assess the contribution of each explanatory variable to the projected


difference in the growth rate.  The variables that represent international conditions had


contrasting effects that almost cancel each other.  Thus, while positive terms of trade


shocks contributed to more than a 1 percentage-point increase in the growth rate after


1985, international conditions on economic activity subtracted more than 1 percentage


point from Chile’s growth acceleration over the same period.  The combined effect of the


human capital variables (education and life expectancy) was slightly over 1 percentage


point.  The increased depth of Chilean financial markets contributed about 0.75


percentage points to the growth acceleration, and a similar contribution resulted from the


combined effect of the reduction in the government-distortion variables (government


consumption and black-market premium).  The conditional-convergence effect actually


played in favor of growth after 1985 given that the initial level of income per capita in


this period was slightly lower than in the early 1970s.


Expanded Regression Model


Given that the basic model left unexplained more than half of the growth


improvement in Chile after 1985, we now expand the regression model, still following a


cross-national approach.  We do it by focusing on those areas in which Chile has changed
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most significantly since 1985 and recent growth literature deems to be important.  We


can distinguish three areas, and we chose a representative variable for each of them.


First, the area related to the political system, represented by Gastil’s civil liberties index.


The political system has recently received considerable attention in theoretical and


empirical growth papers; see, for instance, Przeworski and Limongi (1993)’s survey and


Barro (1996).  Second, variables capturing the availability of public infrastructure,


proxied by the number of telephone lines per capita.  The work by Loayza (1996) and


Calderón, Easterly, and Servén (2001) highlights the importance of public infrastructure


and public services in promoting economic growth.  And, third, the area dealing with the


comprehensiveness and complementarity of policy reforms, proxied by a dummy variable


that takes the value of 1 in countries where all growth-inducing policy variables are better


than the world median.  This concept has not yet received much attention in the literature;


however, the leading empirical work by Aziz and Wescott (1997) and theoretical work by


Acemoglu and Zilibotti (2001), among others, underscore its potential importance in


explaining growth differences across countries.  Figure 7 presents the evolution of these


variables for Chile and the world in the periods 1970-85 and 1986-98.  In the three cases,


Chile’s improvement is nothing short of remarkable.


Table 6 presents the results of the expanded regressions.  In the first three


columns, each of the additional explanatory variables is included in turn.  In the fourth


column, all of them are included jointly.  Civil liberties, telephone lines per capita, and


the dummy variable for policy complementarities enter significantly in their respective


regressions and with a positive sign that denotes a growth-improving effect.  The sign


and significance of their growth effects are maintained when the three variables are


jointly included in the regression, although the point estimates are somewhat reduced.


With the additional explanatory variables, we reassess the regression’s ability to


account for Chile’s growth improvement after 1985 with respect to the previous 15 years.


The corresponding results are presented in the second column of Table 7.  By including


civil liberties, public infrastructure, and policy complementarities we can account for


70% of the growth improvement.  The contribution of public infrastructure to the growth


acceleration in Chile is similar to the contribution related to the reduction in government


consumption, the expansion of education, or the diminution of the black market premium.







19


The contribution of civil liberties is even higher, placed in between the contributions of


greater financial depth and enhanced life expectancy.  The most remarkable result in the


expanded regression is given by the large contribution of policy complementarities,


which at 1.13 percentage points surpasses that of larger positive terms of trade shocks.


This indicates that there is an important premium of a reform strategy that is


comprehensive and targets all policy fronts.  This is a premium over the positive,


independent effect of isolated policy improvements, and it appears to be an important


growth determinant in other high-performing countries, such as Ireland, Korea, the


Netherlands, and Thailand.


Although the additional variables have improved the regression’s explanatory


power, we have failed to account for 30 percent of the actual increase in the Chilean


growth rate after 1985.  It is, however, unlikely that a cross-country approach would


advance more in this regard.  We have already included the most relevant variables for


this type of econometric exercise, and other variables are likely to be highly correlated


with those already present in the model.  Still, one possibility is that we have left out


some important variables that are difficult to measure and that relate to Chilean economic


development.  The other possibility, which we consider more likely, is that some of the


growth gains after 1985 do not reflect long-run developments but a cyclical recovery


from the recessionary period of the early 1970s and early 1980s.6


III. GROWTH IN THE FUTURE


What can be expected for Chile’s economic growth in the future?  Or put it


differently, what is Chile’s growth potential?  A proper answer to these questions calls


for a comprehensive, multifaceted approach.  In this section, we address the issue of


Chile’s future growth from the perspective of cross-national empirical results.  That is,


we use the estimates obtained in our cross-country, panel regressions to forecast


economic growth in Chile in the next 10 years.  To do so, we work under alternative


assumptions for the behavior of the variables that drive growth.


                                                
6 Another potential explanation has to do with error of measurement in GDP. Preliminary estimates show that in 1997-
1998 the old National Accounts over-estimated GDP growth in rough 0.75% per year.
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First we project growth under the assumption that the explanatory variables


continue their past trends into the next decade.  Therefore, we first estimate a linear,


logarithmic or quadratic trend, whichever provides the best fit, to each explanatory


variable.  The exceptions are initial income per capita and average years of educational


attainment, for which we simply take a value at the start of the forecasting period,


specifically an average of the years surrounding 2000.  Second, we use the estimated


regression coefficients to project the contribution of each variable to growth in the next


decade.  The results are presented in the first panel of Table 8.  The first column shows


the values of the explanatory variables corresponding to the period 1986-1998, and the


second column shows their respective values used in the growth projection for the next


decade.  The last two columns present the growth forecast under the simple and expanded


models, respectively.  The main conclusion from this exercise is that, if the evolution of


growth determinants follows the same trends as in the past, the per capita GDP growth


rate in the next decade will be between one-quarter and one-half of a percentage point


less than it was during 1986-98.7


Under the “continuing trend” assumption, we project a slight decrease in Chile’s


growth rate.  The fall in the growth rate occurs despite an improvement in most


explanatory variables.  The only one of these that is projected to reduce growth is the


terms of trade, which are expected to present less favorable shocks in the future.


Improvements in human capital, government efficiency, financial market, and


particularly public infrastructure are projected to have a beneficial impact on economic


growth.  However, this combined positive effect is not large enough to overcome the


forces of conditional convergence stemming from decreasing marginal returns.  The fact


that the initial income by 2001 is more than twice as large as the initial income by 1986


weighs heavily against growth in the next decade.


The second projection for Chilean growth in the next decade is based on the


assumption that Chile is able to jump at least to the 90th percentile of the world


distribution for each variable that drives growth in our model.  We also assume that the


current level of income remains unchanged while the growth determinants improve.  This


                                                
7 It is important to remember that the expanded model underestimates the GDP growth rate. Although the residual is
not statistically significant, it represents more than 1 percentage-point by year, which is economically significant.
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is clearly an unrealistic set of assumptions, particularly because improvements in human


capital, government efficiency, infrastructure, financial depth, and even civil liberties


constitute a process that normally accompanies income expansion.  However, we perform


this exercise because it may be useful in establishing some upper bounds for what can be


expected for growth in Chile under a strong process of development and economic


reforms.


The second panel of Table 8 presents the results of the second projection.  The


areas where Chile is currently below the top 10 percent in the world are education,


financial depth, openness, and public infrastructure.  Chile is already in this elite category


in the areas of life expectancy, government size, and price distortions.  According to the


basic model, by accessing the top 10 percent in growth determinants, Chile would obtain


0.7 percentage-points higher growth than in the past 15 years.  This growth acceleration


would be due mainly to the improvements in schooling and government efficiency.  The


expanded model is even more optimistic as it predicts an increase in the growth rate of


2.54 percentage points.  In this case the main contributors are improvements in schooling,


openness, civil liberties, and most importantly, public infrastructure.  As mentioned


above, progress in public infrastructure is concomitant to income expansion.  Therefore,


we should balance the predicted effect of public infrastructure under our “sharp progress”


assumptions with the growth-decreasing forces of conditional convergence, which we do


not consider in this exercise.


In our search for factors that explain the remarkable growth acceleration in Chile


after 1985, we concentrated on those variables for which we had data for the various


periods under consideration.  This may have excluded some relevant variables for which


only cross-country data were available.  Given that our focus in this section is on the


prospects for growth in Chile, we can go back to the question of what drives growth and


consider variables for which we only have cross-sectional information.  We then consider


four new areas.  The first one is the quality of education.  As Barro (2001) and Hanushek


and Kimko (2000) point out, the average number of schooling years is only a rough proxy


for human capital in the educational dimension.  It needs to be complemented by


measures of actual achievement, such as those derived from standardized test scores.  We


use the series in Barro and Lee (2000) and Hanushek and Kimko (2000), complemented
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by the TIMMs international test scores, to construct an index of the quality of education


for a sample of 42 countries (see the appendix for details).


The second area is related to the quality of governance, which comprises several


aspects of the institutional quality of the public administration.  The most important are


bureaucratic efficiency, absence of corruption, respect for and enforcement of contractual


agreements, and prevalence of law and order.  After the seminal work by Mauro (1995),


good governance has received increasing attention as a key determinant of economic


growth; see, for instance, the works by Knack and Keefer (1995), and Kaufman, Kraay,


and Zoido-Lobatón (1999b).  The measure of governance we use is an index developed


by Kaufman et al. (1999a), which in turn is derived from the principal components of a


number of independently collected subjective indices.


The third new area concerns microeconomic restrictions, more precisely, the


regulatory obstacles to the establishment of new enterprises.  As Hernando de Soto and


coauthors (1986) vividly illustrated in his study on red tape in Peru, entry restrictions for


new enterprises can be a serious obstacle to economic development.  Following de Soto’s


ideas, Djankov and others (2000) recently constructed a measure of entry restrictions for


a large sample of countries.  We use this measure and include it in our growth


regressions.


Finally, the fourth area is related to technological adoption.  Whether a country


develops or copies new technologies, its capacity and willingness to assimilate new


methods of production are bound to affect its growth potential.  See, for instance, Young


(1989, Ch. 6), Romer (1992), Beaudry and Green (2001), and Keller (2001).   In a recent


paper, Caselli and Coleman (2001) used the number of imported computers as a proxy for


technological adoption in a sample of countries.  We follow their example and use this


measure in our growth regressions.


Our purpose here is to obtain an estimate of the beneficial growth impact of


Chile’s advancing in the areas of educational quality, governance, microeconomic


restrictions, and technological adoption.  For this, we first need an estimate of the effect


of each of these variables on growth, which we obtain by adding each variable to our


basic model, one by one.  The results are presented in Table 9.  The estimated


coefficients are significant, carry the expected sign, and appear to be economically
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important, as discussed below.  We should note, however, that since these coefficients are


estimated considering only the basic model, part of their effect might be captured by the


variables of the expanded model or the variables representing the other three new areas.


Following our “sharp progress” assumptions, we measure the growth impact if


Chile were to jump to the top 10 percent of the world in the new four areas.  The results


are presented in the third panel of Table 8.  As the comparison between the second and


first columns shows, Chile is still far behind the best countries in the areas of educational


quality, microeconomic restrictions, and particularly technological adoption.  This large


gap coupled with the size of the regression coefficients produce the result that there are


potentially large gains from advancing in the three areas, particularly the quality of


education.  Thus, improvements in microeconomic restrictions would increase growth by


three-quarters of a percentage point; in technological adoption, by a little over one


percent; and in educational quality, by close to one and a half percentage point (see


column 3).  In the area of governance, Chile is close to the top 10 percent of countries;


however, the size of the corresponding coefficient is sufficiently large to cause a large


effect from even small improvements in governance.  In fact, the estimated gain in the


growth rate is about 0.7 percentage points.


IV. CONCLUSIONS


Economic growth in Chile since the mid 1980s has been remarkable for its high


level and persistence.  The country, however, has not been immune to the wave of


international crises in the late 1990s, and many people now wonder whether the golden


period of growth in Chile is a thing of the past.  In this context, this paper attempts to


shed light on the factors behind the high growth rates of the last 15 years and analyze the


extent to which they can be sustained in the future.


In the first place, we presented a set of stylized facts on economic growth in


Chile, which allowed us to identify the issues that deserved further investigation.  First,


Chile’s growth performance in the last 15 years has been substantially higher and less


volatile than in the typical country in Latin America and the world.  For Chile, the 1980s


was not a “lost decade” as it was in most of Latin America.  Second, an analysis of


sectoral value added shows that high growth in Chile was balanced across sectors, which
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suggests that growth was prompted by suitable general, macroeconomic conditions and


policies.  Third, growth accounting exercises indicate that the expansion of growth in the


latter period is driven by a combination of capital accumulation, labor force expansion,


and a significant and new increase in TFP.  And, fourth, dynamic analysis suggests that


Chilean high-growth was not caused, but followed, by saving, investment, and external


financing.  Taken together, the last two stylized facts also suggest that the jump in growth


was driven by policies and macroeconomic conditions that affected the economy’s


overall productivity.


Given these stylized facts, our first objective was to explain the sharp change in


the growth rate in Chile after 1985. There are several potential ways to address this issue,


and given our comparative advantage we chose an international perspective.  In fact,


considering the large body of recent empirical growth literature, we examined the extent


to which a cross-country approach can explain Chile’s growth performance.  We


formulated a basic regression model that contained the most popular variables in the


growth literature and estimated it using techniques suited for dynamic models of panel


data.  Our basic model allowed us to explain about 45% of the change in the growth rate


between 1970-85 and 1986-1998, which was 4.74 percentage points.  We found that the


variables that represent international conditions had contrasting effects that nearly cancel


each other.  The combined effect of human-capital variables was slightly over 1


percentage point.  The increased depth of Chilean financial markets contributed about


0.75 percentage points to the growth acceleration, and a similar contribution resulted


from the combined effect of the reduction in the variables that accounted for government-


induced distortions.


We then extended the basic model in a quest to explain a higher fraction of the


growth acceleration.  We included variables that have recently received attention in the


literature and in which Chile has made remarkable progress.  The expanded model


explained about 70% of the increase in the growth rate after 1985.  Improvements in the


political system and public infrastructure contributed about one-half of a percentage point


each, while a dummy variable that proxied for the comprehensiveness of policy reforms


accounted for more than one percentage point of the increase in the growth rate.  The last
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result is particularly interesting as it indicates that there exists a growth premium for


advancing the policy reform agenda in several fronts at the same time.


Continuing to follow a cross-country empirical approach, the last section of the


paper assesses what can be expected for growth in Chile in the next decade.  We


estimated that if the variables that drive growth continued their past trends into the future,


the growth rate of per capita GDP in the next decade would decrease between one-quarter


and one-half of a percentage point with respect to the rate in 1986-98.  The growth rate


would fall despite projected improvements in human capital, government efficiency,


financial market, and public infrastructure because their combined positive effect is not


large enough to overcome the forces of conditional convergence.


Finally, we attempt to search for new sources of economic growth for a country,


like Chile, that has already advanced in the basic determinants of growth.  These, rather


tentative exercises, indicate that Chile can increase its future growth by focusing on the


provision of public infrastructure and the enhancement of the quality of education.


Improving governance, eliminating excessive regulatory restrictions, and encouraging


technology adoption also appear to be promising venues for higher economic growth.
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Appendix 1: Variables and Sources


Variable Definition and construction Source


Output
 Real per capita GDP (in 1990 PPP
US$)


Ratio of total GDP to total population. GDP is in
1990 US$ and it is corrected in order to make it
internationally comparable using PPP


Summers and Heston (1991),
The World Bank (2000)


 Real GDP (in 1986 Chilean pesos) Constructed by splicing GDP in 1977 Ch$ (from
National Accounts 1960-1985) and GDP in 1986
Ch$ (from National Accounts 1985-2000)


Central Bank of Chile (2001)
and authors' elaboration


 Sectoral Shares in Total Value
Added (% of Total Value Added)


Constructed as percentage of total value added by
splicing GDP by economic sector in 1977 Ch$
(from National Accounts 1960-1985) and GDP by
economic sector in 1986 Ch$ (from National
Accounts 1985-2000)


Central Bank of Chile (2001)
and authors' construction


Physical and Human Capital
 Domestic Capital Stock (in 1986
Chilean pesos)


Constructed using the perpetual inventory
method. Depreciation rate is 4% by year. It was
assumed a ratio of capital to GDP of 2.5 in 1940.
Series of gross capital formation are taken from
Bennett, Schmidt-Hebbel, and Soto (2000)


Authors' construction using
Chilean National Accounts
and Bennett, Schmidt-Hebbel,
and Soto (2000)


 Investment (% of GDP) Ratio of Gross Domestic Investment (in 1986
Ch$) to GDP (in 1986 Ch$)


Bennett, Schmidt-Hebbel, and
Soto (2000) and Central Bank
of Chile (2001)


 National and Foreign Saving (% of
GDP)


Ratio of Gross National (Foreign) Saving  (in
1986 Ch$) to GDP (in 1986 Ch$)


Bennett, Schmidt-Hebbel, and
Soto (2000) and Central Bank
of Chile (2001)


 Labor Force, Total Working-age population taken from several
surveys


Central Bank of Chile (2001)
and authors' construction


Employment, Total Number of people actually working taken from
several labor surveys


Central Bank of Chile (2001)
and authors' construction


 Average Worked Hours Average numbers of hours actually worked by
worker


Occupation and Employment
Surveys of University of Chile


 Average Years of Schooling Average number of years of schooling in the
population


Barro and Lee (2000)


 Average Years of Secondary
Schooling


Average number of years of secondary schooling
in the population


Barro and Lee (2000)


 Life Expectancy at birth (years) Life expectancy at birth indicates the number of
years a newborn infant would live if prevailing
patterns of mortality at the time of its birth were
to stay the same throughout its life


The World Bank (2000)


 Labor Force Quality (Index) Normalized index constructed by combining
measures of standardized test scores taken from
several sources. In order to make it comparable
each observation was normalized by subtracting
each test’s average and dividing by each test’s
standard deviation. Hence a value of “n” means
the observation is “n” standard deviations distant
from the test average.


Authors' construction using
Barro and Lee (2000),
Hanushek and Kimko (2000),
and TIMSS (2000)


External Sector
 Terms of Trade Shocks Log difference of the terms of trade. Terms of


trade are defined as customary
The World Bank (2000)
"World Development
Indicators".


 Openness (% of GDP) Ratio of the sum of real exports and real imports
to real GDP


Summers and Heston (1991),
The World Bank (2000)


Finance
Domestic Credit to the Private
Sector (% of GDP)


Ratio of the stock of domestic credit to the private
sector to GDP


Beck, Demirguc-Kunt and
Levine (2000)







Government-Induced
Distortions
 Black Market Premium (BMP) Calculated as (parallel exchange rate/official


exchange rate-1)); Values for industrial countries
are added as 0


Wood (1988), International
Currency Analysis (various
issues)


Democracy and Governance
 Governance (Index) Qualitative variable measuring the overall


quality of governance in the country, including
the efficiency and honesty of the bureaucracy, the
rule of law, and the peaceful resolution of
conflicts. The index goes from 0 (the lowest level
of governance) to 1 ((the highest level of
governance.) Since there is only one observation
available by country, it is tried in empirical
estimations as a country specific effect


Kaufmann, Kraay, and Zoido-
Lobaton (1999)


 Civil Liberties (Index) Civil liberties are defined as rights to free
expression, to organize or demonstrate, as well as
rights to a degree of autonomy such as is
provided by freedom of religion, education, travel,
and other personal rights. Countries are
classified in seven categories. The original
ranking from one to seven was converted here to
a scale from 0 to 1, where 0 corresponds to the
fewest rights (rank seven) and 1 to the most
rights (rank one).


Freedom House


 Microeconomic Distortions
(Number)


Measure of the number of different bureaucratic
procedures necessary to open a new business.  It
goes from 2 (the lowest value, Canada) to 20 (the
highest value, Bolivia)


Djankov and others (2000)


 For-Growth Institutions (Dummy
variable)


Dummy variable that takes the value of 1 if a
country is above the world median in the
following variables: secondary years of schooling,
life expectancy, domestic credit to private sector,
and openness; and bellow the world median in
the following variables: government consumption
and black market premium. Otherwise, the
variable equals to 0


Authors' construction


Infrastructure
 Main Telephone Lines per 1000
workers


Telephone mainlines are telephone lines
connecting a customer's equipment to the public
switched telephone network. Data are presented
per 1,000 workers for the entire country.


Canning (1998), International
Telecommunications Union


 Imported Computers per worker Computer imports in US$ per worker. Computers
are defined as imports of assembled computers,
as well as imports of key components, such as
central processing units, memory chips, storage
devices, and peripherals.


Caselli and Coleman (2001)


Government
 Government Consumption (%
GDP)


The of government consumption to GDP Summers and Heston (1991),
The World Bank (2000)







Figure 1: Economic Growth in Chile, LAC, and the World, 1961-99
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Figure 2: Average level and variability of the growth rate, 1986-99
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Figure 3: Sectoral Economic Growth in Chile, 1961-2000
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Figure 4: Composition of GDP by Sector, Chile 1960-2000
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Figure 5A: Growth Accounting in Chile, 1961-2000
(Sollow Residual)
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Figure 5B: Growth Accounting in Chile, 1961-2000
(Adjusted Sollow Residual)
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Figure 6: Basic Growth  Determinants 1971-1985 vs. 1986-1998
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Figure 7: Growth Additional Determinants 1971-1985 vs. 1986-1998
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Figure 8: Histogram of Residuals, Basic Regression
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Table 1: Sectoral Output Growth in Chile, 1961-2000


Sector 61-00 61-85 86-00


Primary 4.1% 2.8% 6.2%


Agriculture and Livestock 3.2% 2.0% 5.1%


  Fishing 8.0% 6.8% 10.0%


  Mining and Quarrying 4.4% 3.2% 6.3%


Industry 3.5% 2.2% 5.6%


  Manufacturing 3.4% 2.3% 5.3%
  Construction 5.5% 4.9% 6.5%
  Gas, Electricity and Water 3.0% 1.0% 6.4%


Services 4.2% 3.0% 6.2%
  Wholesale and retail trade 4.3% 2.3% 7.8%
  Transport and Communications5.8% 3.7% 9.5%
  Banking 7.1% 6.8% 7.6%
  Public Administration 2.3% 1.6% 3.5%
  Other Services 2.3% 2.5% 1.9%


GDP 4.1% 2.5% 6.6%


Source: Central Bank of Chile (2001).







Table 2: Growth Accounting in Chile, 1961-2000


Physical Labor       Total Factor Productivity
Output Capital Force TFP1  TFP2  


A. Growth Accounting 1: Traditional-Sollow Residual


A.1 Annual Growth Rates


1961-1985 2.54% 2.68% 2.34% …  …  


1986-2000 6.64% 6.02% 1.74% …  …  


A.2 Contribution to Output Growth (TFP1 = Solow Residual)


1961-1985 2.54% 1.07% 1.40% 0.07% …  


1986-2000 6.64% 2.41% 1.04% 3.19% …  


A. Growth Accounting 2: Including Adjustments for Inputs Utilization and Human Capital


B.1 Annual Growth Rates


1961-1985 2.54% 2.38% 2.42% …  …  


1986-2000 6.64% 6.16% 3.84% …  …  


B.2 Contribution to Output Growth (TFP2 = Solow Residual after Controlling for Inputs Utilization and Human Capital)


1961-1985 2.54% 0.95% 1.45% …  0.14%


1986-2000 6.64% 2.46% 2.30% …  1.87%


Memo:
Change


Maq. and Equ. 
Capital


Capital 
Utilization


Years of 
Schooling


Employment Worked Hours Unemployment Rate


1961-1985 2.18% -0.29% 0.20% 1.59% -0.19% 7.04%


1986-2000 9.11% 0.14% 0.81% 3.08% -0.07% -1.77%


Growth Rates







Table 3: Investment, Domestic and Foreign Saving, and Growth in Chile
VAR Estimation, Annual Data, 1961-2000


Investment Growth Saving Growth
Foreign 
Saving Growth


Growth (-1) 0.1580 ** 0.3302 * -0.1200 0.3113 * 0.2525 ** 0.3058 *


(Std. Error) (0.0730)       (0.1724)     (0.1553)     (0.1789)     (0.1124)     (0.1630)     


Investment (-1) 0.8269 ** -0.0359


(Std. Error) (0.0808)       (0.1908)     


Saving (-1) 0.7747 ** 0.0105


(Std. Error) (0.1287)     (0.1482)     


Foreign Saving (-1) 0.5573 ** -0.0563


(Std. Error) (0.1350)     (0.1958)     


R Squared 0.8076         0.1013       0.5359       0.1005       0.3416       0.1025       


Observations 39 39 39 39 39 39


Note: Savings and Investment expressed as ratios to GDP. Growth rate is the real per capita GDP growth rate.
* (**) Significant at the 10 (5) percent level.


VAR (1) VAR (2) VAR (3)







Table 4: Determinants of Economic Growth, Basic Regression
Estimation Technique: Arellano and Bover (1995)
GMM-IV System Estimator


Dependent Variable: Growth Rate of GDP per Capita


Constant 0.1405
(0.1543)


Initial GDP per capita -0.0206 **
(in logs) (0.0059)


Initial Average Years of Schooling 0.0226 **
(in logs) (0.0068)


Life Expectancy 0.0653 *
(in logs) (0.0417)


Domestic Credit to Private Sector 0.0089 *
(as ratio to GDP, in logs) (0.0049)


Government Consumption -0.0772 *
(as ratio to GDP, in logs) (0.4797)


Black Market Premium -0.0620 **
(in log of 1 + bmp) (0.0274)


Openness 0.0033
(as ratio of exports plus imports to GDP, in logs) (0.0063)


Terms of Trade Shocks 0.1912 **
(log difference of the terms of trade) (1.7153)


Dummy 1986-1998 vs. 1970-1985 -0.0127 **
(0.0031)


Sargan Test (p-value) 0.152
   (Ho: Instruments are valid) 
Number of Countries/Observations 46/138


Numbers in parentheses represent standard errors.
* (**) Significant at the 10 (5) percent level.







Table 5:  Comparison of Actual and Projected Growth Changes
for Selected Latin American Countries, Basic Regression


Actual Projected Residual
Latin American Countries


Argentina 1986-98 vs. 1970-85 1.98% -0.06% 2.04%


Brazil 1986-98 vs. 1970-85 -2.87% -0.85% -2.02%


Chile 1986-98 vs. 1970-85 4.74% 2.08% 2.67% +


Colombia 1986-98 vs. 1970-85 -0.96% -0.55% -0.41%


Ecuador 1986-98 vs. 1970-85 -3.67% 0.91% -4.58% **


Mexico 1986-98 vs. 1970-85 -0.81% -0.96% 0.16%


Peru 1986-98 vs. 1970-85 0.76% -0.75% 1.51%


Notes: The standard deviation for the residuals is 0.016478 for the 1986-1998 period.
* (**) {+} indicates that the residual is different from zero at the 10 (5) {12} percent significance level.







Estimation Technique: Arellano and Bover (1995)
GMM-IV System Estimator


Dependent Variable: Growth Rate of GDP per Capita
(1) (2) (3) (4)


Constant 0.1465 -0.0438 0.1942 0.2239
(0.1385) (0.1397) (0.1553) (0.1454)  


Initial GDP per capita -0.0182 ** -0.0534 ** -0.0191 ** -0.039 **
(in logs) (0.0065) (0.0079) (0.0039) (0.0051)  


Initial Average Years of Schooling 0.0181 ** 0.02125 ** 0.0222 ** 0.021 **
(in logs) (0.0088) -0.00657 (0.0069) (0.0066)  


Life Expectancy 0.0418 0.1890 ** 0.1961 ** 0.1000 **
(in logs) (0.0453) (0.0305) (0.0576) (0.0281)  


Domestic Credit to Private Sector 0.0086 * 0.0080 * 0.0037 0.0002
(as ratio to GDP, in logs) (0.0048) (0.0050) (0.0035) (0.0042)  


Government Consumption -0.0682 -0.1136 ** -0.0531 * -0.0909 **
(as ratio to GDP, in logs) (0.0463) (0.0488) (0.0332) (0.0348)  


Black Market Premium -0.0443 * -0.0841 ** -0.0696 ** -0.0804 **
(in log of 1 + bmp) (0.0232) (0.0225) (0.0267) (0.0177)  


Terms of Trade Shocks 0.1613 ** 0.1799 ** 0.1961 ** 0.1578 **
(log difference of the terms of trade) (0.0497) (0.0365) (0.0576) (0.0279)  


Openness -0.0015 0.0150 ** -0.0031 0.0102 **
(as ratio of exports plus imports to GDP, in logs) (0.0056) (0.0046) (0.0050) (0.0029)  


Dummy 1986-1998 vs. 1970-1985 -0.0098 ** -0.0272 ** -0.0122 ** -0.0199 **
(0.0032) (0.0034) (0.0023) (0.0019)  


Civil Liberties 0.0182 ** …  …  0.0140 *
(Gastil) (0.0084) …  …  (0.0075)  


Main Telephone Lines …  0.0820 ** …  0.0670 **
(as lines per 1000 workers) …  (0.0150) …  (0.0120)  


Policy Complementarities …  …  0.0147 * 0.0141 **
…  …  (0.0084) (0.0043)  


Sargan Test (p-value) 0.126 0.668 0.248 0.628
   (Ho: Instruments are valid) 
Number of Countries/Observations 46/138 46/138 46/138 46/138


Numbers in parentheses represent standard errors.
* (**) Significant at the 10 (5) percent level.


Table 6: Determinants of Economic Growth, Expanded Regression







Table 7:  Sources of Growth, Change in Per-Capita Growth Rate 1986-1998 vs. 1971-1985


Sources Basic Expanded


Actual Growth 4.74% 4.74%


Projected Growth 2.08% 3.32%


Initial Income per capita 0.07% 0.12%
Initial Average Years of Schooling 0.38% 0.37%
Life Expectancy 0.63% 0.82%
Terms of Trade Shocks 1.13% 1.09%
Domestic Credit to Private Sector 0.72% 0.46%
Government Size 0.50% 0.38%
Black Market Premium 0.32% 0.36%
Openness 0.11% -0.01%
Time Dummies -1.27% -1.44%
Civil Liberties …  0.59%
Main Telephone Lines …  0.38%
Policy Complementarities …  1.13%


Residual 2.67% 1.43%


Residual, Alternative Regressions
Residuals P-value


Simple (Table 4) 2.67% 0.120
Civil Liberties (Table 6, column 1) 2.34% 0.354
Main Telephone Lines (Table 6, column 2) 2.43% 0.263
Policy Complementarities (Table 6, column 3) 1.78% 0.333
All (Table 6, column 4) 1.43% 0.515







Table 8:   Growth Forecasts


Change in Per-Capita Growth Rate, Several Specifications
Sources 1986-1998  Projected 2001-2010


Basic Expanded
Actual Per-Capita GDP Growth Rate 4.52% -0.50% -0.28%


Initial Income per capita* 4,236                9,702           -1.71% -3.21%
Initial Average Years of Schooling* 6.87                  7.55             0.21% 0.19%
Life Expectancy 74.29                77.15           0.25% 0.38%
Domestic Credit to Private Sector 56.5% 87.7% 0.39% 0.01%
Government Size 9.2% 7.3% 0.15% 0.17%
Black Market Premium 11.1% 0.00% 0.65% 0.85%
Openness 75.5% 93.9% 0.06% 0.19%
Civil Liberties 0.71                  0.83             …  0.17%
Main Telephone Lines 109.09              253.07          …  0.96%
Policy Complementarities 1.00 1.00             …  0.00%
Terms of Trade Shocks 0.89% -1.72% -0.50% -0.41%


Sources  Projected 2001-2010 Percentil >=90 in the World


Basic Expanded


0.70% 2.54%
Avg. Years Schooling* 7.55                  9.27             0.46% 0.42%
Life Expectancy* 77.15                77.15           0.00% 0.00%
Domestic Credit to Private Sector 87.7% 103.4% 0.15% 0.00%
Government Size 7.3% 7.3% 0.00% 0.00%
Black Market Premium 0.00% 0.00% 0.00% 0.00%
Openness 93.9% 119.7% 0.09% 0.26%
Civil Liberties 0.83                  1.00             …  0.23%
Main Telephone Lines 253.07              494.79          …  1.62%
Policy Complementarities 1.00                  1.00             …  0.00%


Sources (See Table 9) 1986-1998 Percentil >=90 in the World
Quality of Education -0.96 0.60             1.48%
Governance 0.71 0.79             0.71%
Microeconomic Restrictions 12.00 5.00             0.74%
Technology Adoption 15.37 191.15          1.09%


The variables are defined as in the cross-country regressions
* Values are intial and non projected 


 Projected Change in Growth


Change in Growth


Change in Growth







Table 9: Determinants of Economic Growth, Additional Factors
Estimation Technique: Arellano and Bover (1995)
GMM-IV System Estimator


Dependent Variable: Growth Rate of GDP per Capita
(1) (2) (3) (4)


Constant 0.3889    0.1618 -0.1845 0.0903
(0.1883)  (0.1537)  (0.1419) (0.1661)  


Initial GDP per capita -0.0091 -0.0257 ** -0.0126 ** -0.0280 **
(in logs) (0.0057)  (0.0060)  (0.0054) (0.0062)  


Initial Average Years of Schooling -0.0148 * 0.0118 * -0.0115 0.0187 **
(in logs) (0.0080)  (0.0069)  (0.0090) (0.0074)  


Life Expectancy 0.0375 0.0752 ** 0.1598 ** 0.1108 **
(in logs) (0.0394)  (0.0364)  (0.0246) (0.0393)  


Domestic Credit to Private Sector 0.0012 0.0043 -0.0059 0.0048
(as ratio to GDP, in logs) (0.0025)  (0.0050)  (0.0041) (0.0036)  


Government Consumption 0.0614 ** -0.1577 ** -0.0799 ** -0.0408
(as ratio to GDP, in logs) (0.0216)  (0.0528)  (0.0287) (0.0312)  


Black Market Premium -0.0933 ** -0.0669 ** -0.0752 ** -0.0748 **
(in log of 1 + bmp) (0.0123)  (0.0295)  (0.0270) (0.0229)  


Openness -0.0007 0.0024 0.0145 ** 0.0025
(as ratio of exports plus imports to GDP, in logs) (0.0043)  (0.0056)  (0.0044) (0.0048)


Terms of Trade Shocks 0.1156 ** 0.1941 ** 0.1813 ** 0.1708 **
(log difference of the terms of trade) (0.0482)  (0.0505)  (0.0700) (0.0497)  


Dummy 1986-1998 vs. 1970-1985 -0.0028 -0.0079 ** -0.0137 ** -0.0178 **
(0.0028)  (0.0027)  (0.0022) (0.0027)  


Quality of Education 0.0095 ** …  …  …  
(as a normalized index) (0.0049)  …  …  …  


Governance …  0.0840 ** …  …  
(Index with range 0 to 1) …  (0.0270)  …  …  


Microeconomic Restrictions …  …  -0.0011 ** …  
(Number of procedures to open a firm) …  …  (0.0005) …  


Technology Adoption …  …  …  0.0001 **
(Imported computers per worker) …  …  …  (0.0000)  


Sargan Test (p-value) 0.146 0.161 0.261 0.236
   (Ho: Instruments are valid) 42/126 45/135 37/111 44/132
Number of Countries/Observations


Numbers in parentheses represent standard errors.
* (**) Significant at the 10 (5) percent level.








Wuhqgv/ f|fohv dqg frqyhujhqfh


Dqguhz Kduyh|


Idfxow| ri Hfrqrplfv/ Xqlyhuvlw| ri Fdpeulgjh


Qryhpehu 46/ 5334


Devwudfw


Wklv duwlfoh �uvw glvfxvvhv zd|v ri ghfrpsrvlqj d wlph vhulhv lqwr wuhqg


dqg f|folfdo frpsrqhqwv/ sd|lqj sduwlfxodu dwwhqwlrq wr d qhz fodvv ri


prgho iru f|fohv1 Lw lv vkrzq krz xvlqj dq dx{loldu| vhulhv fdq khos


wr dfklhyh d pruh vdwlvidfwru| ghfrpsrvlwlrq1 D glvfxvvlrq ri edodqfhg


jurzwk wkhq ohdgv rq wr wkh frqvwuxfwlrq ri qhz prghov iru frqyhujlqj


hfrqrplhv1 Wkh suhihuuhg prghov frpelqh xqrevhuyhg frpsrqhqwv zlwk


dq huuru fruuhfwlrq phfkdqlvp dqg doorz d ghfrpsrvlwlrq lqwr wuhqg/ f|foh


dqg frqyhujhqfh frpsrqhqwv1 Wklv surylghv lqvljkw lqwr zkdw kdv kds0


shqhg lq wkh sdvw/ hqdeohv wkh fxuuhqw vwdwh ri dq hfrqrp| wr eh pruh


dffxudwho| dvvhvvhg dqg jlyhv d surfhgxuh iru wkh suhglfwlrq ri ixwxuh re0


vhuydwlrqv1 Wkh phwkrgv duh dssolhg wr gdwd rq wkh XV/ Mdsdq dqg Fkloh1


NH\ZRUGV= Edqg sdvv �owhu/ huuru fruuhfwlrq/ Ndopdq �owhu/ vwdwh


vsdfh/ wxuqlqj srlqw/ xqrevhuyhg frpsrqhqwv1


4 Lqwurgxfwlrq


Ghwhuplqlqj wxuqlqj srlqwv lq wkh exvlqhvv f|foh lv d gl!fxow sureohp1 Pdnlqj
vhqvleoh suhglfwlrqv frqfhuqlqj wkh jurzwk sdwk ri dq hfrqrp| lq wkh phglxp
ru orqj whup lv hyhq kdughu1 Wkh dlp ri wklv duwlfoh lv wr h{soruh zkdw fdq eh
dfklhyhg e| dqdo|vlqj dqg prgholqj wlph vhulhv revhuydwlrqv rq JGS dqg rwkhu
pdfurhfrqrplf wlph vhulhv1


Vhsdudwlqj rxw wuhqgv dqg f|fohv lv ixqgdphqwdo wr d jrrg ghdo ri hfrqrplf
dqdo|vlv1 Lw lv riwhq grqh e| dsso|lqj �owhuv lq d udwkhu duelwudu| idvklrq1 Iru
h{dpsoh/ wkh orz0sdvv �owhu lqwurgxfhg e| Krgulfn dqg Suhvfrww +4<<:, lv iuh0
txhqwo| xvhg wr uhpryh wuhqgv lq vlwxdwlrqv zkhuh lw fdq fuhdwh frqvlghudeoh
glvwruwlrqv> vhh Kduyh| dqg Mdhjhu +4<<6, dqg Frjoh| dqg Qdvrq +4<<8,1 Udwkhu
wkdq vlpso| gh�qlqj wkh f|foh dv wkh ghwuhqghg vhulhv/ d edqg sdvv �owhu pd|
eh xvhg wr h{wudfw lw/ wkh dujxphqw ehlqj wkdw kljk iuhtxhqf| dv zhoo dv orz
iuhtxhqf| frpsrqhqwv qhhg wr eh uhpryhg1 Ed{whu dqg Nlqj +4<<<, frqvlghu
wkh ghvljq ri edqg sdvv �owhuv dqg wkhlu lpsohphqwdwlrq lq �qlwh vdpsohv1 Wkhlu
sulph frqfhuq lv wr dssur{lpdwh wkh clghdo* �owhu/ d shuihfwo| vkdus edqg sdvv
�owhu zklfk uhpryhv doo iuhtxhqflhv rxwvlgh d fhuwdlq udqjh1 Krzhyhu/ dv zlwk
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wkh Krgulfn0Suhvfrww +KS, �owhu/ frqvlghudeoh glvwruwlrqv fdq dulvh dv vkrzq e|
Pxuud|+5334,1


Wkh ylhz h{suhvvhg lq wklv sdshu lv wuhqgv dqg f|fohv duh ehvw frqvwuxfwhg
xvlqj xqrevhuyhg frpsrqhqw/ ru vwuxfwxudo/ wlph vhulhv prghov1 Wkh sdudphwhuv
lq vxfk prghov duh w|slfdoo| hvwlpdwhg e| pd{lpxp olnholkrrg dqg/ rqfh wklv
kdv ehhq grqh/ rswlpdo hvwlpdwhv ri wkh frpsrqhqwv duh rewdlqhg e| vprrwklqj
dojrulwkpv1 Wkh fdofxodwlrqv duh prvw hdvlo| shuiruphg e| sxwwlqj wkh prgho
lq vwdwh vsdfh irup1


Vhfwlrq 5 ehjlqv e| glvfxvvlqj wkh edvlf lghdv ri vwuxfwxudo wlph vhulhv prghov
dqg uhylhzlqj wkh olqn zlwk wkh KS �owhu1 Dq h{whqghg fodvv ri f|folfdo prghov lv
wkhq lqwurgxfhg1 Kduyh| dqg Wulpexu +5334, surgxfh dujxh wkdw wkhvh prghov
hqdeoh vprrwkhu f|fohv wr eh h{wudfwhg dqg wkdw wkh| ohdg wr d pruh vdwlvidfwru|
ghfrpsrvlwlrq lqwr wuhqg dqg f|foh dw wkh hqg ri wkh vhulhv1 Wkh h{wudfwlrq ri
wkhvh jhqhudolvhg f|fohv lv forvho| olqnhg wr wkh dssolfdwlrq ri Exwwhuzruwk edqg
sdvv �owhuv1 Wkhvh �owhuv duh zlgho| xvhg lq hqjlqhhulqj exw kdyh rqo| uhfhqwo|
ehhq lqwurgxfhg lqwr hfrqrplf vwdwlvwlfv> vhh Jrph} +5334,1 Wkh dqdo|vlv ri
vxfk �owhuv uhyhdov wkdw d prgho |lhoglqj wkh htxlydohqw ri dq lghdo edqg sdvv
�owhu fdq eh rewdlqhg dv d olplwlqj fdvh1 Ilwwlqj prghov zlwk wkh jhqhudolvhg
f|folfdo frpsrqhqw wr XV pdfurhfrqrplf vhulhv looxvwudwhv wkh srlqw derxw wkhlu
|lhoglqj fohduhu dqg vprrwkhu f|fohv wkdq duh qrupdoo| rewdlqhg1


Vwuxfwxudo prghov fdq dovr eh h{whqghg vr dv wr lqfoxgh pruh wkdq rqh f|foh1
D prgho zlwk wzr f|fohv wxuqv rxw wr zrun zhoo rq txduwhuo| Fklohdq JGS gdwd1


Pxowlyduldwh prghov duh glvfxvvhg lq vhfwlrq 61 D uhodwhg vhulhv zlwk d
pruh surqrxqfhg f|foh/ vxfk dv lqyhvwphqw/ pd| khos lq h{wudfwlqj d cehw0
whu* f|foh iurp JGS1 Pxowlyduldwh prghov fdq dovr eh vhw xs vr dv wr kdqgoh
hfrqrplhv zklfk kdyh frqyhujhg dqg vr kdyh d vwdeoh uhodwlrqvkls1 Wkhvh duh
fdoohg edodqfhg jurzwk prghov1 Krzhyhu/ wkh pruh uhohydqw txhvwlrq iru ghyho0
rslqj hfrqrplhv/ vxfk dv Fkloh/ lv zkhwkhu frqyhujhqfh lv dfwxdoo| wdnlqj sodfh1
Vhfwlrq 7 h{dplqhv zd|v ri dvvhvvlqj dqg prgholqj frqyhujhqfh ehwzhhq wzr
hfrqrplhv1 D g|qdplf huuru fruuhfwlrq prgho lv sursrvhg dqg wkhq h{whqghg vr
dv wr lqfrusrudwh d phfkdqlvp zklfk doorzv frqyhujhqfh wr wdnh sodfh vprrwko|1
Xqrevhuyhg frpsrqhqw dqg dxwruhjuhvvlyh yhuvlrqv ri wkhvh prghov duh �wwhg wr
shu fdslwd gdwd rq JGS lq wkh XV dqg Mdsdq1


Vhfwlrq 8 eulqjv wrjhwkhu wkh pdwhuldo iurp wkh hduolhu vhfwlrqv wr vhw rxw
elyduldwh prghov iru wkh ohyhov ri wzr frqyhujlqj hfrqrplhv1 Wkh suhihuuhg
prghov frpelqh xqrevhuyhg frpsrqhqwv zlwk dq huuru fruuhfwlrq phfkdqlvp
dqg doorz d ghfrpsrvlwlrq lqwr wuhqg/ f|foh dqg frqyhujhqfh frpsrqhqwv1 Wklv
surylghv lqvljkw lqwr zkdw kdv kdsshqhg lq wkh sdvw/ hqdeohv wkh fxuuhqw vwdwh
ri dq hfrqrp| wr eh pruh dffxudwho| dvvhvvhg dqg jlyhv d surfhgxuh iru wkh
suhglfwlrq ri ixwxuh revhuydwlrqv1 Wkh surshuwlhv ri wkhvh prghov duh h{soruhg
dqg wkh| duh �wwhg wr wkh Mdsdqhvh dqg XV vhulhv1 Ilqdoo| wkh vfrsh iru xvlqj
wkhvh prghov iru pdnlqj phglxp whup suhglfwlrqv iru Fkloh lv dvvhvvhg1
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5 Wuhqgv/ f|fohv dqg edodqfhg jurzwk


514 Xqlyduldwh prghov


Wkh orfdo olqhdu wuhqg prgho iru d vhw ri revhuydwlrqv/ |w> w @ 4> ==> W> frqvlvwv ri


vwrfkdvwlf wuhqg dqg luuhjxodu frpsrqhqwv/ wkdw lv


|w @ �
w
. %w> w @ 4> ===> W= +4,


Wkh wuhqg/�
w
> uhfhlyhv vkrfnv wr erwk lwv ohyho dqg vorsh vr


�
w


@ �
w�4


. �
w�4


. �
w
> �


w
� QLG+3> �5�,>


�w @ �w�4 . �w> �w � QLG+3> �5�,>
+5,


zkhuh wkh luuhjxodu/ ohyho dqg vorsh glvwxuedqfhv/ %w/�w dqg �w/ uhvshfwlyho|/


duh pxwxdoo| lqghshqghqw dqg wkh qrwdwlrq QLG
�
3> �5


�
ghqrwhv qrupdoo| dqg


lqghshqghqwo| glvwulexwhg zlwk phdq }hur dqg yduldqfh �51 Li erwk yduldqfhv


�5� dqg �5� duh }hur/ wkh wuhqg lv ghwhuplqlvwlf1 Zkhq rqo| �5� lv }hur/ wkh vorsh


lv �{hg dqg wkh wuhqg uhgxfhv wr d udqgrp zdon zlwk guliw


�w @ �w�4 . � . �w= +6,


Doorzlqj �5� wr eh srvlwlyh/ exw vhwwlqj �5� wr }hur jlyhv dq lqwhjudwhg udqgrp


zdon +LUZ , wuhqg/ zklfk zkhq hvwlpdwhg whqgv wr eh uhodwlyho| vprrwk1 Wklv


prgho lv htxlydohqw wr d fxelf vslqh dqg lv riwhq uhihuuhg wr dv wkh cvprrwk wuhqg *


prgho1


Wkh vwdwlvwlfdo wuhdwphqw ri xqrevhuyhg frpsrqhqw prghov lv edvhg rq wkh


vwdwh vsdfh irup +VVI,1 Rqfh d prgho kdv ehhq sxw lq VVI/ wkh Ndopdq �owhu


|lhogv hvwlpdwruv ri wkh frpsrqhqwv edvhg rq fxuuhqw dqg sdvw revhuydwlrqv1


Vljqdo h{wudfwlrq uhihuv wr hvwlpdwlrq ri frpsrqhqwv edvhg rq doo wkh lqirupdwlrq


lq wkh vdpsoh1 Vljqdo h{wudfwlrq lv edvhg rq vprrwklqj uhfxuvlrqv zklfk uxq


edfnzdugv iurp wkh odvw revhuydwlrq1 Suhglfwlrqv duh pdgh e| h{whqglqj wkh


Ndopdq �owhu iruzdug1 Urrw phdq vtxduh huuruv +UPVHv, fdq eh frpsxwhg iru


doo hvwlpdwruv dqg suhglfwlrq lqwhuydov frqvwuxfwhg1


Wkh xqnqrzq yduldqfh sdudphwhuv duh hvwlpdwhg e| frqvwuxfwlqj d olnholkrrg


ixqfwlrq iurp wkh rqh0vwhs dkhdg suhglfwlrq huuruv/ ru lqqrydwlrqv/ surgxfhg


e| wkh Ndopdq �owhu1 Wkh olnholkrrg ixqfwlrq lv pd{lpl}hg e| dq lwhudwlyh


surfhgxuh1 Wkh fdofxodwlrqv fdq eh grqh zlwk wkh VWDPS sdfndjh ri Nrrspdq


hw do +5333,1 Rqfh hvwlpdwhg/ wkh �w ri wkh prgho fdq eh fkhfnhg xvlqj vwdqgdug


wlph vhulhv gldjqrvwlfv vxfk dv whvwv iru uhvlgxdo vhuldo fruuhodwlrq1


KS �owhulqj fdq eh fduulhg e| dsso|lqj d vljqdo h{wudfwlrq dojrulwkp wr d


vshfldo fdvh ri wkh vprrwk wuhqg prgho lq zklfk wkh vljqdo0qrlvh udwlr/ t @


�5�@�
5


%> lv vhw wr 424933 iru txduwhuo| gdwd1 Iljxuh 4 vkrzv f|foh rewdlqhg iurp


KS ghwuhqglqj ri txduwhuo|/ vhdvrqdoo| dgmxvwhg4 gdwd rq JGS iru Fkloh1 Wkh


4Vhdvrqdo dgmxvwphqw zdv fduulhg rxw xvlqj wkh edvlf [0450DULPD rswlrq lq SfJlyh
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Iljxuh 4= KS �owhu iru Fkloh JGS +vhdvrqdoo| dgmxvwhg,


uhvxow lv d udwkhu qrlv| vhulhv iurp zklfk qr fohdu phvvdjh hphujhv/ sduwlfxoduo|
wrzdugv wkh hqg1 Wkh KS �owhu dssolhg wr XV JGS lv pruh vdwlvidfwru| lq wkdw
wkh exvlqhvv f|foh hphujhv fohduo|/ exw djdlq lw lv qrw fohdu zkdw lv kdsshqlqj
dw wkh hqg ri wkh vhulhv> wkh KS f|foh lv yhu| vlplodu wr rqh vkrzq lq �jxuh 5


Hvwlpdwlqj wkh sdudphwhuv ri d vprrwk wuhqg prgho iru JGS zloo qrw xvxdoo|
uhvxow lq d KS f|foh dv wkhuh lv qrwklqj lq wkh prgho wr glvwlqjxlvk orqj0whup
iurp vkruw0whup pryhphqwv1 Vkruw0whup pd| eh fdswxuhg e| lqfoxglqj d vhuldoo|
fruuhodwhg vwdwlrqdu| frpsrqhqw/ #


w
> lq wkh prgho1 Wkxv


|w @ �
w
. #


w
. %w> w @ 4> ===> W +7,


Dq dxwruhjuhvvlyh surfhvv lv riwhq xvhg iru #
w
> dv lq Nlwdjdzd dqg Jhuvfk +4<<9,1


Dqrwkhu srvvlelolw| lv wkh vwrfkdvwlf f|foh


5
7


#
w


#
�


w


6
8 @ �


5
7


frv�f vlq�f


� vlq�f frv�f


6
8
5
7
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#
�


w�4


6
8.


5
7


�w


��w


6
8 > w @ 4> ===> W> +8,


zkhuh �f lv iuhtxhqf| lq udgldqv dqg �w dqg ��w duh wzr pxwxdoo| lqghshqghqw
zklwh qrlvh glvwxuedqfhv zlwk }hur phdqv dqg frpprq yduldqfh �5�= Jlyhq wkh
lqlwldo frqglwlrqv wkdw wkh yhfwru +#


3
> #�


3
,3 kdv }hur phdq dqg fryduldqfh pdwul{


�5#L> lw fdq eh vkrzq wkdw iru 3 � � ? 4/ wkh surfhvv #
w
lv vwdwlrqdu| dqg


lqghwhuplqlvwlf zlwk }hur phdq/ yduldqfh �5# @ �5�@+4� �5, dqg dxwrfruuhodwlrq
ixqfwlrq


�+�, @ �� frv�f�> � @ 3> 4> 5> === +9,
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Iljxuh 5= Wuhqg dqg f|foh lq XV JGS iurp d vwuxfwxudo wlph vhulhv prgho


Iru 3 ? �f ? �> wkh vshfwuxp ri #w glvsod|v d shdn/ fhqwhuhg durxqg �f/ zklfk
ehfrphv vkdushu dv � pryhv forvhu wr rqh1 Wkh shulrg fruuhvsrqglqj wr �f
lv 5�@�f= Lq wkh olplwlqj fdvhv zkhq �f @ 3 ru �> #w froodsvhv wr �uvw0rughu
dxwruhjuhvvlyh surfhvvhv zlwk frh!flhqwv � dqg plqxv � uhvshfwlyho|1 Pruh
jhqhudoo| wkh uhgxfhg irup lv dqDUPD+5> 4, surfhvv lq zklfk wkh dxwruhjuhvvlyh
sduw kdv frpsoh{ urrwv1 Wkh frpsoh{ urrw uhvwulfwlrq fdq eh yhu| khosixo lq
�wwlqj d prgho/ sduwlfxoduo| li wkhuh lv uhdvrq wr lqfoxgh pruh wkdq rqh f|foh1


Kduyh| dqg Mdhjhu +4<<6, vkrzhg wkdw h{wudfwlqj d f|foh iurp XV JGS xvlqj
d vprrwk wuhqg soxv f|foh prgho jdyh d yhu| vlplodu uhvxow wr wkh KS �owhu1 Wklv
fruuhvsrqghqfh frqwlqxhv wr krog zlwk vhulhv vkrzq lq �jxuh 5 zklfk lv iurp
4<7:24 wr 5334261 Wkh sureohp dw wkh hqg ri wkh vhulhv lv dssduhqw dqg vr wkh
fkdoohqjh lv wr ghylvh prghov zklfk duh fdsdeoh ri jlylqj d fohduhu euhdngrzq
lqwr wuhqg dqg f|foh1


515 H{wudfwlqj vprrwkhu f|fohv


Wkh f|foh h{wudfwhg iru XV JGS lq �jxuh 5 frphv iurp d prgho lq zklfk wkh
luuhjxodu yduldqfh zdv hvwlpdwhg wr eh }hur1 Wkxv/ dv zlwk wkh KS �owhu/ wkh f|foh
lv wkh vdph dv wkh ghwuhqghg vhulhv1 D fohduhu lqglfdwlrq ri wkh exvlqhvv f|foh
pljkw eh rewdlqhg e| d prgho zklfk pdqdjhv wr irufh vrph ri wkh vwdwlrqdu|
sduw ri wkh vhulhv lqwr wkh luuhjxodu frpsrqhqw1 Wkh vdph lghd lv lqkhuhqw lq
wkh qrwlrq ri d edqg0sdvv �owhu fhqwuhg rq wkh exvlqhvv f|foh iuhtxhqflhv> vhh
Ed{whu dqg Nlqj +4<<<,1


Wkh vprrwkqhvv ri d wuhqg ghshqgv rq wkh vkdsh ri wkh zhljkwlqj ixqfwlrq 0
wkh nhuqho 0 iru h{wudfwlqj lw dqg wkh vljqdo0qrlvh udwlr1 Lq wkh orfdo olqhdu wuhqg
prgho ri +4,/ wkh zhljkwlqj sdwwhuq iru d udqgrp zdon soxv guliw lv d grxeoh
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h{srqhqwldo1 Iru wkh lqwhjudwhg udqgrp zdon wuhqg wkh nhuqho ghfd|v pruh
vorzo|> vrph h{dpsohv fdq eh irxqg lq Kduyh| dqg Wulpexu +5334,1 Ixuwkhupruh
li wkh LUZ wuhqg prgho lv �wwhg/ wkh vljqdo0qrlvh udwlr lv xvxdoo| vpdoohu wkdq lw
lv iru d udqgrp zdon zlwk guliw= wkh uhvxow lv d zlghu edqgzlgwk dqg d vprrwkhu
wuhqg1 D vlplodu ghylfh pd| eh hpsor|hg iru wkh f|foh1 Wr wklv hqg zh frqvlghu
d grxeoh/ ru vhfrqg0rughu/ vwrfkdvwlf f|foh =
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zkhuh �w dqg ��w duh dv lq wkh �uvw0rughu f|foh/ +8,/ dqg � dqg �f vdwlvi| wkh
vdph frqglwlrqv1


Jhqhudo fodvvhv ri kljkhu rughu wuhqgv dqg f|fohv pd| eh gh�qhg1 D kljkhu
rughu wuhqg zloo jlyh d qrqolqhdu iruhfdvw ixqfwlrq dqg vr pd| qrw eh dwwudfwlyh1
Rq wkh rwkhu kdqg/ wkhuh pd| eh phulw lq kljkhu rughu f|fohv1 Kduyh| dqg
Wulpexu+5334, gh�qh wkh qwk rughu vwrfkdvwlf f|foh/ iru srvlwlyh lqwhjhu q/ dv
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3


�
/ l @ 5/ 111/ q +;,


Wkh idfw wkdw wkhuh lv qr ��w dqg #�l�4>w lv d pdwwhu ri frqyhqlhqfh lq zrunlqj
rxw surshuwlhv1 Lw hqdeohv xv wr zulwh


#l>w @ F+O,#l�4>w> l @ 5> ===> q


zlwk #
4>w @ F+O,�w>zkhuh


F+O, @
4� � frv�fO


4� 5� frv�fO. �5O5


Uhshdwhg vxevwlwxwlrq |lhogv


#q>w @ ^F+O,`q�w= +<,


Wkh surshuwlhv ri wkh f|foh duh prvw hdvlo| h{suhvvhg lq wkh iuhtxhqf| gr0
pdlq1 Wkh srzhu vshfwuxp/ iru � ? 4> lv jlyhq gluhfwo| iurp wkh vshfwudo
jhqhudwlqj ixqfwlrq dv=


i#+�> �> �f> q, @
��F+h�l�,


��q �5�@5� +43,


@
�5�
5�


�
4 . �5 frv5 �f � 5� frv�f frv�


4 . �7 . 7�5 frv5 �f � 7+�. �6, frv�f frv�. 5�5 frv 5�


�q
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Dv q lqfuhdvhv wkh vkdsh ri wkh vshfwuxp ehfrphv vxfk wkdw wkhuh lv uhodwlyho|
ohvv srzhu dw kljk iuhtxhqflhv1 Li wkh f|foh lv hpehgghg lq zklwh qrlvh/ wkdw lv


|w @ #q>w . %w> %w �ZQ+3> �5%,> +44,


wkh jdlq ixqfwlrq lv irxqg wr eh


J+�> �> �f, @
t�


k
4.�5 frv5 �f�5� frv�f frv�


4.�7.7�5 frv5 �f�7+�.�6, frv�f frv�.5�5 frv 5�


lq


4 . t�


k
4.�5 frv5 �f�5� frv�f frv�


4.�7.7�5 frv5 �f�7+�.�6, frv�f frv�.5�5 frv 5�


lq +45,


zkhuh t� @ �5�@�
5
%= Wkh kljkhu lv q> wkh pruh d eorfn ri iuhtxhqflhv durxqg �f


lv sdvvhg e| wkh �owhu1 Zkhq d prgho ri wkh irup +44, lv �wwhg/ wkh luuhjxodu
frpsrqhqw whqgv wr ehfrph eljjhu dv q lqfuhdvhv/ wkh vljqdo0qrlvh udwlr/ t�>
ehfrphv vpdoohu dqg wkh hvwlpdwhg f|foh whqgv wr ehfrph vprrwkhu1 Vlplodu
frqfoxvlrqv krog li d wuhqg lv lq wkh prgho dv lq +7,1


Li � @ 4> Jrph} +5334, vkrzv wkdw wkh vljqdo h{wudfwlrq �owhu iru wkh f|foh
lv d phpehu ri Exwwhuzruwk fodvv1 Pruh jhqhudoo|/ Kduyh| dqg Wulpexu+5334,
uhihu wr d �owhu rewdlqhg zlwk 3 ? � � 4 dv d jhqhudolvhg Exwwhuzruwk edqg0sdvv


�owhu ri rughu q=
Zlwk � htxdo wr rqh wkh jdlq ehfrphv pruh uhfwdqjxodu dv q lqfuhdvhv dqg


dq lghdo edqg0sdvv �owhu lv rewdlqhg dv d olplwlqj fdvh1 Ed{whu dqg Nlqj +4<<<,
dujxh iru wkh ghvludelolw| ri lghdo edqg sdvv �owhuv dqg vxjjhvw krz wkh| pd|
eh dssur{lpdwhg lq wkh wlph grpdlq e| wuxqfdwlqj zhljkwv eh|rqg d fhuwdlq
odj dqg wkhq prgli|lqj wkhp vr wkh| vxp wr }hur1 D prgho frqwdlqlqj d kljkhu
rughu f|foh fdq dovr dssur{lpdwh dq lghdo edqg sdvv �owhu/ exw zlwkrxw vdful�flqj
revhuydwlrqv dw wkh ehjlqqlqj dqg hqg ri wkh vhulhv1 Krzhyhu/ wkh prgho vxjjhvwv
wkdw wklv pd| eh xqdsshdolqj/ rqh uhdvrq ehlqj wkdw wkh f|foh lv qrqvwdwlrqdu|1
Exvlqhvv f|fohv duh qrupdoo| wkrxjkw ri dv ehlqj vwdwlrqdu|/ vr wkh dgglwlrqdo
 h{lelolw| uhvxowlqj iurp wkh lqfoxvlrq ri wkh gdpslqj idfwru lv dq lpsruwdqw
jhqhudolvdwlrq1


Ilwwlqj d ixoo| vshfl�hg prgho frqvlvwlqj ri wuhqg/ f|foh dqg luuhjxodu frpsr0


qhqwv/ wrjhwkhu zlwk dq| rwkhu qhfhvvdu| frpsrqhqwv/ vxfk dv d vhdvrqdo/ |lhogv
d �owhu zklfk lv rswlpdo iru h{wudfwlqj d f|foh zlwk fohduo| gh�qhg surshuwlhv


dqg zklfk lv frqvlvwhqw zlwk wkh gdwd1 Wkh fdofxodwlrqv pd| eh surjudpphg
lq R{ xvlqj wkh Vvisdfn vhw ri vxeurxwlqhv grfxphqwhg lq Nrrspdq/ Vkhskdug


dqg Grruqln +4<<<,1 Iljxuh 6 vkrzv wkh f|foh h{wudfwhg iurp XV JGS zkhq


q @ 5= Wklv f|foh lv vprrwkhu wkdq wkh rqh vkrzq lq �jxuh 5 dqg/ hyhq pruh
lpsruwdqwo|/ lw jlyhv d pxfk fohduhu lqglfdwlrq ri wkh vwdwh ri wkh hfrqrp| dw


wkh hqg ri wkh vhulhv1 Lw dsshduv wkdw wkh XV lv dw wkh wrs ri d errp dqg wkhuh


lv d vwurqj lqglfdwlrq ri d wxuqlqj srlqw1


516 Vhyhudo f|fohv= wkh fdvh ri Fkloh


Ilwwlqj wkh wuhqg soxv f|foh prgho wr wkh orjdulwkpv ri dqqxdo gdwd rq Fklohdq


JGS/ lq 4<<8 shvrv/ iurp 4;:3 wr 4<<8 jlyhv wkh wuhqg vkrzq lq �jxuh 71 Wkh
shulrg ri wkh f|foh lv S @ 4538 zlwk � @ 3=:8 dqg wkh vljqdo0qrlvh udwlr/ t� > ehlqj
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Iljxuh 6= Vhfrqg0rughu f|foh iru XV JGS
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Iljxuh 8= Ghfrpsrvlwlrq ri uhdo Fkloh JGS lqwr wuhqg/ wzr f|fohv/ vhdvrqdo dqg


luuhjxodu


3133891 Ilwwlqj wkh vdph prgho wr wkh txduwhuo| gdwd vhw/ 4<9324 wr 5334275 /


lq uhdo 4<;9 Fklohdq shvrv/ lv ohvv vxffhvvixo= wkh uhfhvvlrqv lq wkh 4<:3v dqg
4<;3v duh yhu| surqrxqfhg dqg ehfdxvh wkh| vr grplqdwh wkh vdpsoh shulrg wkh|


ehfrph lqfrusrudwhg lqwr wkh wuhqg/ ohdylqj rqo| yhu| vkruw whup pryhphqwv


lq wkh f|foh1 Krzhyhu/ hvwlpdwlqj d prgho zlwk wzr f|folfdo frpsrqhqwv vroyhv
wkh sureohp1 Wkh �uvw f|foh/ zklfk slfnv xs wkh pdmru uhfhvvlrqv/ kdv d shulrg


ri 43199 |hduv zlwk � @ 3=<:> zkloh wkh vhfrqg kdv � @ 3=<5 dqg d shulrg ri


mxvw xqghu wkuhh |hduv1 Li rqh xvhv wkh prqwko| vhulhv/ iurp 4<;5234 wr 533423:/
rqo| wkh vdph vkruw whup f|foh fdq eh h{wudfwhg> Fdsxwr +5334, dujxhv wkdw


wklv f|foh kdv d phdqlqjixo lqwhusuhwdwlrq1 Dv fdq eh vhhq iurp �jxuh 4/ wkh
KS �owhu +dssolhg wr vhdvrqdoo| dgmxvwhg gdwd, lv xqvdwlvidfwru| dv lw |lhogv d


frqixvlqj pl{wxuh ri vkruw dqg orqj whup f|fohv wrjhwkhu zlwk wkh qrlvh iurp wkh


luuhjxodu1 Wkh Ed{whu0Nlqj �owhu zrxog eh ri olwwoh khos dv lw qrupdoo| irfxvhv
rq iuhtxhqflhv ehwzhhq vl{ dqg wkluw|0wzr txduwhuv1


Iljxuh 8 vkrzv wkh �yh frpsrqhqwv lqwr zklfk wkh vhulhv lv ghfrpsrvhg1 Ri


sduwlfxodu qrwh lv wkh idfw wkdw wkh hfrqrp| lv qhdu wkh wurxjk ri wkh orqjhu
whup f|foh1 Iljxuh 9 vkrzv iruhfdvwv ri wkh vhulhv/ zlwk rqh UPVH rq hlwkhu


5
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Iljxuh 9= Iruhfdvwv iru Fkloh uhdo JGS


vlgh/ wrjhwkhu zlwk h{wudsrodwlrqv ri wkh wzr f|fohv1
Wkh vhulhv kdv d vhdvrqdo frpsrqhqw/ zklfk vkrzv pdunhg fkdqjhv ryhu wkh


shulrg> wkh judsk ri lqglylgxdo vhdvrqv lv sduwlfxoduo| lqirupdwlyh1 Wkh uhdvrqv


ehklqg wkhvh fkdqjhv lq vhdvrqdolw| zloo qrw eh lqyhvwljdwhg ixuwkhu khuh/ wkrxjk
lw lv lqwhuhvwlqj wr srqghu rq wkh h�hfw ri wu|lqj wr wdfnoh vxfk pryhphqwv


zlwk d qrq0prgho0edvhg vhdvrqdo dgmxvwphqw surfhgxuh vxfk dv wkh X1V1 Fhqvxv
Exuhdx*v [0451


6 Pxowlyduldwh prghov dqg edodqfhg jurzwk


Pruh suhflvh lqirupdwlrq rq wkh wdujhw vhulhv fdq vrphwlphv eh rewdlqhg e|
eulqjlqj lq lqirupdwlrq lq d uhodwhg vhulhv1 Wklv lv grqh e| frqvwuxfwlqj d


elyduldwh prgho1 Iru h{dpsoh/ wkh f|foh lq lqyhvwphqw lv txlwh pdunhg dqg vr


lw pd| khos lq jlylqj d ehwwhu hvwlpdwh ri wkh f|foh lq JGS1 Vhyhudo dx{loldu|
vhulhv pd| eh xvhg lq d pxowlyduldwh v|vwhpv/ exw wkh sulqflsoh uhpdlqv wkh vdph1


Wkh lghdv ri fr0lqwhjudwlrq/ frpprq wuhqgv dqg edodqfhg jurzwk duh gluhfwo|


uhohydqw wr wkh srwhqwldo jdlqv lq h!flhqf|1


614 Elyduldwh vwuxfwxudo wlph vhulhv prghov


Wkh elyduldwh orfdo ohyho prgho lv


|4w @ �
4w . %4w> �


4w @ �
4w�4 . �


4w> w @ 4> ===> W> +46,


|5w @ �
5w . %5w> �


5w @ �
5w�4 . �


5w
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Wkh fryduldqfh pdwul{ ri +�
4w> �5w,


3 pd| eh zulwwhq


	� @


�
�5
4�


�
�
�4��5�


�
�
�4��5� �5


5�


�


zkhuh �
�
lv wkh fruuhodwlrq1 Pruh jhqhudoo|/


|lw @ �
lw
. #


lw
. %lw> l @ 4> 5> w @ 4> ===> W> +47,


zkhuh �
lw
lv d orfdo olqhdu wuhqg dqg #


lw
lv d f|foh dv gh�qhg hduolhu1


Wkh vlplodu f|foh prgho/ lqwurgxfhg e| Kduyh| dqg Nrrspdq +4<<:,/ doorzv


wkh glvwxuedqfhv gulylqj wkh f|fohv wr eh fruuhodwhg dfurvv wkh vhulhv1 Krzhyhu/


wkh gdpslqj idfwru dqg wkh iuhtxhqf|/ � dqg �f> duh wkh vdph lq doo vhulhv/ vr wkh


f|fohv lq wkh gl�huhqw vhulhv kdyh vlplodu surshuwlhv> lq sduwlfxodu wkhlu pryh0


phqwv duh fhqwuhg durxqg wkh vdph shulrg1 Wklv vhhpv hplqhqwo| uhdvrqdeoh li


wkh f|folfdo pryhphqwv doo dulvh iurp d vlplodu vrxufh vxfk dv dq xqghuo|lqj exvl0


qhvv f|foh1 Ixuwkhupruh/ wkh uhvwulfwlrq phdqv wkdw lw lv riwhq hdvlhu wr vhsdudwh


rxw wuhqg dqg f|foh pryhphqwv zkhq vhyhudo vhulhv duh mrlqwo| hvwlpdwhg1


615 Vwdelolw| dqg edodqfhg jurzwk


Lq wkh edodqfhg jurzwk prgho/ wkh vdph wuhqg/ �
w
> dsshduv lq wkh wzr vhulhv1


Wkxv wkh elyduldwh orfdo ohyho prgho ehfrphv


|4w @ �
w
. �. %4w> w @ 4> ===> W> +48,


|5w @ �
w
. %5w>


Lq whupv ri +46,/ �
�
@ 4 dqg �4� @ �5�= D fruuhvsrqglqj surshuw| krogv iru wkh


vorsh glvwxuedqfh lq wkh orfdo olqhdu wuhqg1


Wkh vhulhv kdyh d vwdeoh uhodwlrqvkls ryhu wlph lq wkdw wkh| duh hyroylqj lq


vxfk d zd| wkdw wkhlu gl�huhqfh |4w� |5w lv vwdwlrqdu|1 Lq rwkhu zrugv wkh vhulhv


duh fr0lqwhjudwhg zlwk d nqrzq fr0lqwhjudwlqj yhfwru1 D vwdelolw| whvw ri wkh qxoo


k|srwkhvlv li d vwdeoh uhodwlrqvkls fdq eh fduulhg rxw xvlqj d vwdwlrqdulw| whvw/


vxfk dv wkh rqh sursrvhg e| Q|eorp dqg Pçnhoçlqhq +4<;6,1 Xqghu wkh qxoo


k|srwkhvlv/ wkh olplwlqj glvwulexwlrq ri wkh whvw vwdwlvwlf lv Fudpìu0yrq Plvhv1


Wkh whvw fdq eh prgl�hg vr dv wr lqfoxgh d qrqsdudphwulf fruuhfwlrq iru vhuldo


fruuhodwlrq dv Nzldwnrzvnl hw do +4<<5,1 Sdudphwulf dgmxvwphqwv fdq dovr eh


pdgh1 Li wkhuh duh qr frqvwdqw whup lq +48,/ wkdw lv � @ 3> wkh vhulhv frqwdlq dq


lghqwlfdo frpprq wuhqg1 Wkh whvw vwdwlvwlf lv wkhq frqvwuxfwhg zlwkrxw wkh phdq


vxewudfwhg dqg lwv dv|pswrwlf glvwulexwlrq xqghu wkh qxoo lv wkhq frphv iurp


d gl�huhqw phpehu ri wkh Fudpìu0yrq Plvhv idplo|/ vhh Kduyh| dqg Fduydokr


+5334,1


Wkh frpprq wuhqg uhvwulfwlrq lv d vwurqj rqh/ exw lw fdq ohdg wr frqvlghudeoh


jdlqv lq wkh h!flhqf| zlwk zklfk frpsrqhqwv lq wkh wdujhw vhulhv duh hvwlpdwhg1


Dq dqdo|vlv fdq eh irxqg lq Kduyh| dqg Fkxqj +5333, lq frqqhfwlrq zlwk wkh hv0


wlpdwlrq ri wkh xqghuo|lqj fkdqjh lq wkh ohyho ri xqhpsor|phqw1 Dqrwkhu srlqw


ri lqwhuhvw lv wkdw wkh sdshu ghprqvwudwhv krz vwdwh vsdfh phwkrgv fdq eh xvhg
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wr frpelqh lqirupdwlrq surgxfhg dw gl�huhqw vdpsolqj lqwhuydov1 Wkxv/ lq wkh


fdvh ri wkh XN/ txduwhuo| vxuyh| gdwd lv frpelqhg zlwk prqwko| fodlpdqw frxqw


�jxuhv wr surgxfh d ehwwhu hvwlpdwh ri wkh xqghuo|lqj fkdqjh lq xqhpsor|phqw1


616 Mdsdq dqg wkh X1V1


Prghov zlwk vprrwk wuhqgv zhuh �wwhg wr wkh orjdulwkpv ri txduwhuo|/ vhdvrq0


doo| dgmxvwhg/ gdwd rq uhdo JGS shu fdslwd lq wkh XV dqg Mdsdq ryhu wkh shulrg


4<94=4 wr 5333=41Wkh gdwd zhuh rewdlqhg iurp wkh RHFG Pdlq Hfrqrplf Lqgl0


fdwruv dqg wkh srsxodwlrq vhulhv zhuh frqvwuxfwhg dv txduwhuo| prylqj dyhudjhv


ri dqqxdo �jxuhv vsuhdg ryhu doo irxu txduwhuv1 Wkh vhulhv duh lq 4<<3 XV grooduv>


wkh fkrlfh ri frqyhuvlrq gdwh ri frxuvh d�hfwv wkh jds ehwzhhq wkh vhulhv/ exw lv


rwkhuzlvh luuhohydqw1


Ilwwlqj d xqlyduldwh prgho wr Mdsdq grhv qrw |lhog d vdwlvidfwru| f|foh6 1 E|


frqwudvw/ lw ehfrphv pxfk pruh olnh wkh XV f|foh lq wkh vlplodu f|foh elyduldwh


prgho1 Wdeoh 4 vkrzv wkh hvwlpdwhv ri wkh sdudphwhuv/ rewdlqhg xvlqj VWDPS/


wrjhwkhu zlwk wkh vwdqgdug huuru +VH, iru hdfk htxdwlrq dqg wkh Er{0Omxqj


vwdwlvwlf/ T+S ,> edvhg rq wkh �uvw S uhvlgxdo dxwrfruuhodwlrqv1 Wkh fruuhodwlrqv


ehwzhhq wkh vorsh/ f|foh dqg luuhjxodu glvwxuedqfhv zhuh 031476/ 315:7 dqg 4


uhvshfwlyho|1 Wkh shulrg ri 5:13: txduwhuv fruuhvsrqgv wr 91:: |hduv1
WDEOH 4 Elyduldwh Prgho


K|shusdudphwhuv Mdsdq XV
Wuhqg ��+�43


�6, 4=96; 3=<3:
F|foh ��+�43


�6, :=4:: :=975
�#+�43


�6, 4:=55 4;=67
� 3=<4 3=<4


Shulrg +5�@�f, 5:=3: 5:=3:
Luuhjxodu �%+�43


�6, 7=6;3 3=4:7
Ilw orjO


VH+�43�6, 44=477 <=38;
Gldjqrvwlfv T+44, 44=:99 47=:4<


Iljxuh : duh iru wkh elyduldwh prgho1 Wkhlu suhvhqfh phdqv wkdw wkh wuhqgv


duh txlwh vprrwk1 Krzhyhu/ lw lv fohdu wkdw wkh iruhfdvwv zloo glyhujh dv wkhuh lv


yluwxdoo| qr jurzwk lq Mdsdq dw wkh hqg ri wkh vhulhv1 Wklv lvvxh lv wdnhq xs lq


vhfwlrq 8 zkhuh d frqyhujhqfh prgho lv �wwhg1


7 Prghov ri Frqyhujlqj Hfrqrplhv


Wzr frxqwulhv kdyh frqyhujhg li wkh gl�huhqfh ehwzhhq wkhp lv vwdeoh1 Li lqlwldo


frqglwlrqv duh xqlpsruwdqw/ vwdelolw| lpsolhv wkdw wkh gl�huhqfh ehwzhhq wkh


vhulhv/ |w> lv vwdwlrqdu| iru yluwxdoo| wkh zkroh shulrg1 Li wkh phdq ri |w lv }hur


wkh frxqwulhv duh lq d vwdwh ri devroxwh frqyhujhqfh1 Li wkh phdq> �> lv qrw }hur


zh kdyh frqglwlrqdo ru uhodwlyh frqyhujhqfh1 Wklv lv d srvvlelolw| li zh hqwhuwdlq


6Wkh f|foh lv doprvw qrqvwdwlrqdu|/ zlwk 4 ' f�bbHc zkloh wkh shulrg lv rqo| 51<: |hduv1
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Iljxuh := Wuhqgv dqg f|fohv iurp d elyduldwh vwuxfwxudo wlph vhulhv prgho


wkh h{lvwhqfh ri lqfuhdvlqj frvwv ri frqyhujhqfh dqg srvvleoh eduulhuv wr devroxwh


frqyhujhqfh> vhh/ iru h{dpsoh/ Ehuqdug dqg Gxuodxi +4<<9,1 Wkh olplwlqj jurzwk


sdwkv iru wkh uhjlrqv duh wkhq sdudooho/ gl�hulqj e| �=


Vxssrvh qrz wkdw zh zlvk wr prgho wkh surfhvv ri frqyhujhqfh1 Li wzr


hfrqrplhv duh frqyhujlqj/ wkh prgho iru |w zloo kdyh wkh surshuw| wkdw iruhfdvwv


frqyhujh wr �= Wkh prghov vhw xs ehorz duh deoh wr vdwlvi| wklv frqglwlrq dqg


wkh| ehfrph vwdwlrqdu| iru hfrqrplhv zklfk kdyh frqyhujhg1


714 Vw|olvhg idfwv


Vxssrvh zh zlvk wr orrn dw vw|olvhg idfwv zlwkrxw srvlwlqj d sduwlfxodu phfkd0


qlvp iru frqyhujhqfh1 Wkh gl�huhqfh/ |w>lv dvvxphg wr eh pdgh xs ri d vwrfkdvwlf


wuhqg ru ohyho/ �
w
> wrjhwkhu zlwk rwkhu frpsrqhqwv vxfk dv f|foh dqg luuhjxodu


dv lq +7,1 Wkh vprrwkhg hvwlpdwhv ri wkh wuhqg ghvfuleh wkh wlph sdwk uh hfwlqj


wkh orqj0uxq gl�huhqfh ehwzhhq wkh wzr hfrqrplhv1 Vlpso| sorwwlqj wklv wlph


sdwk pd| eh yhu| lqirupdwlyh1 Iru h{dpsoh/ �jxuh ; vkrzv wkh gl�huhqfh lq


wkh wuhqg ri shu fdslwd JGS ehwzhhq wkh XVD dqg Mdsdq rewdlqhg e| �wwlqj d


vprrwk wuhqg/ wkdw lv zlwk �
5


� vhw wr }hur/ soxv f|foh prgho xvlqj wkh VWDPS


sdfndjh ri Nrrspdq hw do +5333,1 Zh fdq jr ixuwkhu dqg fduu| rxw whvwv ri


zkhwkhu wkh jds ehwzhhq wkh wzr hfrqrplhv kdv qduurzhg vljql�fdqwo| dqg2ru


zkhwkhu wkh jds lv }hur/ wkdw lv �W @ 3> lqglfdwlqj wkdw devroxwh frqyhujhqfh kdv
wdnhq sodfh1 Wkh uhvxow fdq eh vhhq iurp wkh judsk zkhuh d frq�ghqfh lqwhuydo
ri wzr UPVH*v lv vkrzq1 Wkh ohyho lq wkh wuhqg dw wkh hqg ri wkh vdpsoh lv
31563 zlwk d UPVH ri 31365 jlylqj d cw� ydoxh* ri :1431 Dowkrxjk Mdsdq fdph
forvh wr fdwfklqj xs zlwk wkh XVD lq wkh hduo| 4<<3*v wkh pryhphqw vlqfh wkhq
kdv ehhq lq wkh rssrvlwh gluhfwlrq1
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Iljxuh ;= XV0Mdsdq jds prghoohg e| d vprrwk wuhqg


715 Huuru fruuhfwlrq phfkdqlvpv


Wkh xvh ri qrq0vwdwlrqdu| frpsrqhqwv wr prgho frqyhujhqfh lv dssduhqwo| frq0
wudglfwru| vlqfh rqfh frqyhujhqfh kdv wdnhq sodfh wkh vhulhv duh vwdwlrqdu|1 Lw
lv qrz vkrzq krz dq huuru fruuhfwlrq phfkdqlvp +HFP, fdq eh xvhg wr fds0
wxuh frqyhujhqfh g|qdplfv lqvwhdg ri dssur{lpdwlqj wkh surfhvv e| d vwrfkdvwlf
wuhqg1


Wkh vlpsohvw prgho lv


|w @ �. �
w
> �


w
@ !�


w�4
. �


w
> w @ 4> ===> W> +49,


zlwk d �{hg lqlwldo ydoxh/ �
3
= Wkh fuxfldo srlqw lv wkdw wklv lv qrw frqvwuxfwhg


dv d prgho ri d vwdeoh frqwudvw exw udwkhu dv d prgho ri wudqvlwlrqdo g|qdplfv
lq d vlwxdwlrq zkhuh wkh lqlwldo ydoxh lv vrph zd| iurp }hur1 Li ! ? 4> wkh
jds whqgv wr qduurz ryhu wlph1 Lw pdnhv olwwoh vhqvh wr kdyh ! qhjdwlyh dqg vr
zh pd| dvvxph wkdw ! � 3= Ri frxuvh zkhq wkh lqlwldo frqglwlrqv kdyh zrunhg
wkhpvhoyhv rxw/ wkh vhulhv ehfrphv vwdwlrqdu|1 Wkh htxlydohqw huuru fruuhfwlrq
+HF, uhsuhvhqwdwlrq iru �


w
lv


�|w @ +!� 4,+|w�4 � �, . �
w
@ � . +!� 4,|w�4 . �


w
> w @ 5> ===> W> +4:,


zkhuh � @ �+4 � !,= Wklv fdq eh lqwhusuhwhg dv vd|lqj wkdw/ iru gdwd lq orjd0
ulwkpv/ wkh h{shfwhg jurzwk udwh lq wkh fxuuhqw shulrg lv d qhjdwlyh iudfwlrq ri
wkh jds ehwzhhq wkh wzr hfrqrplhv diwhu doorzlqj iru wkh shupdqhqw gl�huhqfh/
�1 Iru h{dpsoh/ zlwk ! @ 3=<; dqg d udwlr ri 4198 lq lqfrph shu khdg/ zklfk
fruuhvsrqgv wr d jds lq orjdulwkpv ri 318/ wkh gl�huhqfh lq jurzwk udwhv lv 4(1
Vrph lghd ri zkdw gl�huhqw ydoxhv ri ! lpso| derxw wkh forvlqj ri wkh jds fdq
eh rewdlqhg e| qrwlqj wkdw wkh ��vwhs dkhdg iruhfdvw iurp dq DU+4, prgho
lv !� wlphv wkh fxuuhqw ydoxh1 Wkxv !� lv wkh iudfwlrq ri wkh jds h{shfwhg wr
uhpdlq diwhu � wlph shulrgv1
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Zulwwhq lq wkh HF irup/ +4:,/ wkh prgho dffrugv zlwk wkh qrwlrq ri frqyhu0
jhqfh lq wkh furvv0vhfwlrqdo olwhudwxuh/ dv h{srxqghg e| Eduur dqg Vdod0l0Pduwlq
+4<<5, dqg rwkhuv/ h{fhsw wkdw wkhuh wkh jurzwk udwh lv wdnhq wr eh d olqhdu ixqf0
wlrq ri wkh lqlwldo ydoxh/ jlylqj d prgho zklfk lv lqwhuqdoo| lqfrqvlvwhqw ryhu wlph>
vhh Hydqv dqg Nduudv +4<<9/ s 586,1


Wkh HFP pd| eh jhqhudolvhg wr doorz iru ulfkhu g|qdplfv1 Zlwklq dq dx0
wruhjuhvvlyh iudphzrun/ +4:, pd| eh dxjphqwhg zlwk odjjhg ydoxhv ri gl�huhqfhg
revhuydwlrqv1 Ilwwlqj vxfk d prgho wr wkh XV0Mdsdq vhulhv zlwkrxw wkh frqvwdqw
jdyh


g�|w @ �3=33;9|w�4 . 3=45:�|w�4 . 3=3;6�|w�5 . 3=469�|w�6 . 3=45;�|w�7=


Wkh htxdwlrq vwdqgdug huuru/ ghqrwhg VH + htxdo wr e�� khuh , lv 3=3459 dqg
T+44,> wkh Er{0Omxqj vwdwlvwlf edvhg rq 44 uhvlgxdo dxwrfruuhodwlrqv/ lv :=5<>
xqghu wkh qxoo k|srwkhvlv ri fruuhfw vshfl�fdwlrq/ wkh dv|pswrwlf glvwulexwlrq
ri wklv vwdwlvwlf lv "5


9
= Zlwk d frqvwdqw dgghg wr wkh uljkw kdqg vlgh


g�|w @ 3=335< �3=3489|w�4 .3=44;�|w�4 .3=3:9�|w�5 .3=466�|w�6 .3=45:�|w�7>


+3=334<, +3=3389, +3=3;4, +3=3;6, +3=3;6, +3=3;6,


zlwk VH @ 3=3458 dqg T+44, @ 9=;7= Wkh hvwlpdwh ri ! kdv idoohq iurp 3=<<4
wr 3=<;71 Wkh cw�vwdwlvwlf* ri wkh frqvwdqw lv 4187 dqg wkh lpsolhg ydoxh ri � lv
3=4;:1 Qrqh ri wkh odjjhg gl�huhqfhv lv vwdwlvwlfdoo| vljql�fdqw dw wkh 8( ohyho1
Zlwk qr odjv/ wkh hvwlpdwh ri ! zdv 31<:< dqg wkh lpsolhg ydoxh ri � zdv 3=476=
Krzhyhu/ wkhuh zdv hylghqfh ri uhvlgxdo vhuldo fruuhodwlrq zlwk T+44, @ 58=47=


716 Xqrevhuyhg frpsrqhqwv dqg vprrwk frqyhujhqfh


Wkh XF dssurdfk lv wr dgg f|foh dqg luuhjxodu frpsrqhqwv wr wkh huuru fruuhf0
wlrq phfkdqlvp1 Wklv dyrlgv frqirxqglqj wkh wudqvlwlrqdo g|qdplfv ri frqyhu0
jhqfh zlwk vkruw0whup vwhdg|0vwdwh g|qdplfv1 Wkxv


|w @ �. �w . #w . %w> �w @ !�w�4 . �w> w @ 4> ===> W= +4;,


Hvwlpdwlrq lv h�hfwhg e| xvlqj wkh vwdwh vsdfh irup zlwk d gl�xvh sulru iru �w +
dv wkrxjk lw zhuh qrqvwdwlrqdu|,1 Dowkrxjk � lv uhjdughg dv d �{hg sdudphwhu/
lw fdq dovr eh hvwlpdwhg e| lqfoxglqj lw lq wkh vwdwh yhfwru zlwk d gl�xvh sulru1
Fduh pxvw eh wdnhq dv � lv qrw lghqwl�hg zkhq ! lv xqlw|> lw lv dgylvdeoh wr
fduu| rxw qxphulfdo rswlplvdwlrq zlwk uhvshfw wr d wudqviruphg yduldeoh/ vxfk
dv � orj+4�!,> zklfk olhv ehwzhhq 3 dqg4/ wkhuhe| nhhslqj ! vwulfwo| ohvv wkdq


rqh1 Wkh dsshqgl{ h{soruhv PO hvwlpdwlrq iru wkh vlpsoh prgho lq +49,1 D


olnholkrrg udwlr whvw ri wkh qxoo k|srwkhvlv wkdw � @ 3 fdq eh fduulhg rxw/ exw lq


rughu wr hqvxuh frpsdudelolw| ri olnholkrrg wkh rqh iru wkh xquhvwulfwhg prgho


pxvw eh fdofxodwhg e| wuhdwlqj � dv ehlqj �{hg1
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Vprrwkhu wudqvlwlrqdo g|qdplfv fdq eh dfklhyhg e| vshfli|lqj �
w
lq +4;, dv


�
w


@ !�
w�4


. �
w�4


> w @ 4> ===> W> +4<,


�
w


@ !�
w�4


. �
w
>


Li zh zulwh wkh prgho zlwk zkdw pljkw eh whuphg d vhfrqg0rughu HFP/ wkdw lv


��
w


@ +!� 4,�
w�4


. �
w�4


> w @ 4> ===> W> +53,


��
w


@ +!� 4,�
w�4


. �
w
>


lw fdq eh vhhq wkdw wkhuh lv d frqyhujhqfh phfkdqlvp rshudwlqj rq erwk wkh


jds lq wkh ohyho dqg wkh jds lq wkh jurzwk udwh1 Dowhuqdwlyho| wklv vhfrqg0rughu


HFP fdq eh h{suhvvhg dv


��
w
@ �+4� !,5�


w�4
. !5��


w�4
. �


w


vkrzlqj wkdw wkh xqghuo|lqj fkdqjh ghshqgv qrw rqo| rq wkh jds exw dovr rq


wkh fkdqjh lq wkh suhylrxv wlph shulrg1 Wklv phdqv wkdw fkdqjhv wdnh sodfh


pruh vorzo|1 Qrwh wkdw wkh prgho lv d vshfldo fdvh ri wkh vhfrqg0rughu f|foh/


+:,/ rewdlqhg e| vhwwlqj �f @ 3=
Wkh prgho lv htxlydohqw wr dq DU+5, surfhvv zlwk erwk urrwv htxdo wr !=


Reylrxvo| wkh frqglwlrq iru vwdwlrqdulw| lv m!m ? 4=Zlwk d ydoxh ri ! forvh wr rqh/


�w zloo ehkdyh lq d vlplodu zd| wr wkh vprrwk wuhqg vkrzq lq �jxuh ;1 Rq wkh


rwkhu kdqg/ wkh �uvw0rughu HFP ehkdyhv udwkhu olnh d udqgrp zdon vshfl�fdwlrq


dqg wudfnv wkh revhuydwlrqv forvho|/ ohdylqj olwwoh vfrsh iru wkh dgglwlrq ri vkruw0


whup qrq0wudqvlwlrqdo frpsrqhqwv1 Wkh DFI ri wkh vhfrqg0rughu prgho lv


�+�, @ ^4 . i+4� !,@+4 . !,j� `!� >


vr wkh ghfd| lv vorzhu wkdq lq dq DU+4, zlwk wkh vdph ydoxh ri != Wkh n�vwhs
dkhdg iruhfdvw ixqfwlrq/ vwdqgduglvhg e| glylglqj e| wkh fxuuhqw ydoxh ri wkh


jds/ lv


i+n, @ +4 . +4� !�,n,!n> n @ 3> 4> 5> ==


zkhuh � @ �w�4@�w1 Li � @ 4@!> wkh h{shfwhg frqyhujhqfh sdwk lv wkh vdph


dv lq wkh �uvw rughu prgho1 Vrph qrwlrq ri wkh dyhudjh frqyhujhqfh ehkdylrxu


lv rewdlqhg e| vhwwlqj � vr wkdw i+n, lv wkh vdph dv wkh DFI> wklv lpsolhv


� @ 5@+4 . !,= Krzhyhu/ wkh prvw lqwhuhvwlqj dvshfw ri wkh vhfrqg0rughu prgho
lv wkdw li wkh frqyhujhqfh surfhvv vwdoov vx!flhqwo|/ wkh jds fdq eh h{shfwhg wr


zlghq lq wkh vkruw uxq1


Hvwlpdwlqj wkh �uvw0rughu XF prgho/ +4;,/ uhvxowhg lq uhodwlyho| vpdoo ydoxhv


iru wkh f|foh dqg luuhjxodu yduldqfhv1 Wkh vdph wklqj kdsshqhg zkhq d udqgrp


zdon wuhqg zdv �wwhg lq wkh suholplqdu| prgho/ lqvwhdg ri d vprrwk wuhqg1 Wkh


grplqdqfh ri wkh wudqvlwlrqdo frpsrqhqw ryhu wkh f|foh dqg luuhjxodu phdqv


wkdw wkh prgho lv qrw wrr idu iurp d vlpsoh HFP dv lq +4:,1 Wkh frqyhujhqfh


sdudphwhu/ !> lv 31<;7 iru devroxwh frqyhujhqfh dqg 31<:: zkhq � lv hvwlpdwhg1
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Iljxuh <= Iruhfdvwv iru vhfrqg0rughu frqyhujhqfh prgho


Wkh hvwlpdwh ri � lv 31467/ exw wkh OU vwdwlvwlf lv 6166 zklfk lv qrw vljql�fdqw


djdlqvw d "5
4
glvwulexwlrq1


Wkh vhfrqg0rughu frqyhujhqfh prgho/ +53,/ iduhg pxfk ehwwhu lqvridu dv lw


zdv deoh wr vhsdudwh rxw d f|folfdo frpsrqhqw1 Wkh uhvxowv duh vkrzq lq wdeoh


51 Wkh vprrwkhg sdwk ri �w lv yhu| vlplodu wr wkdw vkrzq lq �jxuh ;1 Iljxuh


< vkrzv wkh suhglfwlrqv iru wkh vhulhv/ |w> ryhu d wzhqw| |hdu krul}rq1 Wkhvh


suhglfwlrqv vkrz vrph lq xhqfh iurp wkh f|foh1 Wkh sdudphwhuv rewdlqhg zkhq


wkh vprrwk wuhqg zdv �wwhg wr jlyh �jxuh ; duh vkrzq lq wkh odvw froxpq1 Wkh


hvwlpdwh ri �> 314;3/ qrz kdv d vwdwlvwlfdoo| vljql�fdqw OU vwdwlvwlf ri 91791
WDEOH 5 XV � Mdsdq


K|shusdudphwhuv Devroxwh Uhodwlyh Wuhqg


Frqyhujhqfh ��+�43
�6, 4=<66 4=5;9 4=577


! 3=<96 3=<76 4 +�{hg,
F|foh ��+�43


�6, 44=66 44=84 44=58
�f 3=<7 3=<9 3=<8


Shulrg +5�@�f, 83=84 83=47 83=<4
Luuhjxodu �%+�43


�6, 3=347 3=3:4 4=87
Jds � 3 +�{hg, 3=4;3 �
Ilw orjO 787=9:< 78:=<3< 784=<7


VH+�43�6, 45=: 45=7 45=;


Gldjqrvwlfv T+44, 44=87 43=;8 <=6:


Lw zdv dujxhg lq vhfwlrq 5 wkdw wkh kljkhu rughu f|fohv ri +;, pd| eh pruh


fohduo| gh�qhg lq wkdw wkh| fxw rxw pruh kljk iuhtxhqflhv1 Vxfk f|fohv frxog


dovr eh xvhg lq +4;,/ dowkrxjk wkh| pd| eh pruh h�hfwlyh lq wkh elyduldwh prghov


wr eh ghvfulehg lq wkh qh{w vhfwlrq1
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8 Elyduldwh prghov iru wkh ohyhov ri frqyhujlqj


hfrqrplhv


Wkh suhylrxv vhfwlrq ghylvhg d phfkdqlvp iru fdswxulqj frqyhujhqfh ehwzhhq


wzr hfrqrplhv1 Wklv vhfwlrq h{soruhv krz wklv phfkdqlvp fdq eh lqfrusrudwhg


lqwr d elyduldwh prgho iru wkh ohyhov ri frqyhujlqj hfrqrplhv1 Wkh dlp lv wr eh


deoh wr h{wudfw wuhqg dqg frqyhujhqfh frpsrqhqwv dqg wr pdnh iruhfdvwv zklfk


wdnh frqyhujhqfh wr d frpprq wuhqg lqwr dffrxqw1 Wkh h{whqvlrq wr pxowlyduldwh


prgholqj lv qrw fryhuhg exw d glvfxvvlrq fdq eh irxqg lq Kduyh| dqg Fduydokr


+5334,1


814 Elyduldwh huuru fruuhfwlrq phfkdqlvp


D elyduldwh prgho iru wzr frqyhujlqj hfrqrplhv fdq eh vhw xs dv


�|4w @ !4+|5>w�4 � |4>w�4, . �4w +54,


�|5w @ !5+|4>w�4 � |5>w�4, . �5w


zkhuh |l>w ghqrwhv/ iru h{dpsoh/ shu fdslwd rxwsxw iru hfrqrp| l dw wlph w=


Devroxwh frqyhujhqfh dqg qr jurzwk lv lqlwldoo| dvvxphg iru vlpsolflw|1 Wkxv


wkh jurzwk udwh ri wkh �uvw hfrqrp| ghshqgv rq wkh jds ehwzhhq lwv ohyho dqg


wkdw ri wkh vhfrqg hfrqrp| dqg ylfh yhuvd1


Wkh prgho fruuhvsrqgv wr wkh �uvw0rughu yhfwru dxwruhjuhvvlrq


|4w @ +4� !4,|4>w�4 . !4|5>w�4 . �4w +55,


|5w @ !5|4>w�4 . +4� !5,|5>w�4 . �5w


Wkh urrwv ri wkh wudqvlwlrq pdwul{


� @


�
4� !


4
!
4


!5 4� !5


�


duh rqh dqg !
4
.!


5
� 4= Wkh frqglwlrq iru wkh vhfrqg urrw wr olh lqvlgh wkh xqlw


flufoh lv 3 ? !4 . !5 ? 51 Wklv ehlqj wkh fdvh/ wkh orqj0uxq iruhfdvwv frqyhujh


wr wkh vdph ydoxh vlqfh


olp
n$4


�n @


�
! 4� !


! 4� !


�
+56,


zkhuh ! @ !
5
@+!


4
. !


5
,= Wklv lv d vwdqgdug uhvxow iurp wkh wkhru| ri Pdunry


fkdlqv1


Wkh prgho +54, fdq eh suhpxowlsolhg e| d pdwul{ zlwk xqlw Mdfreldq wkhuhe|


wudqviruplqj lw wr


|4w � |5w @ !+|4>w�4 � |5>w�4, . �4w � �5w


|!w @ |!>w�4 . �!w


4;







zkhuh ! @ 4� +!4 . !5, dqg


|!w @ !|4w . +4� !,|5w> +57,


wkh glvwxuedqfh �!w lv gh�qhg vlploduo|1 Wkh �uvw htxdwlrq fruuhvsrqgv wr wkh


xqlyduldwh frqyhujhqfh htxdwlrq ri +4:, vlqfh lw lv dq HFP iru wkh gl�huhqfh


|4w � |5w= Lq wkh vhfrqg htxdwlrq wkh zhljkwhg vxp iroorzv d udqgrp zdon dqg/


dv lv fohdu iurp +56,/ wklv lv wkh jurzwk sdwk wr zklfk wkh wzr hfrqrplhv duh


frqyhujlqj1


Sdudphwhulvlqj wkh prgho lq whupv ri ! dqg ! kdv vrph dwwudfwlrqv1 Wkh


vwdelolw| frqglwlrq lv m!m ? 4> wkrxjk lw pdnhv olwwoh vhqvh wr kdyh ! qhjdwlyh1


Lw vhhpv ghvludeoh +wkrxjk qrw hvvhqwldo iru vwdelolw|, wr kdyh 3 � ! � 4= Wklv
frqglwlrq lpsolhv wkdw !


4
dqg !


5
duh erwk juhdwhu wkdq ru htxdo wr }hur1 Qrwh


wkdw li ! @ 4> wkhq ! lv qrw lghqwl�hg1


Ehqfkpdun prgho Vhwwlqj !5 @ 3 +ru !
4
@ 3, lpsolhv wkdw frxqwu| rqh


+wzr, frqyhujhv wr frxqwu| wzr +rqh,/ wkh ehqfkpdun frxqwu|1 Surylghg !
4


lv srvlwlyh/ !
5
@ 3 grhv qrw lpso| d vhfrqg xqlw urrw dqg vr d whvw ri wklv


k|srwkhvlv fdq eh edvhg rq vwdqgdug glvwulexwlrq wkhru|1 Qrwh wkdw |
4>w�4 �


|
5>w�4 lv vwdwlrqdu| +wkh yduldeohv duh fr0lqwhjudwhg, lq +54,1
Wuhqg dqg frqvwdqw Wkh prgho pd| eh h{whqghg vr dv wr lqfoxgh d frp0


prq ghwhuplqlvwlf wuhqg dqg d frqvwdqw � wr doorz iru uhodwlyh frqyhujhqfh1
Wkxv


|
4w @ �. �w. �


4w +58,


|
5w @ �w. �


5w


zkhuh


��
4w @ !


4
+�


5>w�4 � �
4>w�4, . �


4w +59,


��
5w @ !


5
+�


4>w�4 � �
5>w�4, . �


5w


Wkh jds/ |
5>w � |


4>w> lv dv lq +49,/ h{fhsw wkdw wkh vljq ri � lv gl�huhqw +wklv lv
pruh frqyhqlhqw iru zkdw iroorzv,1 Vxevwlwxwlqj iru �


4w dqg �
5w jlyhv


�|
4w @ � � !


4
�. !


4
+|
5>w�4 � |


4>w�4, . �
4w +5:,


�|
5w @ � . !


5
�. !


5
+|
4>w�4 � |


5>w�4, . �
5w


Qrwh wkdw wkh zhljkwhg dyhudjh/ +57,/ lv d udqgrp zdon zlwk d guliw ri � dqg
wkdw wkh jds/ |


5>w � |
4>w> lv dv lq +4:,1
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815 Dxwruhjuhvvlyh prghov


Wkh g|qdplfv lq +5:, pd| eh h{whqghg e| dgglqj odjjhg gl�huhqfhv wr wkh uljkw
kdqg vlgh ri wkh htxdwlrqv dqg uh0duudqjlqj wr jlyh


�|
4w @ �


4
� !


4
+|
4>w�4 � |


5>w�4, .


s[


u@4


!
|
44u�|


4>w�u .


s[


u@4


!
|
45u�|


5>w�u . �
4w


�|
5w @ �


5
. !


5
+|
4>w�4 � |


5>w�4, .


s[


u@4


!
|
54u�|


4>w�u .


s[


u@4


!
|
55u�|


5>w�u . �
5w


zkhuh �l @ �+4�
Ss


m@4
+!|l4m.!


|
l5m,,.+�4,


l!l�> l @ 4> 5= Wkh sdudphwhuv � dqg �


fdq eh lghqwl�hg iurp wkh hvwlpdwhg frqvwdqwv rqfh hvwlpdwhv ri !
4
dqg !


5
kdyh


ehhq rewdlqhg1 Wkh prgho ehorqjv wr wkh yhfwru huuru fruuhfwlrq phfkdqlvp
+YHFP, fodvv1 Wkh fr0lqwhjudwlqj yhfwru lv nqrzq dqg PO hvwlpdwlrq fdq eh
fduulhg rxw e| ROV vlqfh wkh uhjuhvvruv duh wkh vdph lq hdfk htxdwlrq1 Li zh
zhuh wr vhw � wr }hur wkhq wkh uhvwulfwlrq wkdw wkh vorshv duh wkh vdph zrxog
qhhg wr eh hqirufhg1


Lq wkh ehqfkpdun prgho/ !l lv vhw wr }hur lq rqh htxdwlrq dqg vr � lv lghq0
wl�hg iurp wkdw htxdwlrq1 Xvlqj wkh hvwlpdwh ri �> dq hvwlpdwh ri � sdudphwhu
fdq h{wudfwhg iurp wkh hvwlpdwhg frqvwdqw lq wkh rwkhu htxdwlrq1 Wkhuh vkrxog/
lq wkhru|/ eh jdlqv iurp VXUH hvwlpdwlrq/ dowkrxjk lq sudfwlfh lw vhhpv wr pdnh
olwwoh gl�huhqfh khuh1


D elyduldwh prgho zdv hvwlpdwhg iru wkh XV dqg Mdsdq zlwk s @ 7= Iru Mdsdq
zh �qg h!


4
@ 3=34;7 zkloh iru wkh XV/ h!


5
@ �3=3379= Wkh prgho lv vwdeoh/ exw


wkh qhjdwlyh vljq iru h!
5
vxjjhvwv wkdw lw vkrxog eh vhw wr }hur/ dv lq d ehqfkpdun


prgho1 Lqghhg wkh cw�vwdwlvwlf* lv rqo| 31<6:> uhfdoo wkdw wklv lv dv|pswrwlfdoo|


vwdqgdug qrupdo surylghg !
4
lv srvlwlyh1 Wkh ehqfkpdun prgho jdyh dq hvwlpdwh


ri !
4
htxdo wr 3=34:9> fruuhvsrqglqj wr ! @ 3=<;571 Iurp wkh hvwlpdwhv ri wkh


frqvwdqwv/ � dqg � duh hvwlpdwhg dv 3=473 dqg 3=3395 uhvshfwlyho|1 Wkh hvwlpdwh


ri � fruuhvsrqgv wr dq dqqxdo jurzwk udwh ri 519(1 Uhfdoo wkdw wkh xqlyduldwh


hvwlpdwh ri � iurp prghoolqj wkh gl�huhqfh dv dq dxwruhjuhvvlrq zdv 3=476=


816 Xqrevhuyhg frpsrqhqwv


Hpehgglqj wkh HFP zlwklq d XF prgho e| dgglqj d f|foh dqg dq luuhjxodu wr
+58, jlyhv


|4w @ �. �w. �
4w
. #


4w
. %4w +5;,


|5w @ �w. �
5w


. #
5w
. %5w


Li #
4w


dqg #
5w


duh prghoohg dv vlplodu f|fohv/ vxewudfwlqj |4w iurp |5w lq +5;,


jlyhv d xqlyduldwh prgho ri wkh irup +4;,1


Wkh yhfwru +�
4w
> �


5w
,3 pd| eh lqlwldolvhg zlwk d gl�xvh sulru lq wkh VVI1


Wkh sdudphwhuv � dqg � pd| dovr eh lqfoxghg lq wkh vwdwh dqg lqlwldolvhg zlwk
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d gl�xvh sulru/ wkrxjk lw rughu wr frpsduh olnholkrrgv wkh| vkrxog eh wuhdwhg


dv �{hg1 Qrwh wkdw li !
4
@ !


5
@ 3> wkhq wkhuh lv qr frqyhujhqfh1 Wkh sxuh


wuhqg prgho ri vhfwlrq 5 lv wkhq rewdlqhg surylghg � lv vhw wr }hur1 Krzhyhu/ d


edodqfhg jurzwk prgho lv rewdlqhg li �
4>w dqg �5>w duh shuihfwo| fruuhodwhg zlwk


wkh vdph yduldqfh1
D vprrwk vwrfkdvwlf wuhqg fdq uhsodfh wkh udqgrp zdon zlwk frpprq guliw1


Wklv lv prvw qdwxudo li d vhfrqg0rughu prgho iru wkh frqyhujhqfh g|qdplfv/
jhqhudolvlqj +53,/ lv dgrswhg1 Zh wkhq kdyh


|4w @ �. �
4w . #


4w . %4w> +5<,


|5w @ �
5w . #


5w . %5w>


�4w @ +4� !
4
,�


4>w�4
. !


4
�
5>w�4


. �
4>w�4


> +63,


�
4w @ +4� !


4
,�


4>w�4
. !


4
�
5>w�4


. �
4>w>


�
5w @ +4� !


5
,�


5>w�4
. !


5
�
4>w�4


. �
5>w�4


>


�
5w @ +4� !


5
,�


5>w�4
. !


5
�
4>w�4


. �
5>w=


Djdlq/ li !4 @ !
5
@ 3> wkhq wkhuh lv qr frqyhujhqfh exw d edodqfhg jurzwk prgho


lv rewdlqhg li �
4>w dqg �


5>w duh shuihfwo| fruuhodwhg zlwk wkh vdph yduldqfh1


Wkh prgho fdq eh uh0duudqjhg vr dv wr kdyh wzr frqyhujhqfh frpsrqhqwv
gh�qhg lq whupv ri ghyldwlrqv iurp wkh frpprq wuhqg/ wkdw lv �|lw @ �lw � �!w


dqg �
|
l>w @ �lw � �!w> l @ 4> 5> zkhuh �!w lv


�!w @ !�
4w . +4� !,�


5w> +64,


dqg vlploduo| iru �!w= Wkhq


|4w @ �+4� !, . �
|
4w . �!w . #


4w . %4w> +65,


|5w @ �!�. ^�!@+4� !,`�
|
4w . �!w . #


5w . %5w>


zlwk


�
|
4w @ !�


|
4w�4


. �
|
4>w�4


>


�
|
4w @ !�


|
4>w�4


. �
|
4>w>


�!w @ �!>w�4
. �!>w�4>


�!w @ �!>w�4
. �!>w>


Wkh vhfrqg frqyhujhqfh frpsrqhqw fdq eh rewdlqhg iurp wkh �uvw vlqfh !�
|
4w .


+4 � !,�
|
5w @ 3= Erwk hfrqrplhv frqyhujh wr wkh jurzwk sdwk ri wkh frpprq


wuhqg/ h{fhsw lqvridu dv wkh �uvw hfrqrp| lv dw d frqvwdqw ohyho/ �> deryh +ru


ehorz, wkh vhfrqg rqh1 Frqyhujhqfh lv dw wkh vdph udwh/ !=


Li wkh vhfrqg hfrqrp| lv wdnhq wr eh d ehqfkpdun wkhq !5 @ 3 lq wkh odvw
wzr htxdwlrqv ri +63,1 Lq wklv fdvh �


5w lv d vprrwk wuhqg1 Vhwwlqj xs wkh prgho


dv lq +65, zlwk ! @ 3> irfxvhv dwwhqwlrq rq wkh wudqvlwlrqdo jds ehwzhhq wkh


wzr hfrqrplhv dv �
|
4w @ �


4w � �
5w dqg �


|
4>w @ �


4>w � �
5>w= Wkh lpsolhg prgho iru


|4w � |5w lv dv lq +4;, zlwk �w uhsodfhg e| �
|
4w=


54







817 XF Prgho iru Mdsdq dqg XV


Wkh vprrwk vwrfkdvwlf wuhqgv prgho �wwhg lq vxe0vhfwlrq 616 jlyhv dq lqglfdwlrq


ri wkh nlqg ri uhvxowv zklfk pljkw eh h{shfwhg iurp d frqyhujhqfh prgho dqg


fdq surylgh vwduwlqj ydoxhv iru vrph ri wkh sdudphwhuv1 Dv douhdg| qrwhg/ wkh
prgho lv d olplwlqj fdvh zklfk uhvxowv zkhq !


4
@ !


5
@ 3 dqg � @ 3=


WDEOH 6 K|shusdudphwhuv
Mdsdq


Devroxwh
XV


Mdsdq


Uhodwlyh
XV


Frqyhujhqfh ��+�43
�6, 4=799 3=<;< 4=6<< 4=33:


! 3=<9< 3=<8;


F|foh ��+�43
�6, 9=<65 :=797 <=746 :=9;4


� 3=<36 3=;<5


Shulrg+5�@�f, 57=:: 5;=9:


Luuhjxodu �%+�43
�6, 7=7;5 3=854 3 3


Jds � 3+il{hg,
�3=4:7


+3=37:,


Ilw orjO <;;=383 <;;=:99


VH+�43�6, ;=< 4=39 ;=< 43=9
Gldjqrvwlfv T+44, 45=6: 47=:: 45=6: 47=::


Wkh uhvxowv ri �wwlqj wkh elyduldwh frqyhujhqfh prgho duh vkrzq lq wdeoh 61


Wkh prgho zdv hvwlpdwhg zlwk wkh XV wdnhq dv wkh ehqfkpdun/ zlwk � vhw wr


}hur dqg � xquhvwulfwhg1 Zkhq wkh pruh jhqhudo prgho zlwk qr uhvwulfwlrqv rq


!4 dqg !5 zdv hvwlpdwhg lw froodsvhg wr wkh ehqfkpdun prgho1 Wklv lv frqvlvwhqw


zlwk zkdw zdv irxqg zkhq wkh elyduldwh dxwruhjuhvvlyh prgho zdv �wwhg1


Wkh pdlq ihdwxuhv duh=


l, Wkh f|foh sdudphwhuv duh vlplodu wr wkrvh rewdlqhg zlwk wkh elyduldwh sxuh


wuhqg prgho uhsruwhg lq wdeoh 4 dqg wkh �wwhg f|fohv vhhp wr surylgh d pruh


vdwlvidfwru| ghfrpsrvlwlrq wkdq zdv rewdlqhg iru wkh xqlyduldwh prgho iru wkh


gl�huhqfh1


ll, Wkh hvwlpdwh ri � lv rqo| voljkwo| vpdoohu wkdq wkh rqh rewdlqhg lq wkh


xqlyduldwh jds prgho1 Djdlq wkhuh lv fohdu hylghqfh ri uhodwlyh frqyhujhqfh/


wkrxjk wkh OU vwdwlvwlf lv rqo| 417651


lll, Wkh hvwlpdwhg frqyhujhqfh frpsrqhqw/ �
|
4w
> dvvljqhg wr Mdsdq/ lv yhu|


vlplodu wr wkh vprrwkhg jds vkrzq lq �jxuh ;1


ly, Iljxuh 43 vkrzv wkh iruhfdvwv iru wkh wzr frxqwulhv1 Lw fdq eh vhhq wkdw


wkh| frqyhujh wr wkh vdph jurzwk sdwk/ �
w
> exw dw d frqvwdqw glvwdqfh / �> dsduw1


D ydoxh ri � @ �3=4:7 lpsolhv wkdw wkh ohyho ri Mdsdqhvh shu fdslwd JGS lv


derxw 49( ehorz wkdw ri wkh XV1


818 Fkloh dqg XV


Wkh gl�huhqfh ehwzhhq Fklohdq dqg XV JGS lv fkdudfwhulvhg e| dq hqruprxv


vzlqj lq idyrxu ri wkh XV gxulqj wkh 93v dqg :3v iroorzhg e| dq htxdoo| vwurqj


pryhphqw lq idyrxu ri Fkloh1 Wklv pdnhv prghoolqj dq| nlqg ri frqyhujhqfh
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Iljxuh 43=


surfhvv h{wuhpho| gl!fxow1 Wkh gl!fxow| lv frpsrxqghg e| wkh idfw wkdw wkh


f|folfdo surfhvvhv lq wkh wzr frxqwulhv kdyh olwwoh frpprq1 Lq wkh fdvh ri Fkloh/


wkh vwuxfwxudo wlph vhulhv prgho iru txduwhuo| shu fdslwd JGS lv yluwxdoo| wkh


vdph dv wkh rqh �wwhg wr JGS lq vhfwlrq 51 H{wudfwlqj d wuhqg dqg wkhq


vxewudfwlqj iurp wkh XV wuhqg |lhogv wkh sdwwhuq vkrzq lq �jxuh 441 Erwk


vhulhv duh lq 4<;9 XV grooduv1 Wkh iruhfdvwv duh vlpso| h{wudsrodwlrqv pdgh


xvlqj wkh vprrwk wuhqg prgho7


9 Frqfoxvlrq


Wklv duwlfoh kdv ghvfulehg dq h{whqvlrq wr wkh fodvv ri vwuxfwxudo wlph vhulhv


prghov zklfk doorzv pruh fohduo| gh�qhg f|fohv wr eh h{wudfwhg iurp hfrqrplf


wlph vhulhv1 Wklv zdv looxvwudwhg zlwk XV JGS1 Wkh dwwudfwlrq ri wklv prgho0


edvhg dssurdfk lv wkdw wkh �owhuv lpsolflwo| gh�qhg e| wkh prgho duh frqvlvwhqw


zlwk hdfk rwkhu dqg zlwk wkh gdwd1 Ixuwkhupruh wkh| dxwrpdwlfdoo| dgdsw wr


wkh hqgv ri wkh vdpsoh dqg/ li ghvluhg/ urrw phdq vtxduh huuruv fdq eh fdofxodwhg1


Wkh prghov fdq dovr eh xvhg wr jdlq lqvljkw lqwr wkh pruh dg krf �owhuv xvhg


lq exvlqhvv f|foh dqdo|vlv/ lqglfdwlqj zkhq lw pljkw eh dssursuldwh wr xvh wkhp


dqg zkhq wkh| fdq ohdg wr vhulrxv glvwruwlrqv ri wkh nlqg zklfk fdq dulvh iru


wkh KS �owhu dqg edqg sdvv �owhuv1 Wkh suhihuuhg prgho iru Fklohdq JGS kdv


wzr f|fohv/ erwk ri zklfk kdyh d gluhfw dqg phdqlqjixo lqwhusuhwdwlrq lq whupv


ri hfrqrplf dfwlylw|1 Wklv ghfrpsrvlwlrq frxog qrw kdyh ehhq dfklhyhg e| dq


dg krf �owhu1


7Ilwwlqj d vprrwk wuhqg prgho uhvxowv lq rqo| wkh vorsh glvwxuedqfh ehlqj qrq0}hur1 Wklv


lv qrw vxusulvlqj vlqfh wkh vhulhv lv frqvwuxfwhg iurp wzr hvwlpdwhg vprrwk wuhqgv1
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Iljxuh 44= Gl�huhqfh lq xqghuo|lqj ohyhov ri XV dqg Fklohdq uhdo shu fdslwd


JGS +orjdulwkpv,


Elyduldwh vwuxfwxudo wlph vhulhv prghov doorz wkh lqirupdwlrq rq dqrwkhu


vhulhv wr eh wdnhq lqwr dffrxqw lq rughu wr h{wudfw ehwwhu lqirupdwlrq iurp


d wdujhw vhulhv1 Mrlqw prghoolqj ri gl�huhqw frxqwulhv pd| dovr eh xvhixo1 D


elyduldwh prgho ri Mdsdqhvh dqg XV JGS zdv vkrzq wr jlyh d pruh lqirupdwlyh


ghfrpsrvlwlrq ri Mdsdqhvh JGS1 Wkh prgho xvhg zdv vxevhtxhqwo| ghyhorshg


wr lqfoxgh d frqyhujhqfh phfkdqlvp1 Wklv |lhoghg pruh frkhuhqw iruhfdvwv iru


wkh ohyhov ri JGS lq wkh wzr frxqwulhv1


DFNQRZOHGJHPHQWV


L dp judwhixo wr Ydvfr Fduydokr iru uhvhdufk dvvlvwdqfh dqg wr Urguljr Fd0


sxwr dqg Wkrpdv Wulpexu iru khosixo glvfxvvlrqv1 Pxfk ri wkh zrun uhsruwhg


zdv vxssruwhg e| wkh HVUF dv sduw ri d surmhfw rq G|qdplf Idfwru Dqdo|vlv/


judqw qxpehu O46; 58 433;1


Uhihuhqfhv


Eduur/ U1M1 dqg Vdod0l0Pduwlq +4<<5,1 Frqyhujhqfh1 Mrxuqdo ri Srolwlfdo Hfrq0


rp|/ 433/ 5560841


Ed{whu/ P1 dqg U1J1Nlqj +4<<<,1 Phdvxulqj exvlqhvv f|fohv= dssur{lpdwh


edqg0sdvv �owhuv iru hfrqrplf wlph vhulhv1 Uhylhz ri Hfrqrplfv dqg


Vwdwlvwlfv/ ;4= 8:80<61


Ehuqdug/ D1E1 dqg V1 Gxuodxi1 +4<<9,1 Lqwhusuhwlqj whvwv ri wkh frqyhujhqfh


k|srwkhvlv1 Mrxuqdo ri Hfrqrphwulfv/ :4/ 4940:6


Fdsxwr/ U1 +5334,1 Lq dwlrq Wdujhwlqj lq vpdoo rshq hfrqrplhv= wkh Fklohdq


h{shulhqfh1 Plphr/ Fdpeulgjh
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Frjoh|/ W1 dqg M1P1Qdvrq +4<<8,1 H�hfwv ri wkh Krgulfn0Suhvfrww �owhu rq


wuhqg dqg gl�huhqfh vwdwlrqdu| wlph vhulhv= lpsolfdwlrqv iru exvlqhvv f|foh


uhvhdufk1 Mrxuqdo ri Hfrqrplf G|qdplfv dqg Frqwuro/ 4</ 5860:;1


Hydqv/ S dqg J1 Nduudv +4<<9,1 Frqyhujhqfh uhylvlwhg1 Mrxuqdo ri Prqhwdu|


Hfrqrplfv/ 5:/ 57<098


Jrph}/ Y1 +5334,1 Wkh xvh ri Exwwhuzruwk �owhuv iru wuhqg dqg f|foh hvwlpdwlrq


lq hfrqrplf wlph vhulhv1 Mrxuqdo ri Exvlqhvv dqg Hfrqrplf Vwdwlvwlfv/ 4</


6980:61


Kduyh|/ D1F1 dqg Y1Fduydokr +5334,1 Prghov iru frqyhujlqj hfrqrplhv/ Plphr/


Fdpeulgjh1


Kduyh|/ D1F1/ dqg F0K1 Fkxqj +5333,1 Hvwlpdwlqj wkh xqghuo|lqj fkdqjh lq


xqhpsor|phqw lq wkh XN +zlwk glvfxvvlrq,/ Mrxuqdo ri wkh Ur|do Vwdwlv0


wlfdo Vrflhw|/ Vhulhv D/ 496= 63606<1


Kduyh|/ D1F1/ dqg D1 Mdhjhu +4<<6,1 Ghwuhqglqj/ vw|olvhg idfwv dqg wkh exvlqhvv


f|foh1 Mrxuqdo ri Dssolhg Hfrqrphwulfv ;= 56407:1


Kduyh|/ D1F1/ dqg V1M Nrrspdq +4<<:,1 Pxowlyduldwh vwuxfwxudo wlph vhulhv


prghov1 Lq F1 Khlm hw do1+hgv,1 V|vwhp g|qdplfv lq hfrqrplf dqg �qdqfldo


prghov/ 59<0<;= Fklfkhvwhu= Zloh| dqg Vrqv1


Kduyh|/ D1F1 dqg W1 Wulpexu +5334,1 Jhqhudo prgho0edvhg �owhuv iru h{wudfwlqj


f|fohv dqg wuhqgv lq hfrqrplf wlph vhulhv1 GDH glvfxvvlrq sdshu/ 34461


Fdpeulgjh1


Krgulfn/ U1M1 dqg H1F1Suhvfrww +4<<:,/ Srvwzdu XV exvlqhvv f|fohv= dq hpslu0
lfdo lqyhvwljdwlrq/ Mrxuqdo ri Prqh|/ Fuhglw dqg Edqnlqj/ 57/ 40491


Nlwdjdzd/ J1/ dqg Z1 Jhuvfk +4<<9,1 Vprrwkqhvv sulruv dqdo|vlv ri wlph


vhulhv1 Ehuolq= Vsulqjhu0Yhuodj1


Nrrspdq/ V1M1/ Q1 Vkhskdug dqg M1 Grruqln +4<<<,1 Vwdwlvwlfdo dojrulwkpv iru


prghov lq vwdwh vsdfh xvlqj VviSdfn 5151 Hfrqrphwulfv Mrxuqdo/ 5/ 4460991


Nrrspdq/ V1M1/ D1F1 Kduyh|/ M1D1 Grruqln dqg Q1 Vkhskdug +5333,1 VWDPS


913 Vwuxfwxudo Wlph Vhulhv Dqdo|vlv Prghoohu dqg Suhglfwru/ Orqgrq= Wlp0


ehuodnh Frqvxowdqwv Owg1


Nzldwnrzvnl/ G1/ Skloolsv/ S1F1E/ Vfkplgw/ S1 dqg \1Vklq +4<<5,/ Whvwlqj wkh
qxoo k|srwkhvlv ri vwdwlrqdulw| djdlqvw wkh dowhuqdwlyh ri d xqlw urrw= Krz


vxuh duh zh wkdw hfrqrplf wlph vhulhv kdyh d xqlw urrw B Mrxuqdo ri


Hfrqrphwulfv 77/ 48<0:;1


Pxuud|/ F1M1 +5334,1 F|folfdo surshuwlhv ri Ed{whu0Nlqj �owhuhg wlph vhulhv1
Plphr
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Q|eorp/ M1 dqg W1 Pçnhoçlqhq +4<;6,/ Frpsdulvrq ri whvwv iru wkh suhvhqfh ri


udqgrp zdon frh!flhqwv lq d vlpsoh olqhdu prgho/ Mrxuqdo ri wkh Dphulfdq


Vwdwlvwlfdo Dvvrfldwlrq/ :;/ ;890971
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Durante el siglo veinte, el crecimiento del producto por habitante en Chile alcanzó un
promedio anual de 1.6%, llevando a que el nivel del producto por habitante se quintuplicara en
ese periodo. Sin embargo, la mayor parte de ese crecimiento se logró en los últimos 11 años,
cuando se alcanzó una tasa 3 veces mayor que la del promedio del siglo. Ello permitió que entre
1989 y 2000 el producto per cápita casi se duplicara, lo que al ritmo de crecimiento promedio del
siglo 20 sólo hubiese sido posible alcanzar en 33 años.


En efecto, de 1985 a 1998, la tasa de crecimiento del producto por habitante en Chile
estuvo entre las cuatro más altas del mundo.  Y si comparamos esta tasa de crecimiento con la
que el país obtuvo en las dos décadas anteriores, veremos que Chile fue el país que más mejoró
internacionalmente.  Igualmente destacable es que el crecimiento, además de alto, fue sostenido
y estable.  En efecto, a juzgar por los coeficientes de variación de la tasa de crecimiento, Chile
fue uno de los tres países más estables del mundo.


Chile, sin embargo, no ha sido inmune a la ola de crisis internacionales de finales de los
1990.  El crecimiento económico se ha resentido y Chile ha experimentado su primera recesión
en mucho tiempo.  El país casi había olvidado que los ciclos económicos son un hecho de la
realidad y que implican tanto subidas como descensos.  En este contexto, mucha gente ahora se
pregunta si el período de acelerado crecimiento en Chile es una cosa del pasado.


Esta pregunta es difícil de responder y exige un análisis riguroso y completo del proceso
de crecimiento en Chile y en el mundo.  La base de este análisis consiste en conocer las
características y causas del crecimiento, tanto desde el terreno de las ideas y la teoría como desde
el plano de la evidencia empírica.  Sólo cuando este lado científico ha sido satisfecho resulta
posible pasar al aspecto aplicado del análisis, es decir, al diseño de políticas públicas que
promueven el crecimiento de largo plazo.
                                                          
1  Agradezco a Norman Loayza y Raimundo Soto por su ayuda en la elaboración de este documento.
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La Quinta Conferencia Anual del Banco Central de Chile, que inauguro con estas
palabras, tiene como objetivo examinar el proceso de crecimiento económico en Chile y en el
mundo, tanto desde una perspectiva científica como de política económica. Estará latente, en
todas las presentaciones y discusiones, la pregunta de fondo: qué se puede esperar sobre el
crecimiento de Chile en el futuro y cuáles son las condiciones para un crecimiento sostenido.


Afortunadamente, en la búsqueda de las claves del crecimiento económico no tenemos
que iniciar una nueva aventura académica.  Hemos heredado una literatura muy rica y variada,
tanto en aspectos teóricos como empíricos.  Y lo que nos queda ahora es profundizar en ella y
explorar aquellos elementos que se yerguen como los más pertinentes para la situación actual.


Fue Robert Solow quien a mediados del siglo pasado revitalizó el estudio del proceso de
crecimiento, modelándolo, en el mediano plazo, como el resultado de la acumulación de factores
en una función de producción neoclásica y, en el largo plazo, como el fruto del avance
tecnológico.  Pese a su sobriedad, el modelo era rico en conclusiones e implicaciones prácticas.
Algunas de ellas se examinaron empíricamente, en particular en Estados Unidos, tal como lo
ejemplifican los numerosos trabajos de Dale Jorgenson y asociados.  Pero el interés de la
profesión por el crecimiento económico pronto se disipó y cedió lugar al estudio de los ciclos
económicos y las políticas de reactivación.


Después de un largo periodo, en efecto alrededor de 25 años, el atractivo por el
crecimiento económico revivió por razones varias.  Puedo señalar dos de ellas.  La primera fue el
uso de nuevas herramientas teóricas que permitieron modelar las trayectorias de crecimiento
como el resultado de una optimización dinámica.  La segunda fue el desarrollo de nuevas y más
confiables bases de datos internacionales que permitían las comparaciones entre países del nivel
y la tasa de crecimiento del producto per cápita.  Las bases de datos generadas por Summers y
Heston, así como las del Banco Mundial, contribuyeron a que las a veces etéreas teorías de
crecimiento fuesen contrastadas con la realidad.


La nueva literatura de crecimiento económico justamente se inicia en respuesta a las
aparentes fallas del modelo neoclásico para explicar algunos hechos de la realidad.  El modelo de
Solow, al menos en sus versiones menos sofisticadas, predecía que las economías más pobres
debiesen crecer sustancialmente más que las ricas, y que las correspondientes diferencias en los
rendimientos del capital tendrían que inducir a que éste fluyera masivamente de los países ricos a
los pobres.
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La debilidad del modelo neoclásico llevó a Robert Lucas a plantear un modelo en el que
el capital humano jugaba un papel preponderante y que permitía a la teoría ubicarse más cerca de
los hechos.  Lucas abrió su artículo con las ahora célebres palabras, "...una vez que uno comienza
a pensar en el crecimiento económico es difícil pensar en nada más."  Estas palabras fueron
premonitorias para lo que sucedió desde entonces en la profesión.  Algunas de las mentes más
lúcidas dedicaron su talento y energía a formular las características empíricas del crecimiento, a
descifrar sus enigmas teóricos, y a proponer las políticas que lo sostenían y alentaban.  Tengo
mucho honor en reconocer entre los participantes de esta conferencia a varios de los líderes
intelectuales de la nueva literatura del crecimiento.


Permítanme terminar aquí con mi brevísima revisión de la literatura, pues éste es
justamente el tema del discurso magistral que Xavier Sala-i-Martin, con mucha autoridad, nos
ofrecerá a continuación.  La presentación de Sala-i-Martin destilará con precisión y sabiduría lo
que nuestra profesión ha aprendido sobre el crecimiento económico en los últimos 15 años.  Para
ello, sin duda se inspirará en el libro que ha escrito junto a Robert Barro, el cual es ahora un texto
obligatorio para los estudiosos del tema.


En lo que queda de mi presentación, y ya que mis palabras son de introducción a la
conferencia, intentaré trazar un mapa de los trabajos y  sesiones que tendremos en estos dos días.
Con fines didácticos podemos agrupar los trabajos en 5 categorías.  La primera está dirigida a
estudiar las características y causas del crecimiento económico desde una perspectiva
internacional.  La segunda estudia el proceso de crecimiento como ha ocurrido en Chile,
particularmente en las últimas tres décadas.  La tercera categoría analiza el rol de las políticas
públicas en la promoción del crecimiento.  La cuarta estudia el papel que le cabe al sector
financiero en el desarrollo económico, sector que está particularmente cercano a las actividades
del Banco Central.  Finalmente, la quinta categoría estudia la intrincada relación entre los ciclos
económicos y el crecimiento de largo plazo.  A continuación describo cada uno de estos grupos
de trabajos, destacando las preguntas que sus autores se han propuesto contestar.


El primer grupo de trabajos estudia el proceso de crecimiento desde una perspectiva
internacional.  William Easterly y Ross Levine condensan en su trabajo los hechos más
sobresalientes y característicos del crecimiento tal como ocurre típicamente en el mundo.  A mi
juicio los más notables son, primero, que las diferencias en el crecimiento económico entre
países no son explicadas por el ritmo de acumulación de capital sino por el crecimiento de la
productividad; y, segundo, que los niveles de ingreso per cápita no tienden a converger entre
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países, sino todo lo contrario.  Aunque su hallazgo de "divergencia entre países" no es optimista,
sí lo es su conclusión de que el crecimiento no es aleatorio sino que responde a la calidad de las
políticas públicas.  A la vez, Easterly y Levine buscan identificar los modelos teóricos que mejor
responden a los hechos estilizados.  Concluyen que los experimentos empíricos aún no han
avanzado lo suficiente como para seleccionar entre los conceptos distintos que la literatura
teórica arroja sobre el crecimiento de la productividad total de los factores.  Trazan, de esta
manera, un derrotero para la investigación futura.


En su trabajo, Rómulo Chumacero disputa uno de los hechos estilizados de Easterly y
Levine, a saber, la divergencia entre países en niveles de producto. Chumacero comienza
haciendo una revisión exhaustiva de las pruebas empíricas que se han utilizado para demostrar o
refutar la convergencia entre países.  Luego, se hace la siguiente pregunta: ¿qué tan efectivas son
estas pruebas estadísticas en detectar convergencia en datos generados por modelos en los que
por construcción existe convergencia?  Chumacero diseña su experimento planteando modelos
estocásticos, generando datos artificiales con ellos, y aplicándoles las pruebas estadísticas de
convergencia.  Reveladoramente, encuentra que las pruebas estadísticas rechazan
incorrectamente la convergencia entre países, particularmente cuando los shocks de
productividad son persistentes y algo volátiles.


El estudio de Robert Barro amplia el enfoque de crecimiento al relacionarlo con el
proceso de desarrollo en general.  De esta manera, Barro analiza los elementos económicos,
sociales y políticos que acompañan al crecimiento económico, no sólo como causas sino también
como consecuencias del crecimiento.  Tales aspectos del desarrollo humano determinan la
calidad de vida de las personas y son, por consiguiente, el objetivo último del quehacer privado y
público.  Podríamos decir, por lo tanto, que el crecimiento económico que fomenta el desarrollo
humano es un crecimiento de "alta calidad".  El trabajo de Barro intenta medir la "calidad" del
crecimiento estudiando su relación con variables socioeconómicas, como por ejemplo la
esperanza de vida, la fertilidad y la desigualdad del ingreso; variables políticas, como la
democracia, el estado de derecho, y la honestidad en la administración pública; y variables
culturales y sociales, como la criminalidad y la religiosidad.  El estudio de Barro es importante
en cuanto le da una dimensión humana y social al mero avance económico.


El segundo grupo de trabajos examina las características del crecimiento económico en
Chile.  Para ser exactos, más de la mitad de los estudios que se expondrán en la conferencia
versan sobre Chile o tienen por lo menos una aplicación al país.  Sin embargo, en este grupo sólo
incluiré los trabajos que estudian el crecimiento en Chile desde una perspectiva
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macroeconómica.  El estudio de Francisco Gallego y Norman Loayza se dirige, en primer lugar,
a encontrar las características básicas del crecimiento en Chile en las últimas décadas.  Para ello
utilizan desde ejercicios de descomposición de Solow hasta el análisis de la relación dinámica
entre inversión, crecimiento y ahorro.  Les llama particularmente  la atención el cambio de la
conducta del crecimiento en Chile a partir de 1985 --el crecimiento se vuelve de mayor nivel,
menor variabilidad, mejor balance entre sectores, y mejor explicado por cambios en la
productividad.  En segundo lugar, Gallego y Loayza utilizan la evidencia internacional en su
intento de explicar lo que ellos llaman la "época de oro del crecimiento en Chile".  Terminan su
estudio planteando lo que podemos esperar para el crecimiento de Chile en la próxima década.
Para contrarrestar el efecto convergencia que reducirá el crecimiento futuro respecto del
observado en la década pasada, los autores identifican varias reformas que redundarían en un
mayor crecimiento: mejorar la calidad de la educación y de la infraestructura física del país,
hacer más eficiente la gestión de gobierno e intensificar la adaptación de tecnología.


El trabajo de Klaus Schmidt-Hebbel aborda el crecimiento en Chile desde un enfoque
teórico.  Para ello construye un modelo que, al estilo de Jones y Manuelli, combina una
transición (o mediano plazo) caracterizada por convergencia y rendimientos decrecientes con un
estado estacionario (o largo plazo) caracterizado por rendimientos constantes.  El modelo es
entonces un híbrido entre el modelo neoclásico de Solow y el modelo de crecimiento endógeno
de Rebelo. Además, incorpora capital reproducible en un sentido amplio (físico y humano) y el
aporte de los recursos naturales no renovables, en los cuales se basan la minería y parte de la
pesca y la industria manufacturera en Chile. El autor simula la transición al crecimiento de largo
plazo, que será más bajo que el observado entre 1986 y 1997 debido a los rendimientos
decrecientes al capital y al agotamiento de los recursos no renovables. El autor también estima el
aporte que han hecho la estabilización macroeconómica y las reformas micro-estructurales al
crecimiento chileno, utilizando un modelo de crecimiento de convergencia condicional. A partir
de los resultados empíricos, Schmidt-Hebbel confirma y cuantifica una conclusión ampliamente
compartida y reflejada también en los estudios de Gallego y Loayza, y Beyer y Vergara: como
las políticas monetaria y fiscal macroeconómicas ya han hecho toda la contribución posible al
crecimiento, es imprescindible continuar avanzando en reformas estructurales microeconómicas
para que el país retome una senda de alto crecimiento.


Un tercer grupo de trabajos en esta conferencia estudia el rol de las políticas públicas que
apoyan o inhiben el crecimiento económico. Una de las opiniones más frecuentemente
escuchadas a partir de la recesión de 1998-99 es la necesidad que Chile y sus autoridades se
embarquen en políticas de industrialización con el fin de acelerar el crecimiento. Se cita con
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frecuencia a los países asiáticos como ejemplos de estas políticas. El estudio de Howard Pack y
Marcus Noland revisa exhaustivamente la experiencia de las políticas industriales de tres
economías exitosas del este asiático: Japón, Corea del Sur y Taiwán.


Los autores se concentran en dos preguntas. Primero, ¿fueron las políticas industriales el
motor del crecimiento? Segundo, ¿son los actuales problemas de estancamiento de esas
economías el legado de dichas políticas de industrialización? Los autores proveen evidencias
sistemáticas, novedosas e interesantes que, si bien estas políticas han afectado el desarrollo
industrial y el comercio externo, ellas no han tenido un efecto significativo sobre la
productividad de los factores y han implicado un alto costo en bienestar. Adicionalmente, los
autores proveen evidencia de los peligros y costos ocultos en las políticas de industrialización.
En primer lugar, estas políticas que le otorgan a burócratas poderes discriminatorios son la base
de los graves casos de corrupción observados en Japón y Corea. Éste no es un problema en
Chile, según agencias como Transparency International. En segundo lugar, cuando el gobierno
desarrolla políticas de promoción, los empresarios toman mayores riesgos y asignan los recursos
menos eficientemente pues cuentan con la garantía implícita del Estado de que no se permitirá su
quiebra. De acuerdo a evidencia reciente de Hayashi y Prescott, la prolongada recesión que
afecta a Japón desde principios de los años 1990 se debe en gran medida a la continua asistencia
estatal a empresas y sectores de baja productividad.


Las políticas de industrialización son sólo una parte del esquema de incentivos que
enfrentan los empresarios al minuto de decidir sus niveles de producción e inversión. Existen,
además, restricciones y fortalezas en áreas tales como los derechos de propiedad, la regulación
de los mercados, las instituciones legales y económicas y la estabilidad política. Harald Beyer y
Rodrigo Vergara proveen una evaluación de los efectos que tienen cambios en la estructura de
incentivos sobre el crecimiento, tanto en Chile como en el mundo. La evidencia encontrada –que
coincide con los resultados de Gallego y Loayza– señala la importancia que tienen sobre el
crecimiento de la productividad características como la carga impuesta por la burocracia y la
regulación inadecuada o excesiva, la calidad del capital humano y las oportunidades de competir
en los mercados externos. Beyer y Vergara sugieren los efectos beneficiosos que tendrían
avances adicionales en estas áreas para el crecimiento chileno.


Mas allá de las políticas públicas dirigidas a sectores específicos, al estado le cabe la
responsabilidad de velar por el correcto funcionamiento de un sector clave para el desarrollo, a
saber, el sistema financiero. En efecto, en una economía de mercado es el sector financiero el
que permite la canalización del ahorro hacia los proyectos de inversión que producen el mayor
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beneficio a la sociedad.  A este tema está dirigido el cuarto grupo de estudios de esta
conferencia.  En ellos se exploran, primero, el papel que tienen las entidades financieras para
promover el crecimiento y, segundo, la responsabilidad que tiene un insuficiente desarrollo
financiero en impedir que los países en desarrollo puedan diversificar adecuadamente el riesgo.
María Carkovic y Ross Levine presentan un interesante enigma respecto del caso chileno: ¿por
qué Chile exhibe altos niveles de ingreso y un rápido crecimiento con un nivel de desarrollo
financiero y bursátil relativamente tan bajo?  Ricardo Caballero, por otro lado, estudia en qué
medida es este insuficiente desarrollo financiero el que impide diversificar el riesgo que
presentan los shocks de términos de intercambio en una economía pequeña, abierta y
dependiente del precio de los bienes primarios. El trabajo propone, además, el tipo de
instrumentos financieros que sería necesario desarrollar para aminorar la amplificación del ciclo
económico.


El quinto grupo de estudios trata sobre la relación entre el ciclo económico y el
crecimiento de largo plazo.  No cabe duda que los impactos externos han tenido un importante
efecto sobre el ciclo económico en Chile. Por ello, resulta fundamental preguntarse si podemos
considerar estas fluctuaciones sólo como desviaciones transitorias de la actividad económica de
su tendencia secular y sin que ejerzan efectos duraderos sobre el crecimiento. La respuesta a esta
pregunta es evidentemente importante no sólo para el desarrollo de la teoría sino para la
conducción de las políticas económicas. El trabajo de Antonio Fatás aborda este problema y
presenta evidencia empírica para un centenar de países que refuta la supuesta independencia
entre la volatilidad cíclica de corto plazo y el crecimiento sostenido. Coincidentemente con los
trabajos de Caballero y Carkovic y Levine, Fatás encuentra que el efecto adverso afecta más a
aquellos países que son más pobres o tienen mercados financieros poco desarrollados. Asimismo,
este trabajo estudia los mecanismos mediante los cuales la mayor volatilidad podría inducir un
menor crecimiento y, de manera novedosa, se cuantifica la velocidad a la cual las economías se
recuperan de ciclos recesivos.


Como dije anteriormente, Chile ha sufrido una recesión en 1999 y una desaceleración del
crecimiento posterior.  Antes de medir sus efectos futuros y proponer soluciones, es preciso
conocer su génesis y sus características, y a este propósito está dedicado el trabajo de Vittorio
Corbo y José Antonio Tessada. Este estudio utiliza modelos estadísticos y estructurales para
analizar los factores internacionales y domésticos que han contribuido a la caída del crecimiento
chileno posterior a 1997. Los autores identifican el rol de los intensos impactos internacionales
de 1997-1998, los ataques especulativos al tipo de cambio, la política fiscal y la necesaria
respuesta de política monetaria, en la caída del producto de 1998-1999. A ello habría que agregar
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el impacto externo negativo de 2000-2001.


La presencia de fluctuaciones transitorias les plantea a las autoridades económicas una
pregunta de difícil respuesta pero de gran trascendencia, en particular en el caso reciente de
Chile: ¿Cómo podemos saber si la economía está saliendo de un ciclo recesivo de manera lenta o
es que se ha movido hacia una trayectoria de menor crecimiento de largo plazo? El profesor
Andrew Harvey, una reconocida autoridad en el área de la econometría de series de tiempo,
revisa críticamente los métodos de descomposición del crecimiento en ciclo y tendencia, y
desarrolla una metodología moderna que toma en cuenta la convergencia hacia los niveles de
ingreso per cápita de largo plazo, como sugiere la teoría económica. Una aplicación para la
eventual convergencia entre Chile y Estados Unidos revela un interesante resultado: entre los
años 2000 y 2010 la distancia de nuestro ingreso por habitante respecto del de Estados Unidos se
reduciría en aproximadamente un 10%.


El trabajo de Gabriela Contreras y Pablo García, por su parte, evalúa una variedad de
técnicas tradicionales de descomposición del crecimiento en Chile en ciclo y tendencia, que va
desde simples filtros mecánicos hasta estimaciones basadas en modelos completos. La evidencia
recogida parece apuntar a que no existen cambios estructurales en el crecimiento de largo plazo,
por lo que en estos momentos la economía se encontraría transitoriamente entre 5% y 10% por
debajo de su nivel de equilibrio, lo que permite augurar una importante reactivación en el futuro.


Como ustedes pueden apreciar, tenemos una nutrida agenda para los dos días del
seminario. El crecimiento económico es un desafío para todos nosotros, no sólo desde el punto
de vista del conocimiento teórico o de políticas económicas, sino principalmente porque es a
través de un crecimiento sostenido que podremos dar solución a los problemas que aquejan a
muchos segmentos de nuestra economía, en particular los más pobres.  Presentadores,
comentaristas y asistentes quedan invitados a discutir estos trabajos que sin duda proveerán
importantes conclusiones para entender las razones por las cuales las economías, en particular la
chilena, crecen en el largo plazo y el rol que le cabe a los diferentes agentes en el proceso de
desarrollo económico.


Esta conferencia cerrará mañana en la tarde con un panel de connotadas autoridades que
abordarán, desde la perspectiva de las políticas públicas, las principales conclusiones obtenidas
en los diversos estudios presentados en las sesiones de trabajo. Los panelistas son Jorge
Marshall, Vice-Presidente del Banco Central, Jorge Rodríguez, Ministro de Economía, y
Francisco Rosende, Decano de la Facultad de Ciencias Económicas de la Universidad Católica.
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El objetivo del panel será analizar las distintas alternativas de política económica, presentando,
en la medida de lo posible, propuestas concretas para hacer que el crecimiento en Chile vuelva a
ser alto y sostenido.


Quisiera terminar esta introducción haciendo un especial reconocimiento al equipo que
ha organizado y trabajado intensamente para que esta Quinta Conferencia Anual del Banco
Central de Chile sea un éxito. Este equipo está integrado por Norman Loayza, Raimundo Soto,
Francisco Gallego y Mónica Correa. A ellos, muchísimas gracias, por su trabajo y a todos
ustedes nuestros agradecimientos por acompañarnos en esta Conferencia.


A continuación quisiera presentar al Profesor Xavier Sala-i-Martin, uno de los líderes
intelectuales de la nueva corriente de crecimiento económico.  El profesor Sala-i-Martin enseña
en la Universidad de Columbia, en Nueva York, y en la Universidad Pompeu Fabra, en
Barcelona.  Ha escrito un gran número de artículos sobre los determinantes del crecimiento
económico, aparte del libro que, como mencioné, es un clásico en esta área del conocimiento.
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1. INTRODUCTION 
 


For a period of roughly 35 years the Republic of Korea, Japan, and Taiwan pursued industrial 


policies (IP) defined as an effort to alter the sectoral structure of production towards sectors they believed 


offered greater prospects for accelerated growth than a typical process of evolution would generate. Used 


without more specificity, all developing countries, excluding  perhaps  Hong Kong, have employed and 


continue to utilize industrial policy. Credit directed at specific sectors at below market interest rates for long 


term and working capital, sectorally differentiated profits taxes, subsidized electricity rates, highly 


differentiated tariffs and non-tariff barriers are all a form of industrial policy. Several Asian countries, 


particularly Japan, Korea, and Taiwan (JKT) are the exemplars of these efforts. Given their success over 


this period it is tempting to conclude that the industrial policy played a decisive role in their success. 


Two questions immediately arise. First, even during the period of successful growth, say 1955-90 


for Japan and 1965 through the late 1990s for Korea and Taiwan, was industrial policy “the” source of 


growth or was it a mild accelerant, improving the growth rate from 9.5 to 10 percent given the  high growth 


of capital, education, and from the almost inevitable gains in total factor productivity (TFP) to be realized 


from borrowing technology from abroad even in the absence of industrial policy. Second, are any of the 


problems encountered in Japan since 1990 and in Korea since 1997 partly the legacy of one aspect or 


another of industrial policy?  


A plausible alternative scenario to the role of industrial policy in explaining these Asian success 


stories has been that they resulted largely from getting macroeconomic policies correct: responsible 
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government monetary and fiscal policy, low inflation, maintaining the correct real exchange rate were key to 


their success as was the considerable investment in the education system. Growth was propelled largely by 


physical and human capital accumulation and the growth rate of TFP while not spectacular was very high by 


LDC standards. 


The disagreement between those who have a quasi-religious belief in the efficacy of industrial policy 


and those who believe economic fundamentals were critical is, at one level, unbridgeable as it would require 


an agreement on the counterfactual evolution of sectors and productivity in each. Nevertheless, the 


considerable body of evidence available that attempts to empirically assess the impact of industrial policy 


brackets most plausible counterfactual scenarios. The neoclassical scenario that argues that success was due 


to getting the fundamentals right may be correct but it must deal with the carefully documented and abundant 


evidence that JKT were indeed interventionist. The issue is whether that being documented, the effect can 


be shown to have been quantitatively significant. If growth rates, conditional on physical and human capital 


accumulation and normal TFP growth rates would have been 9.7 and were increased to 10 percent as a 


result of industrial policy, IP may have played a positive but not overwhelming role. Did such an increase 


occur and at what contemporary cost including lost consumer surplus as well as future costs, including the 


weakening of the financial system that had a negative effect in the late 1990s.  


Some would argue that the above view is too partial and that going one step back, factor 


accumulation rates were themselves positively affected by industrial policy. The 35% saving rate and the 


passion for education reflected profit and wage opportunities that were generated by industrial policy or the 
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lower risk attached to a given prospective rate of return. We will briefly survey the evidence on this later in 


the paper. 
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2. THE CASE FOR INDUSTRIAL POLICY 
 


For selective government intervention or industrial policy to be welfare improving, policymakers 


must identify market failures that would provide the scope for welfare-enhancing interventions; design and 


implement the appropriate interventions; and correct or terminate the applied policy as changing 


circumstances warrant.1  Economists have identified numerous circumstances in which market failures could 


provide scope for welfare-enhancing IP.  These include: 


1. real external economies such as the diffusion of knowledge that one set of firms obtains without 


incurring its own costs. One mechanism by which this occurs is the movement of individuals among 


firms but the knowledge spillovers may occur without such movement from informal exchanges in 


both professional and social contexts. In the case of traded goods, real externalities improve 


welfare only if they allow goods to be produced at less than the imported c.i.f. price.2 


2. external economies that arise as the size of a competitive industry increases, permitting a falling long 


run supply curve. Such gains in productivity in a competitive sector in which individual firms exhibits 


constant or increasing costs are attributable to economies of scope in the use of specialized 


equipment and greater specialization of individual skills. Accelerating the growth of the sector may 


generate an earlier move toward lower long run costs. In the case of noncompetitive sectors in 


                                                                 
1 We use the term welfare-enhancing and growth-accelerating interchangably in this discussion. Most of the 
theoretical models are explicitly static, hence the normative results are expressed in terms of welfare-
enhancement, not growth-acceleration.  While it is possible that IP could could generate a one step increase in 
welfare that would not lead to an acceleration in the secular growth rate, we believe that focusing solely on 
explicitly dynamic models would be too limiting in this context. 
2This is not, however, sufficient to justify intervention. A socially successful intervention depends on whether the 
present discounted value (PDV) of future producer surplus exceeds the PDV of the social cost of subsidies.
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which large scale economies exist, firms will incur lower unit cost if capacity is established at higher 


levels of output. If they perceive only a domestic market, they will construct a larger plant only if 


potential purchasers also establish large plants that generate extensive demand. The market failure is 


that at a given point in time, current prices may not convey the information about prospective 


expansion that is relevant to attaining a lower cost of production through larger plant size. 


(Scitovsky, 1953, Chenery, 1959). This generates an argument for coordination of planned 


investment given by Murphy, Shleifer, and Vishny (1989) who formalize Rosenstein-Rodan’s 


(1943) idea of the “big push.”  There are multiple equilibria due to pecuniary externalities generated 


by imperfect competition with large fixed costs.  They argue that industrial policy which “encourages 


industrialization in many sectors simultaneously can substantially boost income and welfare even 


when investment in any one sector appears impossible” (p. 1024). Growth of the size of the 


economy will eventually preclude the need for policies to obtain the productivity gains from either 


economies of scope or scale.  


3. externalities conferred on other firms in an industry by the first entrant. These include the 


demonstration that the sector is physically and economically feasible (Pack and Westphal, 1986, 


Rob, 1989) and the diffusion of information on technology and marketing conditions.3 


4. the incomplete appropriability of the results of R & D and the possibility that its private riskiness 


                                                                 
3 Okuno-Fujiwara (1988) provides a formal example of this in the form of a model of the interdependence of two industries. 
 One industry, which produces an intermediate product, is assumed to be oligopolistic due to underlying scale economies 
and engages in Cournot competition.  The other industry, which produces a final product, from an intermediate product, is 
perfectly competitive.  In this situation there may be multiple equilibria with one equilibrium Pareto-superior to the others. 
 Industrial policy has a positive role in the form of pre-play communication to generate a superior coordinated equilibrium. 
For the intervention to convey some purely national welfare-enhancement, there has to be some non-traded aspect of the 
externality.  Otherwise, foreigners have access to the same low cost inputs, and the pattern of production in the 
downstream industry is indeterminate without additional assumptions. 
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exceeds social riskiness.  


5. externalities that arise from the interaction of suppliers and buyers on the design or method of 


production of a product leading to a better or cheaper good than is available internationally. In this 


case, the source of the externality is the nontradability of some types of inputs or knowledge - 


otherwise the improved method or product could be obtained from international suppliers. 


In these cases, IP can be directly welfare-enhancing by improving the 


competitiveness of domestic industry, leading to both higher national (and world) output.  


There are additional cases in which IP can be welfare enhancing or growth-promoting 


through the capture of rents or terms of trade effects associated with international trade.4  


In these cases, national industrial policies have a zero-sum element at the global level and 


could hence be thought of as containing a strategic or predatory element.  Similarly, the 


new trade and growth literature which links the cross-national pattern of international trade specialization to 


differential cross-national growth rates provides numerous theoretical possibilities for growth-enhancing IP 


at the national level  (Grossman and Helpman, 1991).5  


This discussion has established the theoretical possibility for welfare or growth-enhancing industrial 


policies.  It would be beyond the scope of this paper to comprehensively map the advisable policy 


interventions to the specific market failures or strategic opportunities identified in the literature.  


Nevertheless, it is probably worthwhile pointing out a few general caveats for the successful implementation 


of IP.  First, the appropriate policy response may be very case specific.  For example, in the well-known 


                                                                 
4 Early formalizations of arguments along these lines are contained in Spencer and Brander (1983) and Itoh and 
Kiyono (1987).  Helpman and Krugman (1989) contains a synthesis of the subsequent literature on strategic trade 
policy.  
5 It might seem at first blush surprising that the normative results of these models to a large extent turn on conventional 
differences in factor usage across industries.  As a consequence, they do not appear to yield robust policy inferences.  
Empirical work has focused on modeling international spillovers arising from research and development activities (e.g. 
Coe and Helpman (1995), Coe, Helpman, and Hoffmaister (1997)) rather than on the implications of IP policies. However,     
    has raised serious questions about the robustness of these results. 
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Brander-Spencer model, the optimal intervention changes from an export subsidy to an export tax, if 


Bertrand rather than Cournot competition is assumed.6  In the case of the international trade models, 


multiple policy tools may be necessary to pursue domestic and international goals if the good in question is 


not pure importable or exportable.  


Second, with the exception of some policies that might be accomplished through pure informational 


or coordination effects, industrial policies require scarce resources.  It is not sufficient, for example, to show 


that in a partial equilibrium sense that a particular production or export subsidy might be potentially growth-


enhancing if the necessary resources are mobilized at the expense of even more worthy sectors (Dixit and 


Grossman, 1986).  This, of course, suggests a more general informational problem, namely, even if 


policymakers identify the possibility of a growth accelerating intervention and the appropriate policy 


package, they still have to calibrate the appropriate magnitude of, say, a tax or subsidy: after all, it is as 


possible to intervene too much as too little. 


Third, in the case of globally zero-sum strategic policies, policymakers must consider the possibility 


of retaliation.  As a general proposition, one would expect that the possibility of retaliation would reduce the 


likelihood of growth-accelerating IP.7  A basic lesson from the strategic trade literature is that the possibility 


of retaliation further complicates the problem of identifying optimal policies.8  


Finally, in the cases discussed thus far, intervention may be effective if the government itself does not 


                                                                 
6 Similarly, the presence of increasing returns to scale, decreases the likelihood that the optimal policy is a subsidy, 
since a subsidy may encourage the entry of additional firms into the market and reduce efficiency by reducing 
plant size or output.  See Helpman and Krugman (1989) for more such examples. 
7 However, as demonstrated by Johnson (1953-54), the possibility of retaliation does not eliminate the possibility 
that the introduction of a tariff by a large country would necessarily be welfare-reducing even allowing for 
retaliation. 
8For example, in the Brander-Spencer model with retaliation, the previously optimal export subsidy policy is 
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suffer from deficiencies leading to government failure.  One of the notable lacunae of the IP literature is the 


general absence of discussion of political economy factors, in particular the possibility of rent-seeking 


behavior by self-interested firms and policymakers and the concomitant degradation of policy. One of the 


important aspects of Asian industrial policies was the relative lack of corruption, perhaps reflecting the high 


status of civil service jobs and their relatively high rate of remuneration.9  This will be touched upon in the 


discussion of the specific cases below. 


3. INDUSTRIAL POLICY IN JAPAN 
 


3A. The Policies  
 


The roots of contemporary industrial policies in Japan go back all the way into the Meiji Restoration 


of the mid-19th century, and the state-led development under the slogans Shokusan-Kogyo 


(industrialization) and Fukoku-Kyohei (a wealthy nation and a strong army.)  Ironically, the unequal treaties 


concluded between Japan and Western powers which greatly circumscribed Japan’s ability to protect its 


domestic industries through tariffs, encouraged Japanese policymakers to develop other tools such as 


targeted subsidized lending through state-controlled banks to achieve the same effect.  Intellectually, the 


Japanese took their cues from Prussia (a curious precursor of the Axis alliance of World War II), not 


Britain, and it was Friedrich List, the proponent of infant industry promotion, not Alfred Marshall, the father 


                                                                                                                                                                                                                 
welfare-reducing, and the optimal policy is a coordinated export tax by both national governments. 
9 See World Bank, 1993, Chapter 4  and Campos and Root (1996) 
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of neoclassical economics, who developed a following in Japan.10 


Japan developed a dual economy  exporting labor-intensive products such as tea, textiles, and 


apparel  while at the same time developing considerable heavy industry, much of it organized by family-


dominated conglomerates (zaibatsu) and oriented toward military production.  Japan defeated first China 


(1895) (annexing Taiwan), then Russia (1905) (eventually annexing Korea) and established itself as a 


formidable military power as recognized by Great Britain in the Anglo-Japanese Alliance of 1902.    


State-dominance of the economy, which had waned in the early part of the 20th century as the 


private sector expanded, revived with the political radicalization of the late 1920s, the Great Depression, 


and the onset of the Pacific War.  Many of the institutional features often thought of as uniquely Japanese 


have their origins in the wartime economy (Okazaki, 1993; Noguchi, 1995). The devastation of World War 


II left Japan’s per capita income in 1950 at less than three-fourths its prewar level.  However, the 


contemporaneous level of per capita income was surely a misleading indicator of Japan’s underlying 


technological capacity – Japan, after all, had produced battleships for the Russo-Japanese War of 1905 and 


 aircraft carriers and world class fighter airplanes in the 1930s, and as indicated by Table 1, the human 


capital embodied in Japan’s labor force was quite high relative to per capita income. 


In the aftermath of the war, the Japanese government together with American occupation authorities 


implemented an economic reconstruction plan characterized by a considerable amount of direct state 


resource allocation, multiple exchange rates, and extensive quantitative controls on imports, foreign 


                                                                 
10 Neoclassical economics remained weak in Japan, and until quite recently the bulk of Japanese academic 
economists were Marxist in orientation.  This is relevant to the extent that there was a general coincidence 
between the neomercantilist orientation of many of the so-called modern economists, and the Japanese Marxists, 
who regarded IP as the manifestation of state monopoly capitalism, arguably a progressive development from their 
perspective.  
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exchange, inward foreign investment, and  technology through licensing schemes.11 


After the withdrawal of US occupation forces in 1950, Japan continued to implement sectoral IP 


through tax policy, off-budget finance, direct subsidy, subsidized credit, research and development policy, 


and controls on international trade, investment, and technology importation, and tolerance of cartels and 


other kinds of anti-competitive behavior on the part of domestic firms.  Capital channeling required 


repression of the financial system and discouragement of direct finance.  In addition to these formal policy 


tools, government officials also sought to exercise influence through informal administrative guidance (gyosei 


shido), coercing recalcitrant firms if necessary. The focus of these efforts was largely oriented toward 


rebuilding heavy industries such as steel and transportation equipment that had been destroyed during the 


war. 


The conventional wisdom among economists is that direct subsidies have played little role in 


fostering changes in Japan’s industrial composition.  As shown in Figure 1, the declining sectors of 


agriculture, forestry, fishing, and coal mining have typically accounted for 90 percent or more of direct on-


budget subsidies, and one study by the Japanese government found that only one sector, food processing, 


received direct subsidies exceeding 0.1 percent of GDP originating in that sector (Saxonhouse, 1983). 


Another possibility would be indirect subsidies through the tax system and off-budget finance.  The 


primary source of subsidized capital is the Fiscal Investment and Loan Program (FILP), under the control of 


the Ministry of Finance Trust Bureau.  The FILP is an off-budget program around half the size of the general 


account budget and has been a powerful policy tool, allowing bureaucrats to address priorities not met in 


                                                                 
11For histories of early postwar economic policies, see Shinohara (1982), Morishima (1982), Johnson (1982), and 
Calder (1993).  The classic work on Japanese IP is Komiya, Okuno, and Suzumura (1988).  See also Johnson 
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the general accounts budget with this second or shadow budget. 


Funds for the FILP come mainly from the postal savings system.  In addition to financing the 


activities of public corporations, private sector investments are financed through public financial institutions 


such as the Japan Development Bank, the Export-Import Bank, and the Housing Loan Corporation.  In the 


early postwar period nearly one-quarter of FILP finance went into strengthening industry, but the share 


dropped steadily through the 1950s, 1960s, and 1970s, and by 1980 less than 3 percent of FILP funds 


went to industry, while housing, regional development, and other activities have received half of the money 


(Ogura and Yoshino, 1988, Table 3). 


One source of indirect subsidies is the public financial institutions that offer loans at rates below the 


prevailing market interest rate.  A second source of implicit capital subsidy is the accelerated depreciation 


allowed under the tax system.12  Although some countries allow instantaneous depreciation of new 


investment, the only method that does not distort profitability of new investment, most require depreciation 


to be taken over some part of the life of the asset. Insofar as legal asset life and the structure of assets differ 


among sectors, there may be implicit differentiation among them in the present discounted value of 


depreciation allowances. In addition, an export-based special depreciation system existed from 1961-1972. 


An indication of the quantitative significance of the implicit capital subsidies is given in Table 2, 


which reports the ratio of the implicit capital subsidy to investment for 14 industries in 1968, 1976, and 


1984.13 In general, the low interest rate loans have been of greater quantitative significance than the special 


                                                                                                                                                                                                                 
(1984) and Patrick (1986). 
12 This discussion follows that of Ogura and Yoshino (1988). Special deprecation schemes have existed in Japan 
throughout the postwar period.  The most important of these had the effect of subsidizing certain classes of 
investment goods.   
13 The implicit subsidy provided through the provision of these low interest loans has been calculated as the 
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depreciation provisions.  With the exception of mining, where investment has been weak and the 


involvement of public financial institutions high, the implicit capital subsidy to investment ratio has been low, 


generally less than 5 percent.  After mining, the greatest beneficiary of the reduced interest burdens has been 


the transportation machinery industry, which includes shipbuilding, motor vehicles, and aircraft.14 


Certain tax and budget policy provisions beyond the relatively uniform low subsidy ratios reported 


in Table 3 have been used to promote high technology sectors.  There are special depreciation provisions 


for the purchase of numerically controlled machine tools, computers and terminals, computer aided design 


equipment, and industrial robots.  Additional tax incentives exist for the use of these products by small 


businesses, though the amounts appear to be relatively small.  Other special tax provisions exist for the 


software industry.15  The Japanese computer and robotics industries have been further assisted by the Japan 


Development Bank and Small Business Finance Corporation funding, including the establishment of special 


leasing corporations to encourage the leasing of Japanese computers and robots, especially by small firms.16 


The government has also promoted high technology sectors through direct subsidies to R&D 


                                                                                                                                                                                                                 
difference between interest rates charged by private and public sector financial institutions multiplied by the 
amount of government financial institution loans.  In the case of the tax provisions, the special tax depreciation 
can be thought of as an interest-free loan, thus the subsidy value of the special depreciation provisions is the 
implicit interest burden reduction associated with the loan.  
14 Japanese policymakers also have access to off-budget funds for industrial promotion through revenues of 
quasipublic organizations such as the Motor Boat Racing Association and the Japan Bicycle Rehabilitation 
Association (Prestowitz, 1988).  The amounts of these funds do not appear to be particularly large, however.  
Saxonhouse (1983) cites The Wall Street Journal to the effect that no more than $500,000 a year from these 
sources was made available to the Japan Machine Tool Builders Association. 
15 The tax benefits are not contingent on the origin of the purchased software or equipment, so the impact of 
these provisions has been to expand the Japanese market for these products, not assist Japanese manufacturers 
per se.  Likewise, special provisions which allow computer manufacturers to deduct expected losses on the return 
of equipment offered to users on a trial basis do not discriminate by origin and thus in principle could be used by 
domestic manufacturers, local subsidiaries of foreign manufactures, or importers. 
16 Unlike the tax provisions, which are justified on the grounds of promoting the diffusion of new technologies and 
do not discriminate between domestic and foreign products, the leasing schemes specifically apply to Japanese 
made equipment.  The amounts of money involved appear relatively small, however.   
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activity, special deductions for R&D costs, and reduced interest burdens through the provision of low 


interest loans by public financial institutions.  Tax preferences were provided through a variety of schemes.  


In addition, there have been direct subsidies to R&D activity.  The most important channel in quantitative 


terms has been the system of research contracts on large-scale industrial technology R&D established in 


1966.  Of particular significance were subsidies to promote the development of computers in the 1970s, 


and research contracts on next generation industrial technology, including new materials, biotechnology, and 


new electronic devices, in the 1980s. 


Lastly, private R&D has been subsidized through the provision of low interest loans by public 


financial institutions for “financing development of new technology.”  Private R&D activities are provided 


indirect support by a number of government-supported institutions.  These include national and public 


research institutes, private nonprofit research organizations, special public corporations, and the mining and 


manufacturing technology research associations, such as the Very Large Scale Integration Research 


Association. 


In quantitative terms, the direct subsidies are the most important component of government R&D 


support, running about twice as large as the tax provisions in most years.  Implicit subsidies through the 


provision of low interest loans have been relatively unimportant, Government support for research 


organizations is approximately as large as direct subsidies. Assessing the sectoral pattern of R&D is difficult. 


 Direct subsidies from the government, public corporations, such as Nippon Telephone and Telegraph 


(NTT), and special R&D tax deductions are only reported at the aggregate level.  Sector-specific indirect 


support through the research associations is difficult to ascertain, partly because individual associations 
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frequently encompass more than one sector and partly because the budgets of these organizations include 


private, as well as government, funding. 


Data on the government subsidy share of total R&D expenditures are reported in Table 3.  As can 


be seen in these figures, government support of R&D activities is low, with total government support, 


allowing for non-subsidy financing, certainly less than 5 percent of private R&D expenditures for the 


economy as a whole, far less than the comparable figure for the United States.  If one looks at individual 


sectors, government R&D, as a share of total R&D, is seen to have been highest in the declining mining 


industry.  After mining, support has been highest in the energy-related sector of petroleum and coal products 


and, as in the case of the capital subsidies, the transportation equipment industry, which includes aerospace. 


With respect to external relations some have emphasized the government’s role as a “doorman,” 


“determining under what conditions capital technology and manufactured products enter and leave Japan” 


(Borrus et al.,1986, p. 98).  Effective rates of protection (ERPs), computed from tariff data and the 


Japanese input-output table, are shown in Table 4.17  In 1968, ERPs were greater than 10 percent in all 


manufacturing sectors except publishing, where the ERP was negative.  The highest ERPs, in excess of 40 


percent were in food processing, textile products, and transportation machinery.  The estimates for food 


processing and textile products are probably upwardly biased indicators of the true ERPs, however, since in 


these cases major inputs were subject to quota protection not included in the ERP calculation.  By 1975, 


ERPs had fallen for most manufacturing categories.  The reductions in ERPs were most dramatic in the 


machinery sector, where the ERPs for transportation and precision machinery fell by approximately 40 and 


                                                                 
17 The ERPs for the primary product sectors are misleading because they do not take into account quotas in 
agriculture and subsidies in agriculture and mining. 
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20 percentage points, respectively.  The final column for Table 4 presents estimates of ERPs for 1987 


based on tariff cuts agreed to under the Tokyo Round negotiations.  With the aberrant cases of food 


processing and textiles excluded, the ERPs are under 10 percent for most manufacturing categories, 


indicating a general fall in rates of protection over a 20 year period.  Again, it should be noted that these 


calculations are based on tariff protection only; they do not take non-tariff barriers into account and the 


sectors are relatively aggregated.  Nonetheless, barring a dramatic increase in nontraditional protection, a 


distinct impression of a gradual liberalization in most manufacturing sectors emerges. 


Perhaps of equal or greater importance than the Japanese government’s role in affecting goods 


trade has been its use of its various policy levers to bargain with foreigners from a monopsonist’s 


standpoint.  Goto and Wakasugi (1988) provide the example of royalty payments on the importation of a 


particular Austrian steel production technology that were held down to 1 cent per ton for Japan through an 


agreement between MITI and the industry, while U.S. firms paid up to 35 cents per ton for the licensing of 


the same technology (p. 190).  Borrus et al. provide examples from the microelectronics industry in the 


1960s and 1970s of how the Japanese government used its monopsonist power to extract technology 


transfers from United States firms.  The 1980s dispute over the FSX fighter agreement could be interpreted 


as an attempt by the United States government to use its market power to counterbalance the Japanese 


government’s monopsony position vis-à-vis General Dynamics.  What is common in these cases, steel, 


numerically controlled machine tools, microelectronics, and possibly aircraft, is a pattern of selective 


protection, strict regulation of inward foreign direct investment and technology transfer, and preferential tax 


treatment and access to capital until industry has achieved international competitiveness.  Rosovsky (1985) 
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has called this pattern “the denial of the profits of innovation.” 


 


3B. Assessment 
 


A number of researchers have attempted to model the impact of Japanese IP on output, trade, and 


welfare in a cross-industry framework.18  Lee (1993) examined the impact of Japanese IP using a 


computable general equilibrium model.  Unfortunately, the high degree of aggregation (only three traded 


goods sectors) and the assumption calibration assumption (IP in the 1950s had no impact) render his results 


suspect. 


Noland (1993a) attempted to evaluate the impact of these policies on the Japanese economy.  The 


results obtained in this paper indicate that trade protection as measured by the ERPs in Table 4 was 


generally associated with worse than expected trade performance, apparently contradicting the notion that 


Japanese policymakers had successfully promoted infant industries.19  Indirect subsidies, however, were 


associated with the expansion of output and better than expected trade performance. In fact, the estimated 


effects were so large as to give credence to the argument that Japanese industrial policy had acted as a 


signaling device to private investors, either because the government was better able to process information 


than private agents or because government participation in a sector or project created a moral hazard or 


one-way bet.  While the industrial policies were effective in the sense that market interventions did appear to 


have an impact on sectoral resource flows, on the whole they did not appear to be welfare enhancing, when 


                                                                 
18 See Baldwin and Krugman (1988) and Flamm (1996) for examples of models of single industries.  
19 Noland (1997) obtained more ambiguous results for a more detailed menu of Japanese trade policies. Audretsch 
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the Itoh-Kiyono model, which runs off of terms of trade effects, was used to evaluate policy impact.  


Indeed, from this perspective welfare-enhancing interventions appeared to be the exceptions, not the rule. 


There is considerable evidence supporting the unsurprising notion that during the postwar period, 


Japan’s comparative advantage shifted into R&D-intensive activities (Balassa and Noland (1989), Vestal 


(1989), Grossman (1990).)  Evidence on the impact of public policies is more scarce.  Noland (1996), 


disaggregated R&D into basic, developmental, and applied activities and separated public and private 


sources of funding.  At the end of the sample period 1969-1989, Japan had a comparative advantage in 


goods intensive in total, privately funded, and applied R&D activities, and a comparative disadvantage in 


publicly funded and basic R&D intensive goods.  However, the change in coefficient values over the course 


of the sample period suggested that publicly financed R&D had had a large positive impact on sectoral trade 


competitiveness through the late-1970s/early-1980s.  This result could be interpreted as being consistent 


with the notion that the relative impact of public support could be relatively high at early stages of 


development before the private sector R&D capacity was significantly developed and during the period of 


technological catch-up when R&D priorities could be relatively well-defined on the basis of existing 


technologies.  However, Sakakibara (1997) casts doubt on even this modest formulation, arguing that 


participation in publicly supported R&D consortia was concentrated in slow growth sectors and that sharing 


fixed costs was not an important factor in determining participation. 


Beason and Weinstein (1996) directly confront the issue of IP and sectoral TFP growth.  Working 


with a 13 sector sample for the period 1955-1990, they fail to uncover evidence that IP, in the form of the 


                                                                                                                                                                                                                 
and Yamawaki (1988) investigated the impact of Japanese IP by including a dummy variable for “favored 
industries” in a regression on US-Japan bilateral trade.  The coefficient was significant with the expected sign.  
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ERPs reported in Table 4, taxes, or subsidies, targeted sectors with increasing returns to scale or that IP 


contributed to TFP growth.  They do find some evidence that prior to the first oil shock, IP targeted sectors 


with high labor usage. Lawrence and Weinstein (2001) extend this work on a slightly different data set and 


find that differential corporate tax rates had an impact on sectoral TFP growth, while direct subsidies and 


subsidized loans did not.  Moreover, they find that the ERP measure is negatively associated with sectoral 


TFP growth and that imports, not exports, are positively associated with TFP growth. 


It is more difficult to assess the impact of the informal policies, if for no other reason than that they 


are less amenable to formal modeling.  For this reason, it would be desirable to develop better descriptions 


of the workings of the industry councils (shingikai) and the process of setting targets.  It would be equally 


desirable to develop better accounts of the penalties and rewards used to encourage adherence to informal 


guidance.  The one study that attempted to model the impact of administrative guidance, Weinstein (1995), 


found that administrative encouragement of cartels had only a minor impact on prices, margins, and sectoral 


resource allocation during the period 1957-1988.  Sakakibara and Porter (2001), who examine the impact 


of tolerance of cartels on domestic competition and international trade performance, interpret their results 


(cartels are negatively associated with domestic competition which, in turn, is positively associated with 


international competitiveness) as undercutting what they perceive as the conventional wisdom that IP has 


promoted Japanese competitiveness.  


Lastly, it should be noted that this discussion has focused on issues relating to cross-sectoral 


resource allocation.  Some argue that Japanese policy has had a “pro-producer” bias and that this may have 


contributed to Japan’s growth performance by increasing incentives to save, providing Japanese firms with a 
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ready supply of low cost capital.20  As shown in Figure 2, Japan (as well as Korea and Taiwan) did in fact 


accumulate capital more rapidly than the major Latin American economies.  This argument is seldom if ever 


formalized however, and while it has some surface plausibility, it is hard to square with the life cycle 


hypothesis, and research on Japanese saving behavior has not uncovered links between IP and national 


saving.21  However, an interesting paper by Yano (2001), demonstrates that in a dynamic two-country 


model, that lax competition policies with respect to the non-traded sector of a large trade-surplus economy 


can act as a “beggar-thy-neighbor” policy, shifting real income to itself from its trade-deficit partner. 


3C. Politics and Implementation 
 


IP intrinsically supports some sectors to the detriment of others.  It would seem plausible that this 


would be manifested in conflict among sectors and among their bureaucratic counterparts. Within ministries, 


the bureaucratic hierarchy can ensure plan consistency, with conflicts resolved through conventional means.  


Ensuring consistency between plans of different ministries in Japan has been far more problematic.  


Indeed, conflicts between competing ministries are a recurrent feature of Japanese politics.  One 


example would be the perennial clashes between the Ministry of International Trade and Industry (MITI) 


(or its successor the Ministry of Economy, Trade and Industry (METI)) representing the interests of the 


electronics firms and Ministry of Posts and Telecommunications (MPT) (or its successor, the Ministry of 


Public Management, Home Affairs, Posts, and Telecommunications) representing the interests of NTT.22  


                                                                 
20 A largely closed capital account up through the mid-1980s would facilitate the maintenance of a pool of captive 
saving, though this is not absolutely necessary if there is home-bias in portfolio allocations. 
21 See Balassa and Noland (1988) chapter 4, and Horioka and Watanabe (1997) on this point. 
22 In the past year Japan has undertaken a number of telecommunications reforms.  Nevertheless, the principal 
theme of METI’s 2001 White Paper – which was released after the telecom reforms were enacted – was the need 
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Inevitably what is at issue is the desire of the electronics firms to see telecommunications reform to 


encourage the growth of electronic data transmission and other activities which could be expected to 


increase demand for electronic equipment such as computers.  The result of these disputes can be 


protracted periods of uncertainty and policy paralysis until the inter-ministerial conflict is resolved.  One 


could interpret the results reported above that policy interventions were not welfare enhancing, as evidence 


of a lack of overall policy coherence.  


The degree of ministerial coordination in formulating industrial policy points to the issue of rewards 


and punishments to encourage compliance.  An important question is whether the government can 


coordinate its incentives across ministries. Could, for example, bureaucrats threaten recalcitrant firms with 


retribution through actions, say, tax harassment or exclusion from government procurement, that are the 


purview of another ministry?  Put differently, is the game firm vs. ministry, or firm vs. government?  There is 


little evidence of cross-ministry coordination, and although most of the political science literature extolling the 


impact of industrial policy implicitly assumes benevolent bureaucrats, Ramseyer and Rosenbluth (1997) 


argue that Japanese IP can best be understood as a product of self-interested political actors. 


3D. Conclusions 
 


There is considerable evidence that IP has influenced the sectoral composition of output and trade in 


Japan.  However, rather than being the forward-looking drivers that IP-proponents envision, at least in 


terms of measurable interventions, the evidence suggests that IP was aimed   overwhelming at internationally 


non-competitive natural resource-based sectors.  Indeed, once general equilibrium considerations are taken 


                                                                                                                                                                                                                 
for further reform of the telecom sector – the purview of another ministry.  
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into account, in all likelihood the manufacturing sector as a whole experienced negative net resource 


transfers.23  Within the manufacturing IP might then be regarded as a compensatory policy toward some 


favored activities or firms.  


There is no firm evidence that IP was welfare- or growth-enhancing.  This could be due to the 


inability of policymakers to identify market failures and design appropriate interventions.  However the 


evidence that most resource flows went to large, politically influential “backwards” sectors, suggest that 


political economy considerations may be central to this outcome. 


4. INDUSTRIAL POLICY IN KOREA 
 


The Korean IP experience has generated significantly less attention than the Japanese case – Korea 


is a smaller economy, Korea has posed less of a competitive threat to US industry and hence has attracted 


less attention from US-based scholars, and finally, limitations of Korean data on the relevant policy 


instruments have severely constrained the ability of researchers to do the kind of applied work on Korea 


that they have on Japan. 


Like Japan, Korea went through an extended period of relative isolation from the rest of the world, 


which came to an end in the late 19th century.  As noted earlier, Korea was occupied by Japan in 1905, and 


formally annexed in 1910.  Japanese colonial rule ended with Japan’s defeat in 1945, and the peninsula was 


divided into US and Soviet zones of military control.  The partition of the peninsula was formalized in 1948. 


Considerable industrialization and technological learning occurred during the Japanese colonial 


                                                                 
23 The data on taxes and subsidies reported in Beason and Weinstein (1996, Table 1) support this supposition for the 
period 1955-1990. 
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period, though most of the industry was located in the northern part of the peninsula, with the southern part 


of the peninsula serving as the breadbasket.24  Japanese economic institutions and practices were 


transferred to the peninsula.  As in the case of Japan, operation of the economy during the period of US 


military occupation was characterized by a high degree of state control and use of quantitative allocations. 


The Korean War (1950-53), which involved the armies of both sides traversing the peninsula, 


destroyed much of the capital stock.  Mass population movements (mainly from north to south) presumably 


resulted in a net flow of human capital the North to the South.  As in the case of Japan’s emergence from 


the Second World War, the data in Table 1 suggest that in the aftermath of the Korean War, South Korea’s 


endowment of human capital was high relative to its contemporaneous income level.  Moreover, South 


Korea continued to accumulate human capital rapidly after the war (Figure 3).  


Economic policy in South Korea following the war is generally regarded as lacking any overarching 


rationale or coherence.  The government pursued a policy of “three lows” – low grain prices, a low (i.e. 


overvalued) exchange rate, and low interest rates.  The results were misallocation of capital and recurrent 


balance of payment crises.  Considerable barriers, including an import licensing system and multiple 


exchange rates, characterized the trade regime. These policies, together with an export-import link system, 


encouraged rent-seeking behavior and the development of giant conglomerates or chaebol.25    


The maintenance of negative interest rates inhibited the development of the banking sector, which 


was permitted little freedom from government control, and encouraged the channeling of capital to large 


                                                                 
24 See Noland (2000) for additional details and references to the relevant literature. 
25 These family-dominated businesses resembled the prewar Japanese zaibatsu (indeed, they are represented by the 
same Chinese ideograph), with which the Koreans were well-acquainted.  However, while the zaibatsu (and their 
descendants, the keiretsu) were typically built around a bank, the Korean chaebol were dependent on state-
dominated institutions for finance. 
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politically influential borrowers.  As the prominent South Korean economist Cho Soon observed, "the most 


notable feature of the [South] Korean economy during the 1950s was its dependence on US economic aid" 


(Cho, 1994, p.13).26 


The orientation of Korean policy changed significantly in the mid-1960s following a military coup 


which brought General Park Chung-hee to power.  Export performance was seized as a barometer of 


success – as one observer put it, “they were the only statistics that couldn’t be faked.”  Multiple exchange 


rates were unified and the currency devalued in 1964.  Export targets were formulated in considerable detail 


by product, market, and exporting firm. Firms not achieving them were not subject to penalty; however, the 


targets were sometimes negotiated jointly with wastage allowances, and there is some evidence that firms 


achieving their targeted goals could expect more favorable tax treatment (Westphal and Kim, 1982).  


At the same time the government began to introduce a wide range of export promotion measures. A 


government-subsidized organization, the Korea Trade Promotion Corporation (KOTRA), was established 


to promote exports and perform market research.  Exporters were provided exemptions from duties on 


imported intermediates, tax incentives, preferential access to capital, special depreciation allowances on 


imported capital equipment, and a variety of non-pecuniary awards. Exporters were also availed generous 


wastage allowances on duty-free imports and reduced prices for electricity and rail transport.27  The export-


                                                                 
26 This assistance was not entirely without merit, however.  South Koreans were able to expand their skill base 
through cooperation with the US.  American aid directly contributed to the rapid expansion of education within 
South Korea and made overseas training and education possible for thousands of Koreans (Westphal et al., 1981), 
including some of its future economic policymakers.  Some transfer of technical skills and management 
techniques undoubtedly occurred through close contact with US military forces, but its significance is difficult to 
assess. Likewise, local firms certainly benefited from participation in local military procurement programs, and 
later from offshore procurement programs during the Vietnam War (Rhee, 1994). 
27The excess wastage allowances on duty-free imports for export production allowed export oriented firms to 
divert these duty-free inputs into the production of goods for local sale to their competitive advantage in the 
domestic market. 
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import-link system allowed exporters to earn rents through the importation of restricted items.  Overall, the 


trade regime could be characterized as modestly pro-export biased, with established industries receiving 


roughly neutral effective incentives, while a few infant industries were actively promoted (Westphal and Kim, 


1982).28 


Economic policy began to change in the 1970s in response to a variety of internal and external 


political developments.  Korea initiated the heavy and chemical industry (HCI) drive in an attempt to steer 


the composition of industrial output toward more engineering-intensive products with the aim of upgrading 


its export profile and reducing its reliance on imported arms. IP efforts were intensified, and in contrast to 


the relatively rules-based policies of the 1960s, greater policy discretion and selectivity was introduced.   


The financial liberalization policy was reversed in 1972, when interest rates were lowered and direct 


government control of the banking system was increased in order to channel capital to preferred sectors, 


projects, or firms.  In order to finance large-scale projects, special public financial institutions were 


established, and private commercial banks were instructed to make loans to strategic projects on a 


preferential basis.  By the late 1970s, the share of these "policy loans" had risen to 60 percent (Yoo, 1994). 


 These loans carried, on average, negative real interest rates, and the annual interest subsidy grew from 


about three percent of GNP in 1962-71 to approximately ten percent of GNP on average between 1972 


and 1979 (Pyo, 1989).  Capital channeling policies were augmented by extensive tax incentives for the 


                                                                 
28While the trade regime was being recast toward greater export-orientation, reforms were also implemented in 
other areas of economic policy.  In 1963, the military government revised the labor laws to discourage the 
establishment of independent labor unions, and instead to encourage the organization of unions within a centralized 
system, established so as to facilitate government control.  This system was tightened further in 1971 by the 
introduction of legislation banning strikes, which made virtually any form of collective bargaining or action illegal 
(Haggard, 1990; Cho,1994).Financial reform began in 1965, when interest rates were raised encouraging saving 
and financial deepening as well as more effic ient use of capital.  The national saving rate doubled in five years, and 
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priority industries.  It is estimated that the effect of the special tax measures was to reduce the marginal 


corporate tax rate from 50 percent to 20 percent for the targeted industries.  These industries also received 


trade protection.  This era came to a close in late 1979 with the assassination of Park in 1979 and the 


second oil shock.  Subsequent Korean governments have attempted to scale back IP, with varying degrees 


of enthusiasm and success.    


4A. Assessment 
 


For industrial policies to be successful, the market equilibrium must be sub-optimal.  Governments 


must be able to identify these opportunities for welfare-enhancing interventions, formulate and implement the 


appropriate policies, and prevent political market failures from leading the policies astray.  In the case of 


Korea, IP policies clearly affected the cross-sector allocation of resources.  As a consequence of the HCI 


credit, tax, and trade policies, Yoo (1994) estimates that during the late 1970s around 80 percent of fixed 


investment in the manufacturing sector went to the favored heavy and chemical industries.  During the first 


three years of the Fourth Five Year Plan (1977-81), investment in basic metals and chemicals was 130 


percent and 121 percent,  respectively, of the targets for the entire period, while textiles and other light 


industries received only 50 percent and 42 percent, respectively of their planned investment (Balassa, 


1990). Whether this resource channeling was welfare-enhancing or growth promoting is less clear.   


Kim (1990) surveys the fiscal, credit, tax, and trade policies undertaken during this period and 


concludes that the policy was unsuccessful: it had the predictable result of generating excess capacity in 


favored sectors while starving non-favored sectors for resources, as well as contributing to inflation and the 


                                                                                                                                                                                                                 
the ratio of M2 (a broad definition of the money supply) to GNP nearly tripled over the same period. 
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accumulation of foreign debt.  Moreover, “the government [was] reckless in its selection of launch 


enterprises and in its almost haphazard provision of generous incentives… [its] direct, unlimited role in 


industrial promotion placed it in the position of an implicit, de facto risk-partner, thus complicating the efforts 


at market-determined adjustment” (p. 44). 


Yoo (1990) covers similar terrain, distinguishing between the less selective efforts at export 


promotion in the 1960s, and the more aggressive industrial promotion efforts of the 1970s.  Yoo (1990) 


also directly confronts the argument that the HCI policy was a success inasmuch as the industries favored by 


the HCI policy became major exporters in the 1980s.  He addresses this argument by posing two 


counterfactuals: what would the Korean economy have looked like in the absence of the policy, and how 


would the Korean trade structure have looked in its absence? 


Using reasoning similar to Kim’s, Yoo concludes that in macroeconomic terms the Korea economy 


would have been better off without the HCI policy.  But what about industrial upgrading?  Yoo compares 


the Korean experience with other, similarly endowed economies (in particular Taiwan) and concludes that 


on the basis of upgrading or trade performance the HCI policy was not a success.  Indeed, given the high 


rates of return on capital, the opportunity costs of prematurely promoting a sector could have been 


enormous.   


Park and Kwon (1995) conclude that during the HCI drive, the establishment of oligopolistic 


positions by the chaebol retarded technological change.  They argue that once scale economies were taken 


into account, TFP, correctly measured, actually turned negative, though the disentangling of scale economies 


from TFP is not straightforward.  Similarly, Kwon and Paik (1995) use a computable general equilibrium 
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model calibrated to 1978 to investigate the potential magnitude of these directions.  They conclude that 


resource misallocation reduced GDP by less than one percent if capital is assumed to be immobile, and 


more than three percent if it is mobile.  The welfare impact they calculate is higher. 


The one paper that directly takes on the linkage between IP and sectoral productivity growth is Lee 


(1997).  It examines a panel of 38 Korean industries over the period 1963-83.  Lee finds that trade 


protection in the form of tariff or non-tariff barriers is negatively associated with the growth rate of labor and 


total factor productivity.  Tax incentives and subsidized credit were uncorrelated with sectoral productivity 


growth. 


These results cast doubt on the efficacy of resource channeling.  What about the line of argument of 


Pack and Westphal, Rob, and Okuno-Fujiwara that has focused on inter-industry linkages and the 


potentially welfare-enhancing coordination role for the government?  Pack and Westphal suggested that 


Korea’s selective intervention policy might have been successful in fostering infant industries without 


significant losses in efficiency.  The key has been to capture latent inter-industry pecuniary and non-


pecuniary externalities.  “The Korean government can be seen as having achieved integrated decision-


making by acting as a central agent mediating among market agents, forcing and facilitating information 


interchange and insuring the implementation of decisions reached…weighing costs and benefits from a 


collective standpoint and often intervening to reward cooperative players and punish uncooperative ones” 


(p.99) 


In both this model and that of Okuno-Fujiwara, the same outcome could presumably be attained 


through organizational integration.  Pack and Westphal argue that in the case of Korea this is not feasible: 
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“the externalities may flow in complex and inseparable patterns among (actual and potential) agents covering 


most if not all of the industrial sector” (p.99), necessitating government intervention.29  However, the 


existence of the giant chaebol, spanning the industrial sector, would appear to undermine this argument.  If 


the chaebol cannot internalize these externalities, then it is hard to imagine what institution could.  Indeed, it 


is unclear why the government would be any better able to coordinate decisions than the chaebol.30 


These papers claim that the possibility exists for welfare-enhancing industrial policies through 


government coordination activities to capture inter-industry externalities, thus promoting growth and 


industrial development without the standard efficiency losses.  The key is the existence of inter-industry 


externalities, which when captured, expand the production set of the economy.  


It is difficult to model these notions rigorously.  However it would seem that the likely scope for 


growth-enhancing interventions would be increased if the industries targeted for intervention met three 


criteria.  The first is that they have strong inter-industry linkages to the rest of the economy.  Second, they 


should be leading in a casual sense, so that growth stimulus would be transmitted forward through the 


economy.   One might think of a input supplier industry in the Okuno-Fujiwara model, as an example.  


Finally, variations in output should have a strong industry-specific component: otherwise variations in output 


might simply be due to common macroeconomic shocks and there is little scope for industry-specific 


                                                                 
29 Indeed, Auty (1991) provides detailed descriptions of indivisibilities and other entry barriers in the HCI 
industries.  Even after assessing possible pecuniary and non-pecuniary externalities, however, he concludes that 
from an economy-wide perspective, resources were misallocated. 
30 If anything, this argument seems more applicable to the Japanese case: in Japan vertical integration is less 
complete: the keiretsu, networks of affiliated firms, strike a balance between the coordination advantage  of full 
integration, and the maintenance of competition among suppliers.  In this more loosely organized system the 
government’s coordinating role could be larger. 
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stimulus.  The existence of industry-specific variation in output suggests the possibility for industry-specific 


technical change and/or scope for industry-specific policy interventions to increase output. 


Noland (1993b) examined data on 26 Korean manufacturing industries over the period 1960-1989. 


 He identified four sectors that possibly met these criteria: wood products, paper, petroleum and coal 


products, non-ferrous metals, and a fifth, non-metallic products, which arguably did.  These are not the 


typical sectors that one would associate with IP, nor were any of them promoted during the HCI drive. 


Another test of potential inter-industry externalities is provided by Pack (2000). So far it has been 


assumed that selective industrial policies directly affected the promoted sectors and that the high rates of 


productivity growth in the neglected sectors were not affected by spillovers from the promoted sectors. But 


industrial policies could have generated benefits in other sectors as a consequence of three developments: 


(1) domestic production of intermediate goods with special characteristics that were not available 
internationally but improved productivity in the local purchasing firm;  


(2) movement by workers and managers from firms in promoted sectors to firms in other sectors, the 
movers bringing with them uncodified knowledge; 


(3) direct interactions on equipment design by producers and local buyers of machinery that led to 
adaptations to machinery that were particularly suitable for local firms;  


 
All three externalities could potentially increase TFP growth in the neglected sectors. The potential 


quantitative importance of specialized non-traded intermediate inputs and uncodified knowledge transmitted 


by workers depends on how much the neglected sectors interact with the promoted ones. One way to 


gauge the potential benefits is to measure the purchases of inputs from a favored sector per won of gross 


output in the neglected sector. The larger the purchase, the more likely it is that the neglected sector may 


derive some benefits from the existence of local producers. The neglected sector may also derive greater 
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benefits if there are few imports, which constitute an alternative source of specialized inputs. 


We assume that (1) and (2) depend on the magnitude of interaction with the promoted sectors. 


Such interactions can be measured by Leontief input-output coefficients. The n x n input-output coefficient 


table, A, consists of two sets of flows, the domestic inter-sectoral flows, AD, and the import flow matrix, 


AM, A = AD + AM.  aij is a typical coefficient of the domestic flow table while mij denotes elements of the 


import matrix. The extent of interaction between favored and neglected sectors is given by the domestic 


input-output coefficient afn which measures the purchases of an input from a favored sector per dollar of 


gross output of the neglected sector. The larger is afn, the more likely the neglected sector may derive some 


benefits from the existence of local producers.31 The neglected sector may derive greater benefits if there 


are few imports which constitute an alternative source of specialized inputs. Thus, the lower is mij relative to 


aij, the larger the potential impact of the availability of local production.  


Several measures of the magnitude of interaction between the promoted and neglected sectors in 


Korea are presented in Table 5 and those for Japan are presented in Table 6. First, in both countries the 


average input-output interaction between favored and neglected sectors is quite small. The favored sectors 


account for a very small portion of the domestically purchased inputs of most neglected sectors. Second, the 


heavy industries purchase extensively from one another. Third, the imports of the neglected sectors in Korea 


are, on average, twice the size of the combined purchases from the  favored domestic sectors  (.134 vs. 


.068). In Japan, imports constitute a smaller percentage of total purchases. Whether this is due to the non-


traded characteristics of Japanese production or to the restrictive trade regime is not clear (Noland 1997).  


                                                                 
31 It is possible to test whether indirect interactions mediated through other sectors have an effect by using the 
inverse coefficients of the Leontief matrix. But the sources of real external economies enumerated above are not 
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These patterns suggest the following probable effects on non-promoted sectors: 


• It is unlikely that the promoted sectors were quantitatively critical in increasing the range of 
available inputs. Although industrial policies may have encouraged the domestic production 
of some unique, non-traded inputs, the overall impact was small relative to all domestic and 
foreign purchases. Unless there was very low substitutability between local and foreign 
inputs, the quantitative effect of local supply of such inputs was limited. Rosenberg (1976) 
cites the importance of local interactions where both user and producer were themselves at 
the world frontier and there were no suppliers in other countries. In contrast, Korean and 
Japanese firms in the periods considered were not at the world frontier in the neglected 
sectors and had many opportunities for obtaining specialized inputs from abroad.  


• Insofar as movement of workers and managers transmitted important knowledge, the small 
purchases from the promoted sectors imply  that such knowledge transmission would have 
been limited. Any tacit knowledge brought by worker mobility, about the special properties 
of purchased inputs or how to use them more effectively, would affect only a small 
component of total costs. While one can posit, as in the case of specialized inputs, that 
there is a critical piece of knowledge whose possession has exceptionally high marginal 
productivity for the recipient sector, the quantitative case does not seem plausible. 
Moreover, such knowledge could have been obtained from technology licensing 
agreements and consultants from abroad. 


• Promoted sectors are substantial purchasers of one another’s inputs, at least in the metal 
based sectors. Any externalities from such interaction are thus already accounted for in the 
calculations shown in Table 6 insofar as they employ the observed values of TFP growth 
which includes any benefits from the posited spillovers the among sectors.  


Some interactions are not captured by input-output transactions shown. In particular, the 
interactions between the producers and final purchasers of machines are not given as investment is a final 
demand. Table 7 shows the ratio of imports to domestic production of machinery. In Korea, imports of 
non-electrical machinery were three times that of domestic production. It is difficult to argue that there were 
no imported substitutes or that special adaptations to local conditions were quantitatively significant. Even if 
locally produced equipment conferred some cost reductions on its users that would not have been available 
from internationally available equipment, it would have affected only one quarter of annual general machinery 
investment as late as 1985.  


                                                                                                                                                                                                                 
easily extended to indirect interactions. 
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In Japan, the evidence is more ambiguous. In machinery, as in other industrial sectors, Japan 
imports very little relative to domestic production. It is thus possible that domestic production may have 
generated specialized equipment, not available from imports, that increased productivity through interactions 
of producers and final purchasers.  


 


4B. Politics and Implementation 
 


   There is less evidence on the impact of IP on growth in the case of Korea than in the case of 


Japan.  However, if anything, the Korean case underlines the problematic nature of the actual 


implementation of IP.  There have been two interrelated problems.  First, the involvement of the state in 


both the implementation of IP and the financial sector that financed it gave rise to enormous problems of 


moral hazard and the socialization of risk.  The chaebol could use capital from favored projects to cross-


subsidize other ventures, confident that the government would not allow them to fail.  The result was 


investment without regard to rates of return and weak corporate balance sheets.  Without workable 


bankruptcy or “exit” policies to discipline failures, management strategy amounted to unlimited expansion or 


what Yoo (1999) called “survival of the fattest.” Statistics on chaebols do not exist for the 1960s (because 


of lack of balance sheet data), but Sakong (1994) documents that the share of the top ten chaebol in South 


Korean GDP rose from five percent to 23 percent in the decade between 1973 and 1982.  


 According to the OECD, “shareholder value was systematically destroyed from the late 1980s 


onwards” (OECD, 1998, p. 23). The events of recent years are a testimony to this weakness – the $73 


billion bankruptcy of Daewoo, the country’s second-largest chaebol, was the largest corporate failure in 


world history, and Hyundai, the country’s largest, is literally disintegrating under market pressure.  







 


 34


Second, the availability of subsidized resources and the centrality of government relations to 


corporate success gave rise to an orgy of rent-seeking and corruption that continues to bedevil Korean 


business-government relations.32  In the 1999 Transparency International “corruptions perceptions index,” 


South Korea ranked 50th out of 99, tied with Jamaica and Lithuania. In the more narrow “bribe payers 


index,” a measure of bribe-taking by senior public officials, South Korea ranked 18th of 19, surpassed only 


by China on the sleaze meter. This lack of transparency imposes a penalty on financial transactions in the 


South Korean market, increasing investor hurdle rates, and inhibiting the ability of good firms to access 


capital.  The transparency risk premium, separate from and in addition to conventional country and currency 


risk, inhibits investment in the South Korean economy.33 


4C. Conclusions 
 


Korea was a former colony of Japan, and inherited certain Japan institutions and tendencies in the 


economics sphere.  Like Japan, it suffered significant devastation through war, and its level of human capital 


and social capacity in the 1950s was high relative to contemporaneous income.  IP policies were pursued 


even more intensely than in Japan. 


Most of the evidence on resource channeling suggests that it did not have a major impact on growth. 


 If anything, the impact appears to be negative.  If one is to look for a positive impact of IP, it would have to 


be in the sort of coordinating functions identified by Pack and Westphal and others.  This sort of IP is 


                                                                 
32 For an entertaining account of business-government relations through the early 1990s, see Clifford (1994).  For 
more recent material, see Noland (2000). 
33 See Noland (2001) for more details. 
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difficult to model empirically, and probably the most that can be said, is that there is little evidence as to its 


impact on growth, either pro or con. 


However, there is bountiful evidence of the detrimental impact that IP has had on business-


government relations and corporate governance.  As state intervention into the economy grew in the 1970s, 


political connections became increasingly important relative to business acumen in determining success.  


Korea still lacks viable “exit” mechanisms for failing firms, and business-government relations remain seeped 


in non-transparency and corruption. 


 


5. INDUSTRIAL POLICIES IN TAIWAN 
 


Like Korea, Taiwan is a former Japanese colony, and like Japan and Korea, it also had an Olsenian 


upheaval, in this case associated with the conclusion of the Chinese revolution, and the decampment of the 


Nationalist government and thousands of its supporters to Taiwan at the end of 1948.   


There has been considerable analysis of Taiwan’s experience with industrial policy. The standard 


neoclassical interpretation (Little, [1979]) has been that Taiwan’s development was primarily attributable to 


a low level of trade protection, the availability of inputs to exporters at international prices, a conservative 


macroeconomic policy manifested in limited inflation, and factor markets that were competitive. The last 


points are suggested by positive real rates of interest and the absence of duality in the wage structure, either 


by size of firm or by sector. Detailed analysis by Wade [1990] and others contend that a critical component 


of Taiwan's success was its industrial policy that helped to establish new and successful manufacturing 
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sectors.34  These studies have  documented the extensive employment of tariffs, quantitative restrictions, and 


selective credit policies and argue that Taiwan's success in the period considered was attributable to an 


intensive effort by the government to direct the sectoral evolution of the economy. This was implemented by 


a variety of means: (1) the establishment of public enterprises when private initiative was not forthcoming or 


the capital markets were reluctant or unable to fund very large projects; (2) extensive employment of tariffs 


and quantitative restrictions on imports; (3) direction of credit to preferred industrial sectors through the 


highly controlled financial sector. The view that Taiwan approximated the laissez faire environment of Hong 


Kong is untenable in light of the carefully accumulated facts. Moreover, the data on which earlier 


interpretations were based on fairly low effective protection rates that were estimated in the late 1960s.  


There was also another set of policies conducive to the development of the manufacturing sector, 


namely, the establishment of a large number of institutions that were designed to identify, transfer, diffuse, 


and efficiently absorb foreign industrial technologies and then to undertake innovation. These latter policies 


were largely introduced in the late 1970s and 1980s though precursors existed in the 1960s and included 


the Hsinchu Science Park and the Industrial Technology Research Institute, ITRI.35 These efforts reflected 


the fact that unlike Korea and Japan, Taiwan’s policies were more neutral with respect to firm size. Much of 


its industrial development was based on firms with fewer than 100 employees. Centralized research (ITRI) 


could be justified on standard grounds that social rates of return to R & D exceed private returns while the 


science park could be viewed as a means of generating economies of scope in the use of critical services 


such as accounting and consulting that were provided by the park.  Moreover, part of the rationale of the 


                                                                 
34 See, for example, Clark [1989], Gold [1986] and the papers in Winckler and Greehalgh [1989]. 
35 The most thorough analysis of these institutions is contained in Dahlman and Sananikone, 1995. 
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science park was to demonstrate to expatriate Taiwanese, largely in the U.S., that Taiwan was committed 


to a serious effort in high technology. Whether this was as important as the high salaries in luring engineers 


back to Taiwan is unknown. 


As in the case of Japan and Korea, a variety of studies have been carried out on the effectiveness of 


policies in stimulating more rapid growth. Smith (1992)  surveys several of these. The studies consider 


correlations between rates of TFP growth by sector and either effective rates of protection, ERP, or 


effective rates of subsidies, ERS, the latter calculated by Smith. In all cases, the correlations are low. An 


alternative method (Pack and Lin, 2001) follows a different strategy assuming there are non-measured 


forms of stimulation such as the subsidy equivalent of the establishment of industrial parks, centralized 


research institutes, and centralized productivity centers. These may be large and have a limited correlation 


with the ERP or ERS. It then assumes that any exceptional growth in the favored industrial sectors was due 


entirely to industrial policy and that the TFP growth rate in such sectors was doubled. With these 


assumptions that are very favorable to finding a positive role industrial policy, they find that industrial policy 


could have added 2 percentage points of TFP growth in manufacturing. Given that manufacturing accounted 


for about 30 percent of GDP, this would have increased aggregate TFP by roughly .6 per year out of a total 


GDP growth rate of 10 percent per year in the period 1962-89, not trivial but hardly the entire story of 


Taiwan’s development. The high rate of TFP growth in all sectors, even neglected ones, the high rate of 


saving and investment, even apart from the higher levels induced by industrial policy, and the acquisition of 


skills through education all played a significant role. Industrial policy was of significance but far from the 


entire story. 
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The preceding assumes that the impact of selective industrial policies benefited only the promoted 


sectors and that the high rates of productivity growth in the neglected sectors was not affected by spillovers. 


If, however, the rate of TFP growth in neglected sectors was increased indirectly by the growth of the 


favored sectors,  the calculated increment to TFP may underestimate the impact of industrial policy. Indeed 


proponents of the benefit of industrial policies often argue that some of its major effects are manifested 


indirectly in other sectors, and dismiss as inconsequential evidence about the limited impact in the targeted 


sectors. 


Thus it is necessary as in the case of Japan and Korea to obtain some measure of the potential 


indirect impact of the promoted sectors. Following the input-output table based tests outlined above, Tables 


8 and 9 show intersectoral interaction in Taiwan. 


We first consider the magnitude of interaction between the promoted and neglected sectors. Several 


measures are derived from the Taiwanese input-output tables for 1976 and 1991,  years in the middle and 


at the end of the period of intensive industrial policy are shown in Tables 8 and 9. Column 1 in both tables 


shows the total purchases, Σiaij, of domestically produced intermediate goods by all of the industrial sectors. 


These include inputs purchased from both neglected and promoted sectors. Column 2 shows the total direct 


purchases of inputs by the jth sector, ΣaMME,j, from favored domestic metal, machinery, and electronics 


sectors, MME (iron and steel,  non-electrical machinery, electrical machinery, household electronics, 


electronics, and transport equipment). Column 3 shows the purchases by sector j from the three chemical 


sectors that were also promoted, Σiacj. The two groups of favored sectors are separated as they sell to 


quite different domestic purchasers. Column 4 shows the value of all manufactured imports purchased by 
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sector j, Mj = Σimij. 


 Several features of Tables 8 and 9 stand out. In both years the direct input-output interaction 


between favored and neglected sectors is quite small with a few exceptions such as the purchase of 


chemicals by the textile sector. The promoted sectors account for a very small portion of the domestically 


purchased inputs of most neglected sectors. For example, in 1976 chemicals accounted for an average of 6 


percent of purchases by the non-promoted sectors and the machinery and electronics group 2 percent of 


their total purchases.  


 The promoted industries make extensive purchases among themselves, chemicals constituting 29 


percent of total purchases by the chemicals sectors, and MME buying 24 percent of its total needs from 


itself in 1976 and 41 percent in 1991. The imports of the neglected sectors are substantial, the average in 


1976, .075, being almost equal to the combined purchases from the favored domestic sectors, .085 


(.0209+.0638). 


These patterns suggest the following observations: 


(a) Given the small domestic intermediate purchases by the neglected sectors from the promoted 


sectors and their access to imported inputs, it is implausible that the promoted sectors were quantitatively 


critical in increasing the range of input availability. While domestic production of some unique, non-traded 


inputs may have been generated by industrial policies, these were small relative to the entire set of domestic 


and foreign purchases. Unless there is a very low elasticity of substitution between special local inputs and 


more generally available inputs, the quantitative effect of local supply of such inputs is likely to have been 


small.  Although interactions between local producers and users of intermediates may generate benefits, it 
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would require strong assumptions about the quantitative importance of the purely local interaction to argue 


that a significant part of the observed values of Ai
* in the neglected sectors stemmed from the promoted 


industries. If there were highly valuable missing intermediate inputs, many could have been obtained by 


imports. Instances cited by economic historians of the importance of local interactions describe situations 


when both user and producer were themselves at the world frontier and there were no suppliers in other 


countries. In contrast, Taiwanese firms in the periods considered were not at the world frontier in the 


neglected sectors and had many choices for obtaining specialized inputs from abroad.  


(b) Insofar as movement of workers and managers transmitted important knowledge, the small 


purchases from the promoted sectors implies that such knowledge transmission would have had limited 


effects. For example, the Taiwanese wood products sector was purchasing very small amounts of inputs 


from the promoted sectors, .0564 of gross output. Any tacit knowledge brought by workers and managers 


who had formerly been in the promoted sectors and then sought employment in wood products about the 


special properties of purchased inputs or how to use them more effectively, would affect only this small 


component of total costs. While one can posit, as in the case of specialized inputs, that there is a critical 


piece of knowledge whose possession had exceptionally high marginal productivity for the recipient sector, 


the case seems implausible. Moreover, there would have been other channels by which to obtain such 


information such as technology licensing agreements and foreign consultants.  


c) Interactions across sectors are important in the case of the promoted sectors themselves as they 


are substantial purchasers of each others’ inputs, at least in the metal based sectors. Any externalities from 
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such interaction are already included in the Pack-Lin estimates of the benefits from IP insofar as they utilize 


the observed values of Ai
* which include any benefits from the posited spillovers within the sectors.  


Some interactions are not be captured by input-output transactions shown in Tables 8 and 9. In 


particular, the interactions between machine producers and final purchasers of machines are not given by the 


input-output coefficients, investment being a final demand. One measure of the potential magnitude of such 


interactions is ID/(ID + IM), where ID denotes final sales of domestically produced machinery and IM denotes 


imports of machinery. These values are shown in Table 7. 


In 1976, domestic production accounted for 53 percent of the total availability of general industrial 


machinery, machine tools, and specialized industrial machinery, 63 percent of other machinery and 77 


percent of electrical machinery. Except for the decline in electrical machinery, these had not changed much 


by 1989. Thus, even as late as 1989, Taiwan’s local production was supplemented by extensive imports. It 


is difficult to argue that there were no imported substitutes or that special adaptations to local conditions are 


likely to have been quantitatively significant. Even if locally produced equipment conferred some cost 


reductions on its users which would not have been available from internationally available equipment, it 


would have affected about half of annual machinery investment as late as 1989 and none of the local 


construction costs. If a typical share of value added in gross output is 20 percent, of which 40 percent is the 


capital share, and if specialized machinery reduced capital costs by 25 percent, the typical reduction in 


overall cost (or increase in the level of  TFP) would have been 2 percent. Thus, to come up with a 


significant impact from local production in the machinery sector would require that such equipment is also 
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more productive in utilizing specialized intermediates and raw materials. But this is stretching a causal link 


much further than available evidence will permit. 


6. Latin American Experience 
 


In the 1950s while Korea and Taiwan were quite poor and often exhibited incoherent economic 


policies, many Latin American economies embarked on systematic import substitution (ISI) programs 


reflecting the regnant view of Raul Prebisch and the U.N.’s Economic Commission for Latin America. In 


some cases ISI was initiated well before ECLA was established, partly out of disillusion with world trade 


prospects during the depression of the 1930s and the disruptions of World War II. Insofar as this policy, by 


definition, discriminated among industrial sectors, it constituted a systematic attempt to pursue industrial 


policy. As is well known, the attempt failed, at considerable economic cost. As it is always tempting to 


revert to earlier policies, especially if the world economic climate changes, it may be helpful to briefly 


consider why Latin America experienced failure while in Asia, the policies appears not to have damaged the 


economies during their high growth period and may even have had slight benefits as indicated above. 


The answer to the question has two strands, initial conditions and the mechanism for monitoring the 


progress of industries benefiting from government encouragement. As has been emphasized in numerous 


studies, Korea and Taiwan exhibited higher literacy rates and arguably better infrastructure such as roads 


and ports at the beginning of their high growth episode. Even a brilliantly designed economic program would 


have floundered if exports, an important component of the success of Korea and Taiwan, could not have 


been moved to ports and if the ports had themselves not been fairly efficient. On the other hand, too much 
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can be made of such differences and of the purported benefits of the long Japanese occupation that had 


been responsible for education and infrastructure, if only for their own benefit. Neither country had the 


university education levels nor the health care system of an Argentina or Chile (Table 1). And both of the 


latter had sufficiently good transportation and ports to have engaged in significant primary product exports.  


Some authors have argued that Latin America had the luxury of attempting sustained ISI as it could 


fall back on natural resource exports. Moreover, its endowments would militate in favor of natural resource 


based exports and against labor intensive exports.  Scatterplots of data on labor, physical capital, human 


capital, and arable land endowments for a number of countries in 1968 are shown in Figures 4A-D.  In each 


panel of figure 4 shows a barycentric projection of three endowments.  Every endowment point on a ray 


emanating from one corner of the triangle has the same ratio of the other two factors; points lying closer to 


the corner of the triangle have a larger relative endowment of that factor.  The point in which the three rays 


emanating from each vertex intersect in the middle of the triangle indicates the average endowment bundle of 


the sample. 


So, for example, in figure 4A, Taiwan (TAI), Korea (KOR), Hong Kong (HK), and Singapore  


(SNG) are arrayed across the bottom of the triangle far from the land endowment vertex, in order of 


increasing physical capital-labor ratios.  The point is that the land scarce countries of East Asia tend to 


cluster in each scatterplot, across the bottom (indicating land scarceness) in figure 4A, near the human 


capital vertex in Figure 4B, and so on.  In contrast, the Latin American countries tend to reveal relatively 


large endowments of land and low endowments of physical capital with Argentina (ARG) being a clear 


outlier in Figure 4A.  In Figure 4B, the large Latin American countries cluster near the arable land vertex 
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with similarly situated countries such as Tunisia (TUN), Turkey (TUR), Spain (SPA), Thailand (THA), and 


to a certain extent Pakistan (PAK) in the subsequent panels.  Chile (CHI), with its lower arable land 


abundance, differs somewhat from Argentina, Brazil (BRA), and Mexico (MEX) in this respect. 


These multifactor starting points are important, as Leamer (1987) shows there is some econometric 


evidence that land-scarce countries (such as those of East Asia) will tend to specialize in manufactures 


earlier (i.e. at lower levels of per capita income) and more intensively (i.e. exhibit higher output per worker 


ratios) than economies with more diversified resource bases.  Moreover, while economies along the bottom 


of figure 4A will almost surely experience rising wages as physical capital is accumulated and capital-labor 


ratios rise, generating “growth with equity.”  In contrast, in economies with larger natural resource bases, the 


rents generated by resource extraction will retard specialization in manufacturing, and increase the likelihood 


that the theoretical possibility that capital accumulation might not be accompanied by rising wages (“growth 


without development”) might obtain.      


While a full evaluation of this perspective would require examining the entire trade bundle, some 


insights can be obtained by looking at the composition of manufacturing. This issue has been investigated by 


the Inter-American Development Bank and the results do not quite conform to simple expectations though 


other tests of the hypothesis can be constructed. Table 11 shows the revealed comparative advantage 


(RCA) in 1988-90 in  manufacturing for Latin America (LA), the OECD countries, and “industrializing Asia. 


(IA).”  Latin America’s RCA in all manufacturing was slightly less, 1.62, then IA. While IA did exhibit a 


greater RCA in unskilled labor intensive than LA, 3.38 vs 2.51, it also had a greater RCA in natural 


resource intensive products, 1.91 vs. 1.15. Thus, IA was able to import, process, and export resource 
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based manufactured products. The latter is a surprising result given the costs of importing raw materials. It 


implies that even in resource based sectors, the efficiency of LA manufacturing was low. This implies that 


ISI probably had the effect of discouraging those sectors in which LA had a comparative advantage 


because of transportation costs with the reverse  holding true in Asia. This is simply another instance of the 


perverse effects of the LA’s efforts at selective promotion via ISI. 


 


An interesting parallel to Latin America is the experience of the Philippines. It began the post-war 


period with many advantages including high education (Table 1), a large number of English speakers  


(conducive to trade relations), and close affiliation with the U.S. Nevertheless, despite predictions in the 


1950s that it would be the success story in Asia (Morawetz, 1980), its dismal performance reflected import 


substitution policies similar to those of Latin America. Most of the standard empirical studies of the impact 


of ISI, one version of industrial policy, bracket the Philippines with Latin American countries (see, for 


example, Little, Scitovsky, Scott, 1970). The correct latitude and longitude placing a country in Asia was 


hardly a guarantor of growth – correct basic policies matter. 


Hence to point solely to initial conditions is inadequate – the differences in the nature of the industrial 


policies and their implementation is critical. Extensive protection was given to many sectors in Latin America 


as evidenced by the high rates of effective protection calculated for all of the countries for which such 


estimates were made.  While the general characteristic was that protection rates were highest for consumer 


goods and lowest for machinery, they were nevertheless high for most sectors. Firms in inefficient sectors 


could earn significant profits and their employees high wages (paid out of the rents collected from 
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consumers) and faced little credible prospect that protection would be contingent on improved efficiency. 


There was simply no monitoring mechanism – once protection was granted, there was little reduction in its 


level until crises occurred in the 1980s and later. 


In contrast, in Japan, Korea, and Taiwan there was continuous monitoring of the progress of firms. 


The clearest example is provided by Korea in which subsidized credit and protection in the domestic market 


were contingent on export performance. Exports became the numeraire by which the progress of individual 


firms was measured. Current data on exports of individual firms were presented at quarterly meetings at the 


Blue House, the seat of the executive, with all of the firms in a given promoted sector. The information was 


obtained not from companies but from bills of lading at Korean ports. Realized exports were compared with 


targets set by the Economic Planning Board for each firm. As the export targets were constantly increased, 


firms were forced to improve their productivity in order to lower marginal costs, the alternative being lower 


profits over time. While many firms initially subsidized their unprofitable exports by cross-subsidies from 


their profitable (protected) domestic market, clearly this could not be a long term solution as the export 


targets were increased considerably faster than the growth of domestic sales. Firms were thus forced to 


concentrate on improving productivity, hence the enormous efforts to import and assimilate foreign 


technology. (Dahlman and Westphal, 1985 and Kim, 1999 on Korea; Dahlman and Sananikone, 1997, and 


Pack, 2001on Taiwan). Despite controversies about the precise levels of TFP growth in Korea and 


Taiwan, it is clear that their rates were far above those in Latin America during its import substitution phase. 


(Bosworth and Collins, 1996; Nelson and Pack, 1999). In contrast, in Latin America there was no attempt 


to combine a stick of control with the carrot of protection. There are no instances in the literature with which 
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we are familiar, of a government’s actually reducing protection to sectors that did not perform well. 


As noted above it is impossible to confirm substantial benefits from industrial policies in Asia. But as 


contrasted with the Latin American experience in ISI, no major short term damage was done. Korea and 


Taiwan did experience fairly high TFP growth rates compared to Latin America though much of this 


according to all calculations would have accrued without selective intervention. The major difference we 


believe is the use of some numeraire, particularly exports, to measure success rather than the provision of 


open ended protection for inefficient sectors. Nevertheless, even the benign experience in Korea and 


Taiwan during the heady days of intervention and growth may have had unfortunate long term 


consequences.   Again emphasizing Korea’s experience, many problems that have been experienced in 


recent years may have their origin in the policies pursued. The suppression of the financial system and the 


use of directed credit to individual firms discouraged the accumulation of normal financial evaluation skills 


and may have affected the quality of financial intermediation in Korea. Low cost loans clearly encouraged 


many firms to expand beyond their core competence – capable manufacturing firms entered the resort 


industry.  


While a full scholarly understanding will take some time to emerge, it may be the case that any 


benefits of industrial policy were eventually partly offset by the unforeseen consequences set in motion. 


Having pursued the earlier policies with care about implementation, Japan, Korea, and Taiwan did not suffer 


and may have extracted some small benefit for several decades though some would argue they could have 


done still better given their high saving and investment rates. Latin American nations on the other hand 


suffered almost immediately from protection combined with overvalued exchange rates that discouraged 







 


 48


exporting. Thus the Asian countries were able to zoom past their initial Latin per capita income peers (or 


superiors) such as Argentina and Chile. But to benefit from ISI would have required a much different 


economic outlook, including a focus on some measure of efficiency, exports or other, and a political system 


capable of enforcing the need to improve productivity in order to receive the rents extracted from 


households as consumers and taxpayers. 


Perhaps one advantage of Japan, Korea, and Taiwan lay in the traumatic experiences following 


World War II. For reasons that differed in each case, the governments had little legitimacy. Japan had 


suffered a traumatic defeat after initiating the Second World War in the Pacific. Korea had gained 


independence from its Japanese colonial ruler but had then been partitioned and a devastating three year 


war destroyed much of the infrastructure and caused enormous casualties during 1950-52. Taiwan was the 


base of the defeated Kuomintang government that had hastily left the mainland in 1949. In each case, the 


government eventually tried to establish its legitimacy by emphasizing economic growth in the 1950s in 


Japan and early 1960s in Korea and Taiwan. In all three a land reform had overcome one set of opponents 


to policies that were conducive to growth with equity; in turn this sharing in rapid growth may have led to a 


perception that government policies benefited the general population.  Thus, the IP followed in these 


countries which required a quid pro quo and in which exports were accepted as the numeraire may have 


been easier to follow and permitted the avoidance of protection without time limits and without the forced 


benefits of learning to compete internationally.  


 
 


7. Conclusions 
 







 


 49


We believe that the weight of the evidence marshaled in this paper suggests that at most industrial 


policy made a minor contribution to the growth of East Asia. A large part of the “Asian Miracle” was 


attributable to non-miraculous good macro-economic policy including limited government deficits, low rates 


of inflation, and very stable real exchange rates. These were conducive to high rates of saving and 


investment, important components of the growth story. Another aspect, not discussed earlier, was a bias 


towards exporting that may have generated some benefits that would not have accrued from domestic sales. 


(Pack, 1997) 


Secondly, the Asian path is more likely to generate “growth with equity” as capital is accumulated, 


and less likely to run into problems with allocating natural resource derived rents. The politics of IP are likely 


to be less contentious, and as they are implemented in the manufacturing sector they are more likely to be 


“leaning with the wind” of comparative advantage. 


In any event, the strategy may be irreproducible:  some of the subsidies carried out by the East 


Asians in the past can no longer been pursued.  The end of the Cold War and the concomitant willingness of 


the US and other major trading powers to assert their economic interests, together with the existence of a 


stronger subsidies code and dispute settlement in the WTO may foreclose options that existed in the past. 


Countries that have experienced slower growth than expected despite relatively good 


macroeconomic policies may be tempted to pursue industrial policies. The large number of experiments with 


ISI suggest this has not been very successful. The Asian experience, especially in Korea and Taiwan 


provide some guidelines to avoiding some of the potential harmful consequences if industrial policy is 


nevertheless pursued. Yet even in these successful nations the evidence suggests that the benefits were 
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limited. Countries with less dedicated and competent bureaucracies and more amenable to lobbying 


pressures could expect even smaller net benefits. 


The difficulty of demonstrating that the major source of either manufacturing or aggregate economic 


growth was sectorally targeted industrial policies is not equivalent to denying the importance of a significant 


government role other than macroeconomic management in stimulating economic growth. Growth enhancing 


measures that did not differentiate among sectors included large expenditures on primary and secondary 


education, the building of large and efficient social infrastructure, a favorable attitude towards international 


technology transfer including both technology licensing and direct foreign investment, and a substantial 


investment in public technology institutions. The credible commitment of government to rapid development 


may itself have a positive effect on risk taking in the private sector and have led firms to choose product or 


processes that promised greater return.  Governments seeking a more active role in accelerating growth 


should consider  these policies rather than selective industrial policies. 
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Table 1 
   


Human Capital and Per Capita Income, mid-1950s,  
selected Asian and Latin American countries 


 
 


Country Year Human Capital 
Index 


Per Capita Income Ratio of Human Capital Index 
to Per Capita Income 


Japan 1955 1673 519 3.2 


Korea 1955 494 217 2.3 
The Philippines 1956 738 277 2.7 
Malaysia 1957 334 351 1.0 
Argentina 1955 760 1059 0.7 
Mexico 1955 352 637 0.6 


Note:  Human capital index is educational expenditure embodied in the labor force. See      Psacharopoulos (1974).  
Values for Japan and Mexico interpolated from observations for 1950 and 1960; value for Argentina interpolated from 
observations from 1947 and 1960. 


 
Per capita income is purchasing power adjusted figure in international dollars from the Penn World Tables.    
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Table 2 
 


Capital Subsidy-Investment Ratio – Japan 
 


 
 1968   1976   1984  


Industry 
Loan Tax Total Loan Tax Total Loan Tax Total 


Mining 9.38 1.36 10.74 13.28 1.48 14.76 3.83 1.29 5.12 
Food processing 0.65 0.49 1.14 1.24 0.81 2.05 0.51 0.46 0.97 
Textiles 0.66 1.60 2.26 2.59 0.88 3.47 0.22 0.51 0.73 
Pulp and paper 0.01 0.26 0.27 0.03 0.66 0.69 0.03 0.42 0.45 
Chemicals  0.71 0.54 1.25 1.63 0.39 2.02 0.44 0.17 0.61 
Petroleum and coal products 0.00 NA NA NA NA NA 2.83 0.14 2.97 
Nonmetallic products NA NA NA 0.72 0.11 0.83 0.44 0.13 0.57 
Iron and steel 0.50 0.87 1.37 1.39 0.58 1.97 1.52 0.96 2.48 
Nonferrous metal 0.48 0.46 0.94 8.40 0.34 8.74 0.62 0.35 0.97 
Metal products 0.85 1.16 2.01 1.52 0.75 2.27 0.57 0.63 1.20 
General machinery 0.35 0.50 0.95 2.02 0.43 2.45 0.28 0.20 0.48 
Electrical machinery 0.37 0.84 1.21 1.25 0.47 1.72 0.39 1.45 1.84 
Transportation machinery 2.95 0.79 3.74 3.76 0.71 4.47 0.56 0.20 0.76 
Precision instruments NA NA NA 0.54 0.47 1.01 0.05 NA NA 


 
Note. Figures are in percentages 
Source. Noland (1993). 
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Table 3 
Government Subsidy Share of Total R&D 


 


Industry 1968 1976 1984 


Mining 3.2 3.2 14.0 
Food processing 0.0 0.1 0.4 
Textiles 0.7 0.2 1.1 
Pulp and paper 0.8 0.3 0.0 
Chemicals  0.5 0.3 0.8 
Petroleum and coal products 1.0 0.3 7.2 
Nonmetallic products 1.0 0.8 1.8 
Iron and steel 0.2 0.6 1.7 
Nonferrous metal 0.8 1.5 2.9 
Metal products 0.1 0.2 0.2 
General machinery 1.4 2.2 1.2 
Electrical machinery 1.7 1.5 1.4 
Transportation machinery 1.0 4.4 4.7 
Precision instruments 1.8 0.3 0.1 


 
Source. “Kagaku Gijutsu Kenkyu Chosa Hokoku” [“Report on the Survey of Research and Development”], various 
issues. 
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Table 4 


Effective Rates of Protection for Japan 
 
Industry 1968 1975 1987(Est.) 


Traded Goods 
24.9 19.3 15.8 


     Primary  5.9 5.5 4.5 


     Agriculture 7.6 9.4 7.6 
     Forest -1.0 -0.1 -0.1 
     Fishery 13.9 8.2 6.7 
     Mining -0.6 -0.7 -0.5 


Manufacturing 
26.7 20.6 16.9 


     Food processing 45.4 55.6 54.1 
     Textile spinning 21.0 10.8 12.5 
     Textile weaving 33.6 92.6 94.2 
     Textile products 41.0 35.4 35.1 
     Wooden products  18.7 8.9 6.6 
     Pulp and paper 21.9 21.9 13.5 
     Publishing -3.4 -3.3 -2.3 
     Leather and rubber 26.0 23.5 22.0 
     Chemicals  18.9 15.7 12.3 
     Petroleum and coal products 10.9 6.7 7.0 
     Nonmetallic mineral products 17.7 8.8 6.4 
     Iron and steel 28.9 20.8 14.9 
     Nonferrous metals  31.0 32.2 20.1 
     Metal products 18.7 8.6 6.3 
     General machinery 17.9 8.2 6.2 
     Electrical machinery 21.0 13.4 6.5 
     Transport machinery 45.4 5.4 1.4 
     Precision machinery 27.3 8.7 7.2 
     Miscellaneous products  28.0 20.4 9.9 
Source. Shouda (1982). 
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Table 5 
 


Intersectoral Purchases - Korea, 1985 
 


 Purchases from: 
--------------------------------------------------- 


 (1) (2) (3) (4) 


purchasing sector: 
 


all domestic 
sectors 


“heavy” 
industries 


chemical 
industry 


foreign 
suppliers 


Neglected Sectors: 
 


    


food .147 .007 .021 .029 
beverages .290 .025 .012 .019 
tobacco .048 .002 .006 .009 
textiles & cloth. .522 .007 .125 .099 
leather .319 .003 .055 .355 
wood & wood products .240 .026 .043 .060 
paper .422 .019 .044 .183 
printing & publ. .408 .017 .042 .039 
petroleum & coal .053 .003 .003 .009 
rubber products .373 .025 .121 .124 
non-metallic min. .293 .029 .020 .029 
misc. mfg. .402 .096 .087 .123 


 
average 0.293 0.021 0.047 0.134 


 
Favored Sectors: 
 


    


chemicals .357 .010 .249 .209 
     
heavy industries     


iron & steel .542 .466 .009 .131 
metal products .412 .335 .031 .143 
non-elec. mach. .387 .334 .016 .163 
elec. machinery .324 .245 .034 .272 
transport equipment 
 


.388 .332 .015 .173 
 


heavy industry average 0.411 0.342 0.021 0.176 
 
Source: Calculated from input-output tables contained in Bank of Korea, Monthly Statistical Bulletin , various 
issues. 
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Table 6 


 
Intersectoral Purchases -Japan, 1980 


 
purchasing sector: Purchases from: 


--------------------------------------------------- 
 all domestic 


sectors 
“heavy” 


industries 
chemical 
industry 


foreign 
suppliers 


Neglected Sectors: 
 


    


food .2066 .0042 .010 .102 
beverages, tobacco .1587 .0056 .010 .031 
textiles .4542 .0057 .121 .053 
clothing .4257 .0043 .001 .033 
wood & wood products .1599 .0052 .016 .206 
furniture .4141 .0259 .024 .035 
pulp and paper .5782 .0030 .023 .057 
printing & publ. .3901 .0054 .036 .023 
leather .5036 .0013 .006 .066 
rubber products .3772 .0105 .200 .042 
petroleum and coal pr. .0631 .0035 .005 .621 
non-metallic min. .2777 .0388 .017 .046 
non-ferrous met. .4549 .0125 .020 .310 
precision instrum. .3921 .0855 .003 .038 
misc. mfg. .4513 .0228 .223 .032 


average of non-
promoted sectors 


.3538 0.0156 0.048 0.113 


 
Favored Sectors: 
 


    


chemicals .5322 .0106 .356 .051 
     
heavy industries     


iron & steel .6304 .5338 .006 .081 
metal products .4178 .2728 .006 .015 
non-elec. mach. .5100 .4369 .004 .019 
elec. machinery .4802 .2954 .012 .026 
transport equipment 
 


.5597 .4256 .012 .021 


heavy industry average .5217 .3292 .008 .035 
 
Source: Calculated from input-output tables contained in Bank of Japan, Japanese Economic Statistics, various 
issues. 


 







 


 64


 
Table 7 


 
Purchases of Domestically Produced  


and Imported Machinery 
 


Sector Ratio of Imports to Domestic Production 
 Korea - 1985 Japan - 1980 


General Machinery 3.04 .06 
Electrical Machinery .27 .04 


 
Source: See Tables 5 and 6. 
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Table 8 


Intersectoral Purchases - Taiwan, 1976 


Purchasing Sector Purchases  from: 
-------------------------------------------------------------------------- 


 (1) 


all domestic 
sectors  


(Σiaij) 


(2) 
 


primary metals, 
machinery, 
electronics 
(ΣaMME,j) 


(3) 
 


chemical 
Sectors 


 
(Σiacj) 


(4) 


foreign 
suppliers 


 
(Mj = Σimij) 


Neglected Sectors:     
food .1555 .0033 .0117 .0178 
bev. tob. .1602 .0027 .0281 .0424 
textiles .5206  .0046 .1659 .0620 
clothing .5251 .0054 .0993 .0897 
wood & products  .2167 .0107 .0457 .0195 
pulp,paper, print.,publ. .4558 .0080 .0554 .0696 
non-met. min. .2121 .0280 .0268 .0309 
metal products .3341 .0955 .0267 .2202 
misc. mfg. .3758 .0298 .1143 .1245 


average .3284 .0209 .0638 .0752 
 
Promoted Sectors: 
 


    


Chemicals     
chem.material .3474 .0115 .2724 .1127 
plastics .4294 .0059 .3509 .1623 
misc. chem. .3487 .0115 .2457 .1948 


average .3752 .0096 .2897 .1566 
     
Metal and Electronics     


iron & steel .4090 .3441 .0071 .2597 
nonelec. machinery .4107 .3400 .0115 .1295 
elec. mach.  .3197 .1375 .0595 .2507 
household elec. .3566 .2511 .0223 .1787 
electronics .3153 .2141 .0260 .3355 
transport equipment .3054 .1905 .0469 .2489 


 average .3528 .2462 .0289 .2338 
 
Source: Calculations from DGBAS tapes. 
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 Table 9 


Intersectoral Purchases - Taiwan, 1991 


 
Purchasing Sector Purchases  from: 


------------------------------------------------------------------------- 
 all 


domestic 
sectors 


(Σiaij) 


primary metals, 
machinery, 
electronics 


(ΣaMME,j) 


chemical 
Sectors 


(Σiacj) 


foreign 
suppliers 


(Mj = Σimij) 


Neglected Sectors: 
 


    


food .1988 .0024 .276 .0499 
bev. tob. .2491 .0028 .0498 .0488 
textiles .5770 .0067 .2165 .0665 
clothing .5431 .0044 .0602 .1305 
wood & products  .3675 .0126 .0425 .1456 
pulp,paper, print.,publ. .4582 .0068 .3923 .1358 
non-met. min. .4326 .0387 .0452 .0655 
metal products .5212 .1975 .0369 .1701 
misc. mfg. .4233 .1104 .1400 .1744 


average .419 .0425 .1399 .1097 
 
Promoted Sectors: 
 


    


Chemicals     
chem.material .5802 .0100 .4322 .2329 
plastics .6157 .0092 .5307 .1799 
misc. chem. .5014 .0114 .2282 .2259 


average .5658 .0102 .397 .2129 
     
Metal and Electronics     


iron & steel .6194 .5104 .0060 .1930 
nonelec. machinery .5251 .3977 .0174 .1272 
elec. mach.  .6305 .3259 .0703 .2628 
household elec. .5391 .3229 .0916 .1638 
electronics .6364 .4823 .0765 .3736 
transport equipment .5549 .4289 .0227 .1669 


 average .5842 .4114 .0474 .2146 
 
Source: Calculations from DGBAS tapes 
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Table 10 
 


Domestically Produced Machinery Relative  
to Domestic Production plus Imports 


 
Sector 1976 1989 
   
General Industrial Machinery and 
Machine Tools  


.53 .58 


   
Specialized Industrial Machinery .53 .57 
   
Other Machinery .63 .60 
Electrical Machinery .77 .57 


 
Source: See Tables 8 and 9. 
 


 


 







 


Table 11 
Revealed Comparative Advantage (RCA) in Manufacturers 


By Factor-Intensity Category 
 


 Latin 
America 


Industrial 
Countries 


Industrializing 
Asia 


Ex-CPEs 


Category RCA 


1988-
90 


Change 
from 


1978-80 


RCA 
1988-


90 


Change 
from 


1078-80 


RCA 
1988-


90 


Change 
from 1978-


80 


RCA 
1988-


90 


Change 
from 


1978-80 


Total 
Manufacturing 
exports  


1.62 0.08 1.02 0.01 1.86 -0.8 1.21 0.04 


Human 
capital/technology-
intensive 


1.49 0.44 1.04 0.01 1.18 -0.05 1.19 0.00 


Iron and steel 3.42 2.26 0.99 -0.01 0.70 0.15 1.57 0.43 


Chemical elements 
and compounds 


1.98 -0.05 1.03 0.02 0.32 0.12 0.73 0.32 


Explosives, 
pyrotechnic products 


1.61 -1.36 0.90 0.11 0.19 -0.12 1.11 -0.83 


Rubber manufactures 1.16 0.22 1.03 0.03 0.87 -0.25 0.84 0.08 


Plastic materials 1.12 0.72 1.06 -0.03 0.57 0.35 0.66 0.25 


Manufacturers of 
metal, n.e.s. 


1.05 0.10 1.01 0.01 0.80 -0.12 1.00 0.37 


Chemical materials 
and products, n.e.s. 


0.99 -0.50 1.06 0.02 0.40 0.22 0.69 0.16 


Dyeing, tanning and 
coloring materials 


0.91 -0.21 1.06 0.03 0.33 0.09 0.89 -0.29 


Plumbing, heating, 
and lighting 
equipment 


0.84 -0.03 1.04 0.03 0.63 -0.46 1.14 0.37 


Essential oils, 
perfume materials, 
etc. 


0.84 -1.34 1.05 0.04 0.42 -0.02 0.35 -0.48 


Transport equipment 0.83 0.13 1.08 0.03 0.29 -0.00 0.79 -0.16 


Nonelectrical 
machinery  


0.75 0.05 1.05 0.01 0.64 0.39 1.62 0.02 


Medicinal and 
pharmaceutical 
products 


0.60 -0.67 1.05 0.05 0.17 -0.21 1.66 -0.12 


Misc. manufactured 
goods 


0.46 -0.41 0.97 0.00 1.53 -0.53 0.47 -0.03 







Electrical machinery 
and appliances 


0.43 -0.09 0.97 -0.02 1.89 0.12 0.66 -0.24 


Prof., sci., and 
control instruments 


0.37 0.05 1.03 0.01 0.88 -0.56 0.53 -0.09 


    Table x 
Cont. 


    


Unskilled labor-
intensive 


2.51 -0.58 0.80 -0.03 3.38 -1.54 1.41 -0.32 


Leather and leather 
manufacturers 


5.50 -1.91 0.88 0.08 1.02 0.65 0.54 0.30 


Footwear 3.74 0.48 0.71 -0.08 3.40 0.68 2.61 -0.71 


Textile yarn and 
fabrics 


1.14 -0.60 0.85 -0.05 1.78 -0.21 0.97 0.16 


Travel goods and 
handbags 


1.10 -1.64 0.72 0.05 4.54 -2.91 2.02 0.38 


Clothing 0.85 -0.69 0.63 -0.03 4.23 -2.28 1.07 -0.46 


Furniture 0.36 -0.14 1.04 0.03 0.68 0.01 1.48 0.06 


Natural resource-
intensive 


1.15 -0.09 1.00 0.04 1.91 -0.34 0.95 0.40 


Wood and cork 
products 


1.48 -0.79 0.81 -0.01 3.38 -0.45 1.40 0.81 


Manufactured 
fertilizers 


1.22 0.37 0.95 0.01 0.68 -0.55 1.04 0.46 


Nonmetallic mineral 
manufacturers 


1.11 0.12 0.97 0.05 0.52 -0.01 0.95 0.36 


Paper manufacturers 1.07 0.14 1.08 0.01 0.30 0.07 0.26 0.04 


Mineral tar and 
crude chemicals 


0.71 -0.50 0.86 0.34 2.64 -0.56 0.00 -0.94 


Note: The totals for the three factor-intensity categories are trade-weighted averages of 
the individual product divisions, and the total for manufacturers is calculated as the trade-
weighted average of the three factor intensity categories.  The ordering of product 
divisions within the three categories is based upon the ranking of the product divisions in 
the Latin American region during 1988-90.  a = Based on regional RCA index values at 
the 2-digit SITC code level for 1988-90 and changes from 1978-80. 


b =  Industrializing Asia includes Hong Kong, Singapore, South Korea, Malaysia, 
Indonesia, Thailand and the Philippines. 


c = The ex-CPEs (centrally planned economies) consist of Hungary, Poland, and 
Czechoslovakia, due to lack of available data for the remaining countries in this category. 


Source:  Inter-American Development Bank 1992, p. 204. 
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Figure 2
Capital Stock per Capita
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Figure 3
Mean Total Years of Education
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Figure 4A
Endowment Triangle 


Labor, Physical Capital, Land ('68 data)
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Figure 4B
Endowment Triangle 


Labor, Human Capital, Land ('68 data)
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Figure 4C
Endowment Triangle 


Land, Physical Capital, Human Capital ('68 data)
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Figure 4D
Endowment Triangle 


Labor, Physical Capital, Human Capital ('68 data)
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Paul Romer’s paper "Increasing Returns and Long Run Growth" is now 15 years old.


This pathbreaking contribution led to a resurgence in research on Economic Growth. The new


literature has made a number if important contributions.  One of the main ones, perhaps the main


one, is that it has shifted the research focus of macroeconomists. Between the time Lucas, Barro,


Prescott and Sargent started the rational expectations revolution until Romer, Barro and Lucas


started the new literature on economic growth, macroeconomists devoted virtually zero effort to


the study of long-run issues as everyone was doing research on business cycle theory. And, in


this sense, the new growth theory was clearly a step in the wrong direction.


The new growth literature has had a similar impact on macroeconomic classrooms and


textbooks. Up until 1986, most macroeconomics classes and most macroeconomic textbooks


either relegated economic growth to play a marginal role or they neglected it altogether.  Things


are very different now. Modern undergraduate textbooks devote more than a third of their space


to economic growth and most macroeconomic classes (graduate and undergraduate) devote a


substantial amount of time to this important subject. The impact of these two changes on the


training of new young economists is very important, and this should be viewed as another


contribution of the new economic growth literature.


But the contributions I want to highlight in this conference are the substantial ones: I want


to discuss the most important ways in which the new economic growth literature has expanded


our understanding of economics. 


(1) The Empirical Touch


(A) The Construction of New Data Sets


 One of the key differences between the current literature and the old one is that, this time


around, growth economists have dealt with empirical issues in a much more serious way. This
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has led to the creation of a number of extremely useful data sets. Of course, at the top of the list


we have the widely used data set constructed by Summers and Heston (1988, 1991), who


constructed national account data for a large cross section of countries for a substantial period of


time. The usefulness of this data set is that, in principle, the data is adjusted for differences in


purchasing power across countries, which allows for strict comparability of levels of GDP at a


point in time. Even though some researchers have complained about the quality of this data set,


overall, this has been one of the main contributions of this literature because it has allowed


researchers to confront their theories with actual data. This was not true the last time growth


economics was a popular area of research in the 1960s (and the reason was, perhaps, that they did


not have the access to data that we have today).


But the Summers-Heston data set is not the only data set which has been created recently.


Barro and Lee (1993), for example, have also constructed a large number of variables, mainly


related to education and human capital. This was especially important because the first


generation of endogenous growth theories emphasized the role of human capital as the main (or


at least one of the main) engines of growth. Other data sets constructed recently include social


and political variables which are especially useful for one of the most recent lines of research


which emphasizes institutions (see for example, Knack and Keefer (1995) or Deininger and


Squire (1996).)


(B) Better relation between theory and empirics


A second important innovation of the new growth literature is that it has tied empirical studies


closer to the predictions of economic theory. The neoclassical literature of the 1960s linked


theory and evidence by simply “mentioning” a bunch of styled facts (like the Kaldor “facts”) and


show that the theory being proposed was consistent with one, two or perhaps several of these


“facts”. Some of these facts were quite “complex”, and I do not mean this in the sense of being


“complicated. I mean “complex” in the sense of “complex numbers”. That is, they were half real


and half imaginary. But whether the facts were true or not, they were related to the theories in a
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very loose way.


Today’s research, on the other hand, tends to derive precise econometric specifications


that are taken to the data. One of example of this can be found in the convergence literature.


Barro and Sala-i-Martin (1992) derived an econometric equation that relates the growth of GDP


per capita over some period to the initial level of GDP out of the Ramsey-Cass-Koopmans


(Ramsey (1928), Cass (1975) and Koopmans (1965)) model of economic Growth. Mankiw,


Romer and Weil (1992) derive a similar equation out of the Solow-Swan model ((Solow (1956)


and Swan (1956)). For example, by linearizing the optimal neoclassical growth model or the


Solow-Swan version of the same model, these researchers found that the growth of an economy


should look like, εβββγ it
*
iit0T+tt,i,  + y      + y      -  = lnln ••


where γ T+tt,i,  is the growth rate of per capita GDP for country i between time t and time t+T, yit


is per capita GDP for country i at time t and y*
i is the steady-state value of per capita GDP for


country i. The term ε it  is an error term. The coefficient is positive if the production function is


neoclassical, and it is zero if the production function is linear in capital (which was usually the


case in the first generation one-sector models of endogenous growth, also known as “AK”


models1). In particular, if the production function is Cobb-Douglas with a capital share given by


α then, the parameter β (which is also known as the speed of convergence) is given by


n)+( )-(1 = δαβ ,2 where δ is the depreciation rate and n is the exogenous rate of population


growth (notice that, when α=1 , which corresponds to the AK model, the speed of convergence is


β=0).


My main point is that the modern literature took Eq. (1) as a serious prediction of growth


theory and used it as a way to “test” the new models of endogenous growth (the AK models,


which predict ) against the old neoclassical models (which predict β>0.) At first, some


researchers mistakenly took Equation (1) to predict that, if β>0 (that is, if the world is best


                                                
1 Paul Romer’s seminal paper (Romer (1986)), is an example of an AK model. See also Rebelo (1987),


Jones and Manuelli (1990) and Barro (1990).


2 The derivation of this equation assumes constant savings rates a la Solow-Swan.
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described by the neoclassical model), then poor countries should be growing faster than


others. This is known as the convergence hypothesis. And this is why people started running


regressions of the type,


ωγ itit0T+tt,i,  + y     b - b = lnˆˆ •
and tested whether the coefficient b̂ was positive. Notice that if it was, then we would conclude


that poor countries grow faster than rich ones so that there is convergence across countries,


which was thought to be the prediction of the neoclassical model. If this coefficient was not


significantly different from zero, then the neoclassical model was rejected in favor of the AK


model of endogenous growth. The main empirical results found were that the estimated b̂  was


not significantly different from zero. This  which was “good news” for the new theories of


endogenous growth and “bad news” for the neoclassical model.


Very soon, however, researchers realized that this conclusion was erroneous. And the


reason is that regressions like Eq. (2) implicitly assume that all the countries approach the same


steady state. Notice that, if we take Eq. (1) and we make y = y **
i , then this term gets absorved by


the constant b0̂ and disappears from the equation. The problem is that if the researchers assumes


that countries converge to the same steady state and they don’t, then Eq. (2) is misspecified and


the errors term becomes y  +  = *
iitit lnεω . If the steady states are correlated with the initial level


of income, then the error term is correlated with the explanatory variable, so the estimated


coefficient is biased towards zero. In other words, the early finding that there was no positive


association between growth and the initial level of income could be a statistical artifact


resulting from the misspecification of Equation (2).


Researchers proposed various solutions to this problem. One of them was to consider data


sets for which the initial level of income was not correlated with the steady-state levels of


income. This is why many researchers started using regional data sets (like states within the


United States, prefectures within Europe or Regions within European countries).3 Another


solution was to use cross-country data but, instead of estimating the univariate regression like Eq.


                                                
3 See Barro and Sala-i-Martin (1992, and 1998, chapter 11.)
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(2), estimate a multivariate regression where, on top of the initial level of income, the researcher


would also hold constant proxies for the steady state. This came to be known as conditional


convergence. Further research showed that the conditional convergence hypothesis was one of


the strongest and most robust empirical regularities found in the data. Hence, by following the


hints provided by the theory, researchers arrived at the exact opposite empirical conclusion: the


neoclassical model was not be rejected by the data. The AK model was.  


The reason for highlighting these results is not to emphasize the concept of convergence,


or conditional convergence. The important point is that, for the first time, growth economists


took the theory seriously to the data. And the theory told them exactly what kinds of regressions


they should run and how to interpret the estimated coefficients. And this was a substantial


improvement over the previous round of economic growth research. 


(C) The Neoclassical Model is not bad, but there are other models consistent with convergence


The results from the convergence literature are interesting for a variety of reasons. The main


result was, as we already mentioned, that conditional convergence was a strong empirical


regularity so that the data are consistent with the neoclassical theory based on diminishing


returns. And this was the initial and more widespread interpretation. Similarly, these empirical


results also meant that the simple closed-economy, one-sector model of endogenous growth (the


AK model) was easily rejected by the data. However, more sophisticated models of endogenous


growth that display transitional dynamics were also consistent with the convergence evidence.4


For example, the two-sector models of endogenous of Uzawa (1965) and Lucas (1988) were later


shown to be consistent with this evidence. It was also shown that AK models of technological


diffusion (where the A flows slowly from rich countries to poor countries) tend to make similar


predictions.
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(D) Other findings from the Convergence Literature


                                                                                                                                                            
4 See Barro and Sala-i-Martin (1998), chapters 6 and 8.


A second reason for studying convergence has nothing to do with “testing theories”:


independently of what theories are more relevant, we are interested in knowing whether we live


in a world in which poor people tend to improve more rapidly than rich people or in a world in


which the rich get richer and the poor stay poor or even become poorer. In dealing with these


questions, perhaps the concept of conditional convergence is not as interesting as the concept of


convergence or absolute convergence. Another interesting concept is that of σ-convergence,


which looks at the level of inequality across countries (measured, for example, as the variance


of the log of GDP per person) and checks whether this level increases over time. The key result


here is that inequality across countries tends to increase over time.


In recent times, this analysis has come under criticism from two fronts. The first one is


the “Twin-Peaks” literature led by Danny Quah (1993, 1997). These researchers suggest that the


“variance of the log of income” is too narrow a measure of the “distribution of world income”


and they attempt to estimate the whole distribution. The main point is that, in 1960, the world


distribution of income was uni-modal whereas, in the 1990s, the distribution has become bi-


modal. Quah and associates then forecasted the evolution of this distribution and conclude that,


in the lung run, the distribution will stay bi-modal, even though the lower mode will include a lot


fewer countries than the upper mode. This conclusion, however, does not appear to be very


robust. Jones (1997) and Kremer, Onatski and Stock (2001) have recently shown that a lot of


these results depend crucially on whether the data set includes oil-producers (for example, the


exclusion of Trinidad and Tobago or Venezuela from the sample changes the prediction of a bi-


modal steady state distribution to a uni-modal distribution; the reason is that these are two


examples of countries that were relatively rich but have become poor).


The second line of criticism comes from researchers that claim that the unit of analysis


should not be a country. Countries are useful units if we want to test theories because many of
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the policies or institutions under study are country-wide. But if we are interested in whether poor


people’s welfare is improving more rapidly than rich people’s welfare, then the correct unit may


be a “person” rather than a country. In this sense, the evolution of personal income in China is


more important than the evolution of Lesotho’s, and the reason is that China has a lot more


people than Lesotho. In this sense, a better measure of the evolution of personal inequality is the


population-weighted variance of the log of income per capita (as opposed to the simple variance


of the log of income per capita, which gives the same weight to all countries, regardless of


population). The surprising result is that the weighted variance does NOT increase monotonically


over time. As shown by Schultz (1998) and Dowrick and Akmal (2001), the weighted variance


increases for most of the 60s and 70s but it peaked in 1978. After this moment, the weighted


variance declines over time, the main reason being that China, and with it, 20% of the world’s


population, has seen large increases in per capita income. This effect was reinforced in the 1990s


when India (with another billion inhabitants) started its process of rapid growth.


The population weighted-variance analysis assumes that each person within a country has


the same level of income but that some countries have more people than others (the unweighted


analysis assumes that each person has the same income, and that all countries have the same


population). Of course this analysis ignores the fact that inequality within countries may increase


over time. In particular, it has been claimed that inequality within China and India has increased


tremendously between 1980 and today, which may more than offset the process of convergence


of the income per capita of these two countries to the income per capita of the United States.


Sala-i-Martin (2001) incorporates micro-evidence on the evolution of within-country inequality


for 57 countries (with 80% of the world population) and shows that inequality during the last 20


years declines, even after accounting for the increases in within country inequality. In fact,


within-country inequality is small and it does not move much over time relative to cross-country


variance.







8


(E) Cross-Country Growth Regressions


Another important strand of the empirical literature is the one that follows Barro (1991)5in using


data for a cross-section of countries and regressing the growth rate over some period on variables


that reflect some potential determinants:


,  + X     = ititT+tt,i, ωβγ •
whereXit  is a vector of variables that are thought to reflect determinants of long-term


growth. Notice that, in the context of the theory that predicts Eq. (1), if one of the variables in the


vector X reflects the initial level of income, then the rest of variables can be thought of proxying


the steady-state, y *
iln .


The cross-country regression literature is enormous: a large amount of papers have


claimed to have found one or more variables that appear to be important determinants of growth,


from human capital to investment in R&D, to policy variables such as inflation or the fiscal


deficit, to the degree of openness or measures of political instability. In fact, the number of


variables claimed to be correlated with growth is so large that the question arises as to which of


these variables is actually robust.6


Some important lessons from this literature are:


(i) there is no simple determinant of growth.


(ii) the initial level of income is the most important and robust variable (so conditional


convergence is the most robust empirical fact in the data)


(iii) investment is strongly correlated with growth (although endogeneity issues arise), but


is not nearly enough to explain growth fully. This means that we need to move beyond Solow-


                                                
5 For surveys of the literature, see Durlauf and Quah (2000) and Temple (1999).


6 See the work of Levine and Renelt (1992) and, more recently, Doppelhoffer, Miller and Sala-i-Martin
(2001) for some analysis of robustness in cross-country growth regressions.
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Swan and Ramsey models that emphasize physical capital accumulation.


(iv) the size of the government does not appear to matter much. What is important is the


“quality of government” (governments that produce hyperinflations, distortions in foreign


exchange markets, extreme deficits, inefficient bureaucracies, etc., are governments that are not


good for the economy).


(v) the relation between most measures of human capital and growth is weak. Some


measures of health, however, (such as life expectancy) are robustly correlated with growth.   


(vi) institutions (such as free markets) are important for growth.


(vii) more open economies tend to grow faster.


(ix) @more to come...@


 (F) Cross-Country “Level of Income” and the Role of Institutions


@To be added (Geography and startling correlation between Y and latitude) @


(Hall and Jones (1999), Acemoglu, Johnson, and Robinson (2000), McArthur and Sachs (2001))


(2) Technology, Increasing Returns and Imperfect Competition


(A) Clarifying the Nature of Technology: the importance of Non-Rivalry


If the first main contribution of the economic growth literature is empirical, the second one is


theoretical: the endogeneization of technological progress. The main physical characteristic of


technology is that it is a “non-rival” good. This means that the same formula, the same blueprint


may be used by many users simultaneously. This concept should be distinguished from that of


“non-excludability”. A good is excludable if its utilization can be prevented.


Romer (1993) provides an interesting table that helps clarifies the issues. Table 1 has two
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columns. In column 1 we show goods that are rival. Column 2 displays goods that are non-rival.


Table 1 displays three rows ordered by the degree of excludability. Goods in the upper rows are


more excludable than goods in the lower rows.


At the upper left corner we have cookies. A cookie is both rival and excludable. It is rival


because if I eat this cookie, noone else can eat it at the same time. It is excludable, because the


owner of the cookie can prevent me from using it unless I pay for it.


 


Rival Non Rival


More excludable Cookies Cable TV Signal


Intermediate Excludable Sofware


Less Excudable Fish in the Sea Algebraic Formulas


The bottom row of column one has “fish in the sea”. The fish are rival because if I catch a


fish, noone else can catch it. The fish are non-excludable because it is virtually impossible to


prevent people from going to the see to catch fish. The goods in this box (rival and non-


excludable) are famous. They are called goods subject to the “tragedy of the commons” (the


name comes from the medieval cities: the land that surrounded the cities was “common pastures”


which meant that everyone’s cows could go and pasture them. The grass that a person’s cow ate


could not be eaten by other cows -so it was rival. Yet the law of the land allowed everyone’s


cows to pasture -so the gras was non-excludable. The result was, of course, that the city over-


exploted the land and everyone ended up without grass, which was a tragedy.


These goods are important and interesting, but they are not the goods that we want to


discuss here. We are interested in the second column: non-rival goods. At the top box we have


“cable TV signal”. HBO is non-rival in the sense that many people can watch HBO


simultaneously. However, it is excludable because the owners can prevent us from seeing HBO if
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we don’t pay our monthly fee. At the bottom we have basic knowledge represented by “algebraic


formulas”: many people can add up at the same time so algebraic formulas are non-rival. These


formulas are also non-excludable since it is impossible for anyone to prevent its use.


In the middle box we have technological goods that are non-rival and partially


excludable. For example, computer software. Many people can use Microsoft Word at the same


time so the codes that make this popular program are clearly non-rival. In principle, people


cannot use the program unless they pay a fee to Microsoft. In practice, however, people can


install the program that a friend or relative bought, and it is very hard to prevent this from


happening. It is not fully excludable...but it is not fully non-excludable.


We should point out that whether a good is more or less excludable depends, no only on


its physical nature, but also on the legal system. The economic historian and Nobel Prize winner,


Douglas North, argued that the industrial revolution occurred in England and it occurred in the


1760s precisely because it was then and there that the institutions were created that protected


intellectual property rights. Notice that intellectual property rights are a way to move


technological goods “up” in the excludability ladder in column 2. And when there are institutions


that make goods excludable, then the owner of such good (the inventor) can charge for it. And if


one can charge for it, then one can make money out of the invention, which increases the


incentives to do research.   


(B) Modeling Technological Progress: Increasing Returns and Imperfect Competition in General


Equilibrium Models of Growth


The old neoclassical literature already pointed out that the long-run growth rate of the economy


was determined by the growth rate of technology. The problem was that it was impossible to


model technological progress within a neoclassical framework in which perfectly-competitive


price-taking firms had access to production functions with constant returns to scale in capital and


labor. The argument goes as follows. Since technology is non-rival, a replication argument


suggests that a firm should be able to double its size by simply replicating itself: creating a new
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plant with exactly the same inputs. Notice that, in order to do that, the firm would need to double


capital and labor, but it could use the same technology in both places. This means that the


concept of constant returns to scale should apply to capital and labor only. That is,  


, )  A  ,L    ,  K  F(     = A)  ,L       , K      (  F ••• λλλ
where A is the level of technology, K is capital and is labor.


Euler’s theorem says that


F  L   + F    K = Y LKt ••
Perfectly competitive neoclassical firms pay rental prices that are equal to marginal


products. Thus,


L    w + K    R = Y ttttt ••
in other words, once the firm has paid its inputs, there is no output left. Hence, the firm cannot


devote resources to improve technology so, if one wants to argue that technological progress


exists, it must be exogenous (in the sense that it cannot be induced by firms through a process of


costy R&D).


Notice that since technology is non-rival, it must be produced once (and once it is


produced, many people can use it over and over). This suggests that there is a large fixed cost in


its production (the R&D cost), which leads to the notion of increasing returns. It follows that


the average cost of producing technology is usually larger than the marginal cost. Hence, if firms


engage in perfect price competition (a competition that leads to the equalization of prices with


marginal costs), the producers of technology will always lose money. The implication is that in a


perfectly competitive environment, no firm will engage in research. Put in another way, the best


way to model technological progress is to abandon the perfectly-competitive-pareto-optimal


world that is the foundation of neoclassical theory and allow for imperfect competition.


Romer (1990) introduced these concepts in a model in which innovation took the form of


new kinds of products. Aghion and Howitt (1992, 1998) extended the theory to a


Schumpeterian framework in which firms devote R&D resources to improve the quality of


existing products. The quality ladder framework differs from the product variety framework
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in that the improvement of the quality of a product tends to make the previous generation of


products obsolete. This leads to the schumpeterian notion of “creative destruction” by which


firms create new ideas in order to destroy the profits of the firms that had the old ideas.


The new growth models of technological progress have clarified some important issues


when it comes to R&D policies. Perhaps most important one is that, despite that there are market


failures (because of imperfect competition and increasing returns) it is not at all obvious whether


the government should intervene, what this potential intervention should look like and, in


particular, whether it should subsidize R&D. This is important because there is a widespread


popular notion that countries tend to underinvest in technology and that the government should


do something about it. The models of R&D highlight a number of distortions, but it is not clear


that the best way to deal with them is to subsidize R&D. For example, the one distortion that is


common across models is the one that arises from imperfect competition which means that prices


tend to be above marginal cost and that the quantities bought tend to be below optimal. The


optimal policy to offset this distortion, however, is not an R&D subsidy but a subsidy to the


purchases of the overpriced goods.


A second distortion may arise from the structure of R&D costs. If the invention of a new


product affects the cost of invention of the new generation of products, then there is a role for


market intervention. The problem is that it is not clear whether a new invention increases or


decreases the cost of future inventions: Following Newton’s idea of “shoulders of giants”, it can


persuasively argued that the cost of R&D declines with the number of things that have already


been invented. On the other hand, it can easily be argued also that easy inventions are made first,


which suggests that the R&D costs increase with the number of inventions. Notice that if the cost


declines, then firms doing R&D tend not to internalize all the benefits of their inventions (in


particular, they do not take into account the fact that future researchers will benefit by the decline


in R&D costs) so there tends to be underinvestment in R&D. In this case, there is reason to


support R&D subsidies. Notice, however, that if the costs increase with the number of


inventions, then current researchers exert a negative externality on future researchers so they tend


to overinvest and the required policy becomes an R&D tax rather than an R&D subsidy.  
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As we mentioned, the schumpeterian approach brings in some additional distortions


because current researchers tend to exert a negative effect on past researchers as they destroy


their profits. These effects tend to call for taxes on R&D (rather than R&D subsidies) as current


researchers tend to perform too much, not too little, R&D. Of course government intervention is


not required at all if the firm doing current research is the same firm that was doing research in


the past. For example, Intel owns the Pentium II and performs research to create the Pentium III


and then the Pentium IV, thereby destroying the profits generated by its past investments. When


this is the case, the inventing firm will tend to internalize the losses of current research on past


researchers so no government intervention is called for.


The main point I want to highlight is that, even though the new generation of growth


models are based on strong departures from the old pareto-optimal neoclassical world, it is not


obvious that they call for strong government intervention and, when they do, it is not obvious


that the intervention recommended coincides with the popular view that R&D needs to be


subsidized.  


(D) Markets for Vaccines


An influential idea which has come out of the economic growth literature is Michael Kremer’s


recommendation of a market for vaccines to help solve the new African pandemics of AIDS and


malaria (Kremer (2000)). Kremer emphasizes that the best way to provide incentives for R&D in


diseases that affect mainly the poor is not the financing of public research. The best solution is


the creation of a fund with public money (donated by rich governments and rich private


philanthropists -like Bill Gates).This fund would not be used to finance research directly but to


purchase vaccines from the inventor. The price paid, of course, would be above marginal cost,


which would provide incentives for pharmaceutical companies to devote resources to investigate


and develop vaccines that cure Malaria and AIDS, which is something they do not do now.
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(3) Merging Economic Literatures.


Another important contribution of the new economic growth literature is that it has exerted some


influence on other economic literatures and, in turn, it has benefitted from them. One of the most


prominent examples of this symbiosis is the interaction with the new development literature


which, traditionally, was mostly institutional and centered around economic planning. Growth


economists (who, as mentioned earlier, used to rely almost uniquely on pareto-optimal-complete-


market-perfectly-competitive neoclassical models) now systematically abandon their traditional


paradigms without being ashamed and they discuss the role of institutions without thinking they


are doing second-rate research. At the same time, development economists have learned and have


found it valuable to incorporate general equilibrium and macroeconomic features to their


traditional models.


This kind of cross-discipline interaction can also be observed in other fields such as


Economic Geography (Krugman (1995), Matsuyama (1991) and Fujita, Krugman and Venables


(1995), Macroeconomics, Trade Theory (Grossman and Helpman (1991), Industrial Organization


(Aghion and Howitt (1992, 1998), Peretto (1998), Public Finance (Barro (1990), Barro and Sala-


i-Martin (1992, 1998) , Econometrics (Quah (1993), Durlauf and Quah (1999), Sala-i-Martin,


Doppelhoffer and Miller (2000), Economic History and Demography (Kremer (1993), Hansent


Prescott (1998), Jones (1999), Lucas (1999), Galor and Weil (1998)).7


(4) Institutions


Another important lesson we have learned from the new economic growth literature is


that “institutions” are important empirically and that they can be modeled. By “institutions” I


                                                
7 Following the influential paper by Kremer (1993), a number of researchers have attempted to model the


“history of the world” over the last million years with a single model that explains the millenia-long periods of
stagnation, the industrial revolution and the subsequent increase in the rate of economic growth and the demographic
transition that led families to get smaller-sized families, which allowed them to increase income per capita. This
literature has made use of long term data (and I mean really long term data, going back 1 million b.c.). The insights
from these historical analysis are perhaps another interesting contribution of the growth literature.
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mean various aspects of law enforcement (property rights, the rule of law, legal systems, peace),


the functioning of markets (market structures, competition policy, openness to foreign markets,


capital and technology), inequality and social conflicts (the relation between inequality and


growth has been widely studied)8, political institutions (democracy, political freedom, political


disruption, political stability), the health system (life expectancy is one of the variables most


robustly correlated with growth),  as well as government institutions (the size of bureaucracy and


red tape, government corruption).


Institutions affect the “efficiency” of an economy much in the same way as technology


does: an economy with bad institutions is more inefficient in the sense that it takes more inputs to


get the same amount of output. Moreover, bad institutions lower incentives to invest (in physical


and human capital as well as technology) and to work and produce.


But, despite their similar effects on the economy, the promotion or introduction of good


institutions differs substantially from the promotion of new technologies. In fact, it is hard to


come up with new and better technologies if an economy does not have the right institutions.


Even though the new economic growth literature has quantified the importance of having


the right institutions, it is still at its early stages when it comes to understanding how to promote


them in practice. For example, the empirical “level of income” literature mentioned above has


demonstrated that the “institutions” left by in the colonies directly affect the level of income


enjoyed by the country one half century later: colonies in which the colonizers introduced


institutions that helped them live a better life in the colony, tend to have more income today than


colonies in which colonizers introduce predatory institutions. This seems to be a robust empirical


phenomenon. However, it is not clear what the lessons are for the future. In other words, can we


undo the harm done by the “colonial predators” and, if so, what can we do and how can we do it.


Although these are important questions being dealt currently in the literature, the answers are still


not clear.


                                                
8 See Aghion et al. (1999), Barro (1999), Perotti (1996),
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(5) Conclusions


Forthcoming@
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Abstract


This paper starts by describing the stylized facts of Chile’s saving, investment, and growth
performance during the last four decades. A technology that combines endogenous growth
with transitional dynamics (a la Jones and Manuelli 1990), broad reproducible capital (an
aggregate of physical and human capital), and non-reproducible natural resources is used to
account for Chile's past growth and future growth prospects under alternative investment
scenarios. Next the latter production function is embedded in a comprehensive optimal
growth model that combines the Ramsey rule with two sectors for goods and human capital
(a la Uzawa 1965 and Lucas 1988) with endogenous sovereign risk premia for an open
economy. The model is calibrated to the Chilean economy and simulated to compute future
GDP growth paths for alternative depletion rates of the country's endowment of non-
reproducible natural resources. Finally a parsimonious specification for growth that
exhibits conditional convergence to long-term trend-stationary income and permanent as
well as temporary effects of policy reforms is estimated for Chile and used to simulate the
growth response to alternative future policy reforms. Microeconomic-structural policy
reforms are shown to be at the core of any policy initiative that aims to restore high growth
in Chile.
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1.  Introduction


Major changes in policies, economic structure, and performance have taken place in
Chile during the last decades. The clearest evidence of the country’s better development
record is its attainment of higher economic growth, supported by similarly higher national
saving and investment rates and productivity growth. However achieving sustained
economic success has neither been easy nor without setbacks. Severe foreign shocks and
domestic policy mistakes have punctuated growth since the start of the reform efforts in the
mid 1970s. Neither is the country’s current growth path without risks. During the last four
years since 1998, Chile’s average annual GDP growth has been 2.4%, significantly lower
than the average 7.7% recorded during the golden dozen years from 1986 to 1997. This
downturn suggests that the country still faces formidable policy challenges to lock in high
growth for the long haul.


The recent downturn in Chile’s growth raises various relevant questions. First, how
much of the growth decline is cyclical and which part is due to declining returns to past
reforms in policies and institutions? Second, which is the contribution of factor
accumulation and technical progress to past growth and future growth prospects? Third,
how sensitive is the response to the latter question to the measurement of inputs and the
nature of the growth process - exogenous  or endogenous? Fourth, how much of current
and future growth is due to depletion of non-renewable natural resources? Fifth, what has
been the contribution of past reforms in major policy areas and what could be their
contribution to future growth? Finally, which specific microeconomic and institutional
reforms should be adopted to enhance the country’s future growth prospects?


This paper has little to say on the first question; decompositions of high-frequency
growth rates in Chile according to cyclical and trend components can be found in Gallego
and Johnson (2001) and Contreras and García (2001). This paper does also not contribute
anything on the last issue; specific proposals on microeconomic, sectoral, and institutional
reforms have been put forward by academics and think tanks. Moreover, definition of the
specific contents of a Pro Growth Agenda (“Agenda por el Crecimiento”) appears currently
to be very high on the list priorities of the government and the private sector.


This paper focuses largely on questions two to five, addressed in the following way.
A narrative of Chile’s saving, investment, and growth performance during the last four
decades identifies the broad stylized facts in Section 2. Section 3 introduces a production
function that combines endogenous growth with transitional dynamics (a la Jones and
Manuelli 1990), broad reproducible capital (an aggregate of physical and human capital),
and non-reproducible natural resources. This technology is used to account for Chile's past
growth and future growth prospects under alternative investment scenarios. In section 4 the
latter production function is embedded in a comprehensive optimal growth model that
combines the Ramsey rule with two sectors for goods and human capital (a la Uzawa 1965
and Lucas 1988), and imperfect asset substitution and endogenous sovereign risk premia
for an open economy. The model is calibrated to the Chilean economy and simulated to
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compute future GDP growth paths for alternative depletion rates of the country's
endowment of non-reproducible natural resources. Shifting gears from natural resources to
policy reforms, the following section focuses on the relations between policy reforms and
growth in Chile. A parsimonious specification for growth that exhibits conditional
convergence to long-term trend-stationary income and permanent as well as temporary
effects of policy reforms is estimated for Chile and used to simulate the growth response to
alternative future policy reforms. Section 6 concludes briefly.


2.  Saving-investment-growth facts, 1961-2001


Chile’s saving, investment, and growth performance reflects high annual volatility
and major structural breaks during the last four decades.1 These salient features are
reflected in Figures 1 and 2 and summarized by relevant sub-periods in Table 1.


Table 1
Saving, Investment, and Growth in Chile, 1961-2001 (percentage)


GNS/GDP FS/GDP GDI/GDP GDI/GDP GFKF/GDP
at curr.
prices


at curr. prices at curr.
prices


at const.
prices


at const. prices


1961-74 12.5 2.3 14.8 20.9 20.8
1975-85 9.4 6.8 16.2 18.3 17.1
1986-97 20.8 3.4 24.1 28.4 25.1
1998-01 21.6 2.4 24.0 30.8 28.2
1961-01 14.7 3.9 18.6 23.1 21.7


IA/GDP
 at const. prices


TFP growth GDP growth Per capita GDP
growth


1961-74 0.1 0.9 3.3 1.1
1975-85 1.2 0.4 2.0 0.2
1986-97 3.3 2.6 7.7 5.7
1998-01 2.6 0.0 2.4 1.1
1961-01 1.4 1.1 4.1 2.2


Note:  GNS is gross national saving, FS is foreign saving, GDI is Gross Domestic Investment,
GFKF is Gross Fixed Capital Formation, IA is Inventory Accumulation, and TFP is Total Factor
Productivity.
Source:  Central Bank of Chile and author’s calculations.


                                                          
1 Recent cross-country studies on the correlation and causality of saving, investment, and growth include
Carroll and Weil (1994) and Attanasio, Picci, and Scorcu (1997).  Reviews of causality issues and the relation
between saving-investment-growth performance and policies can be found in Schmidt-Hebbel, Servén, and
Solimano (1996a, b), Schmidt-Hebbel and Servén (1997, 1998) and Loayza, Schmidt-Hebbel, and Servén
(2000).
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The selected sub-periods reflect distinct regimes of policies and performance. The
pre-reform era is characterized by increasing macroeconomic instability and worsening
economic performance (1961-74). Serious stabilization efforts and deep structural reforms
were started in 1974-75 and have continued to date at varying speeds and intensities as
measured in section 5 below. Growth attained a low during the 1975-85 period of reforms
and intense foreign shocks, followed by the golden dozen years of very high growth in
1986-97. More recently growth has declined substantially in the wake of adverse foreign
shocks (1998-2001).


Chile’s saving-investment-growth performance suggests six stylized facts:


1. Shocks, policy mistakes, and slow response to reforms.  The response of the economy
to the deep stabilization and structural reform efforts started in the mid 1970s was
delayed by the severe consequences of both adverse foreign shocks (in 1973-75 and
1980-82) and serious domestic policy mistakes (in 1979-82) during the first reform
period. Recessions of depression-like intensity hit Chile in 1975 and 1982-83, reflected
in double-digit GDP losses and very high unemployment rates during the 1980s. After
almost a decade of high employment, adverse foreign shocks hit again in 1998-2001,
contributing to a cyclical downturn, reflected by higher unemployment, that extends
through 2001.


 
2. Pro-cyclical productivity, saving, and investment.  Total factor productivity growth


(gTFP), the gross national saving (GNS) rate, and the gross domestic investment (GDI)
rate have displayed highly pro-cyclical behavior as suggested in figures 1-2. This is
confirmed by the following partial correlation coefficients between the latter variables
and GDP growth (g) for 1961-2001:


 
 corr (gTFP, g )  corr (GNS/GDP, g)  corr (GDI/GDP, g)


0.846 0.516 0.529
 
3. The takeoff.  Chile’s takeoff is reflected by significant trend breaks with past behavior


observed since the late 1980s. The GNS ratio attained 20.8% of GDP during 1986-
1997, more than twice the average level observed during the preceding three decades,
and has remained in the last period. The current-price (constant-price) GDI ratio also
jumped substantially after the mid 1980s, reaching 24.1% (28.4%) of GDP during
1990-97 and remaining at 24% (28.8%) in the last four years. The gross fixed-capital
investment (GFKI) ratio rose by less, to 25.1% of GDP during 1986-97 and 28.2% for
1998-2001. Inventory accumulation jumped to 3.3% in 1986-97 and, despite its
decrease to 2.6% in 1988-2001, remains well above the previous decades. TFP growth
had an important role in explaining the growth upsurge of 1986-97, attaining 2.6%,
more than doubling the historical (1961-74) level of 1.1%. The combination of higher
investment and TFP growth explains attainment of 7.7% GDP growth in this period, a
figure that almost doubles the country's historical record performance. In the 1998-2001







4


period, the economy has experienced a signficant decrease in TFP growth (which has
become insignificant), largely explaining the decline in aggregate growth.


 
4. Large foreign saving inflows.  Foreign saving (FS) played a crucial role during 1978-


87, a decade when it exceeded 5% of GDP in each and every year. Voluntary private
foreign resource inflows financed an exploding private investment-saving gap from the
mid-1970s through early 1982. The LDC debt crisis triggered by the Mexican default in
August 1982 dried up further private voluntary lending. Although the debt crisis
implied a drastic regime change, Chile was able to secure substantial involuntary
private capital inflows (as a result of debt rescheduling agreements) and loans from
multinational financial institutions during 1983-87. But since 1988 foreign saving has
fallen to less than 5% of GDP, declining to an average 3.4% between 1986 -97 and to
2.4% in 1998-2001.


 
5. Significant foreign - national saving substitution.  The relations between GDI, GNS,


and FS are distinctly different in 1961-77 (low FS, GNS, and GDI ratios) from the
1978-87 decade (high FS, very low NS, and moderate GDI), and from the 1988-2001
period (low FS and high NS and GDI). The 1961-2001 partial correlation coefficients
for FS and NS and GDI are the following:


corr (FS/GDP, GNS/GDP) corr (FS/GDP, GDI/GDP)
-0.511 0.022


 The large negative correlation between foreign and national saving ratios reflects high
substitution between both variables. The correlation between foreign saving and gross
domestic investment ratios is low and non significant, reflecting -- again -- the high
degree of substitution between domestuc and foreign resource use to finance capital
formation.
 


 6.  High saving-investment correlation.  Low saving-investment levels in the pre-reform
period 1961-74 and high saving-investment levels in the post-reform period 1986-
2001  --  with relatively constant foreign saving  --  suggests that Chile should be no
exception to the well-known high saving-investment correlation that is observed
internationally.  This is confirmed by the following Feldstein-Horioka (1980) type of
regression (t-statistics in parenthesis):


 
 GDI/GDP    =    7.855   +    0.728  NS/GDP R2 = 0.72 1961-2001


                          (6.79)        (9.98)
 


 GDI/GDP    =    3.647    +    0.933 NS/GDP R2 = 0.88 1961-2001 (excl. 1978-87)
                          (3.43)        (15.08)
 
 
 The saving-investment correlation is much stronger when excluding the 1978-87 decade of
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high resource inflows.2


3. Accounting for the Past and Transiting to the Future


How should Chile’s recent growth experience and future growth prospects be
assessed? The common framework used in the preceding section and in many previous
growth studies for Chile is based on the simple exogenous-growth framework. Here I apply
a broader production process that combines various features that are relevant in explaining
and simulating growth in Chile.


The production technology combines endogenous growth with transitional
dynamics a la Jones and Manuelli (1990) in the form used by Barroa dn Sala-i-Martin
(1995), broad reproducible capital comprised by physical and human capital, non-
reproducible (non-renewable) natural resources, and residual exogenous TFP growth. This
specification seems appropriate for Chile because it encompasses both exogenous and
endogenous growth, a dynamic transition from current growth rates to sustainable
stationary growth levels, a distinction between physical and non-physical capital, and a role
played by natural resources. The corresponding growth model allows for a more powerful
and realistic description of growth takeoff, allowing that stationary growth is affected by
changes in policies and behavior (as opposed to the Solow growth model) and transitional
growth is different from steady-state growth (as opposed to the simple endogenous growth
model), due to transitional growth dynamics and depletion of non-renewable resources.


As developed in more detail in Annex 2, aggregate output per capita or per unit of
raw labor or per capita (Y) is obtained as an aggregate of three production processes or
components. The first process is a Rebelo (1991)-type AK endogenous-growth process
with constant returns to broad capital per worker. Broad capital is a Cobb-Douglas function
of physical capital per capita (K) and human capital per capita (H). The second sector
reflects exhibits declining returns to broad capital, implying exogenous growth a la Solow
(1956). The third process represents a Cobb-Douglas technology in physical capital per
capita and non-renewable natural resources per capita (R), with declining returns to
physical capital. Total factor productivity grows at a residual exponential trend rate. Hence
output per capita is determined by the following equation:


(1) ( ) ( )( )[ ]γγβααααϖ −−− ++= 111     RDKuHKBuHAK ZeY t


where production parameters satisfy:  0 < α , β , γ < 1; and A, B, C, Z > 0. The term e ωt


reflects the component of TFP that grows at a constant rate ω.


Next I assess Chile’s past performance and future growth prospects, according to
the exogenous and endogenous growth versions of equation (1).
                                                          
2 A number of explanations have been provided for the Feldstein-Horioka puzzle. They include national
barriers to international capital flows, binding foreign source constraints, domestic policies targeted at low
current accounts, home bias in international portfolio selection, and common factors affecting both national
saving and foreign investment in the same direction (Obstfeld and Rogoff 1996).
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Exogenous Growth


Let’s start with a conventional exogenous-growth version of equations (1) where
output is produced by the second technology. This requires setting Z = 1, A = C = 0, and  γ
= 1.  An income share of physical capital (α) equal to 0.45 is used.3 Two measures of labor
are considered: raw labor and quality-adjusted labor or human capital.4 Total factor
productivity (TFP) grows at the exogenous rate ω or gTFP. The latter rate  --  the standard
Solow growth residual  --  is obtained by subtracting the contribution of the increase in
physical capital and labor (either raw or quality-adjusted labor) from GDP growth.


Table 2
Sources of Past Growth according to the Exogenous Growth Model, 1961-2001


Capital Labor TFP GDP
Growth Growth Growth Growth


1. With Raw Labor


1961-1974 3.3% 1.7% 0.9% 3.3%
1975-1985 1.6% 1.6% 0.4% 2.0%
1986-1997 6.6% 3.8% 2.6% 7.7%
1998-2001 4.7% 0.6% 0.0% 2.4%


2. With quality-adjusted
Labor


1961-74 3.3% 1.8% 0.8% 3.3%
1975-85 1.6% 4.9% -1.4% 2.0%
1986-97 6.6% 6.4% 1.2% 7.7%
1998-01 4.7% 2.1% -0.8% 2.4%


Source: author’s calculations.


Table 2 reports standard growth accounting results for relevant sub-periods in
Chile. The first is the pre-reform period that extends from 1961 to 1974, prior to the
adoption of radical economic reforms in the second half of the 1970s. The second is the
1975-1986 transition period, which includes the structural reforms of the 1970s as well as
the severe recession of 1982-83 and its aftermath. The next period spans 1986-1997 and
comprises the recovery from the recession and the response to policy reforms. The last


                                                          
3 This figure is consistent with the share of capital in Chilean national accounts and in other studies (cf.
Corbo, Lüders, and Spiller 1997, De Gregorio 1997, Roldós 1997, Morandé and Vergara 1997).
4 The labor quality index is a weighted average of relative wages (as a proxy for productivity) of workers with
different levels of educational attainment. Capital is not adjusted for quality due to lack of convincing
methods and data. (Roldos 1997 reports quality-adjusted capital series, where the quality index in 1995
attains the level of 1960).
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period, characterized by a significant slowdown in growth, covers Chile’s experience since
the Asian crisis.


Overall results suggest that it took Chile more than a decade of post-reform
experience before investment and TFP growth (and labor factor quality growth) responded
to the policy reforms started in the mid 1970s. Capital growth attained a large rate of 6.6%
per year and TFP growth reached 2.6% per year (when labor is unadjusted for quality) or
1.2% per year (when labor is quality-adjusted) during 1986-97. Labor quality grew at 6.4%
during the same period. Total growth attained 7.7% per year, for Chile a historically
unprecedented period of growth that is also close to the high growth records in the cross-
country dimension. However since 1998 average growth has fallen to less than a third of
the former figure, a result of a significant decline in employment growth and large decline
in labor and/or overall factor productivity growth.


The Solow growth equation can be slightly restated by decomposing the growth rate
of physical capital into the rate of physical investment (inf), the average product of physical
capital (apf ≡ y/f), and the rate of capital depreciation (δ):


(2) [ ] ( ) napfinvfg   1 -      αδαϖ −++=


where g is aggregate GDP growth, and n is employment growth.


The latter equation allows to explain Chile’s growth takeoff  --  in the frame of the
simple exogenous-growth model  --  under a slightly different perspective (see Table 3).
The significant increase in the rate of growth of physical capital  --  from 3.3% in the 1960s
to 6.6% in the 1990s -- is the result of a higher gross fixed capital investment (GFKI) ratio
to GDP and a larger average productivity of capital. GFKI/GDP, which declined during the
1975-85 reform period, increased by 4.3% in the high growth 1986-97 period when
compared to 1961-74, and has marginally increased  in the 1998-01 period. However, the
average product of capital --  which was fairly stable between 1961 and 1985 and increased
significantly during the decade of explosive GDP growth- has fallen since 1998, but still
remains significantly above its average 1960s level.


Steady-state growth is determined by the sum of exogenous TFP growth ω and
employment growth in the Solow model. When using each period’s observed values for the
latter variables it is straightforward to conclude that actual GDP growth during 1961-74
(3.3%) was only slightly above the stationary growth level that could be achieved under
pre-reform conditions (2.6%). This stands in contrast to the high growth period, when
actual growth (7.7%) exceeded by more the steady-state growth level for that period


                                                          
5  Roldos (1997) constructed quality adjusted series for both capital and labor. However, their statistical
properties are somehow disturbing, particularly in the case of capital, in which the quality index suggests that
capital in 1995 had the same quality as in 1960. Therefore, and as reliable data on the determinants of capital
quality is not available, we only make a quality adjustment for labor. The quality index is a weighted average
of the relative wages (as a proxy for productivity) of workers with different levels of educational attainment
within the labor force.
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(6.4%). This is not surprising as the rate of investment rose significantly during 1986-97,
raising temporary growth rates above stationary levels.


Table 3
Past and Future Growth in the Exogenous Growth Model


GFKI/
GDP
(invf)


GDP/
capital
(apf)


Deprec.
Rate (δ)


Capital
growth


(gK)


Empl.
growth


(n)


TFP
gr.


(gTFP)


Current
GDP


growth (g)


Steady-
state GDP
gr. (g* )


1961-1974 20.8% 34.4% 3.9% 3.3% 1.7% 0.9% 3.3% 2.6%
1975-1985 17.1% 34.5% 4.3% 1.6% 1.6% 0.4% 2.0% 2.0%
1986-1997 25.1% 40.0% 3.6% 6.6% 3.8% 2.6% 7.7% 6.4%
1998-2001 28.2% 37.1% 6.0% 4.7% 0.6% 0.0% 2.4% 0.6%
1989-2001 27.5% 39.8% 4.3% 6.6% 2.1% 2.1% 6.3% 4.3%


Higher
investment.


30.0% 39.8% 4.3% 7.7% 2.1% 2.1% 6.8% 4.3%


Source: author’s calculations.


The rise in stationary growth from 2.6% in 1961-74 to 6.4% in 1986-97 is
spectacular. Even more spectacular has been the recent fall in stationary growth, attaining
only 0.6% in 1998-2001. However the latter figure is misleading because it corresponds to
a short time span dominated by a cyclical downturn. A better indication of stationary
growth is provided by the complete 1989-2001 period that comprises a full economic cycle,
including both the cyclical expansion and high growth of 1986-97 and the contraction and
low growth of 1998-2001. For the latter 13 years stationary growth stands at 4.3%, a figure
almost twice as large as the historical average stationary growth rate of 2.3% observed in
1961-1985.


How much could Chile’s growth rise if fixed-capital investment is increased by,
say, another 2.5% of GDP, from 27.5% during 1989-2001 to 30% in the near future? The
answer provided by the simple Solow growth model is straightforward: short-term GDP
growth would increase by 0.5% to attain 6.8% (Table 3). However the long-term stationary
growth level is unaffected by any change in the investment rate  --  a result of declining
returns to capital in the Solow model.
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Endogenous Growth with Transitional Dynamics


To overcome the limitations of the simple Solow model, I now make use of the full
endogenous-growth model with transitional dynamics, broad capital, and non-renewable
natural resources, embedded in the production function of equation (1) above. The
corresponding growth equation is the following:


(3) ( )[ ] ( )[ ] ng
apnr
mpnrnaphinvh


aph
mphnapfinvf


apf
mpfg nr     +               ++−++−+= δδϖ


where mpf (mph, mpnr) is the marginal product of physical capital (non-physical capital,
natural resources), apf (aph, apnr) is the average product of physical capital (non-physical
capital, natural resources) and gnr is the rate of growth of non-renewable resources per
capita.


Chile’s growth between 1989 and 2001 can be explained according to the
contribution of the growth determinants reflected by this model. This requires calibration
of production coefficients, sector shares, and factor growth rates to the data of the last 13
years. The full detail on parameter assumptions and calibration is provided in Annex 2;
let’s briefly refer here to some key parameters.


In the absence of data or strong priors on the relative size of the endogenous and
exogenous production components in aggregate output, I consider three alternative shares
of the Solow component (component 2): 5%, 25%, and 45% of aggregate GDP. The share
of component 3 (production based on non-renewable natural resources) is estimated at
13.9%, the sum of the current share of mining and fisheries in GDP (9.6% during 1989-
2001) 7 and an estimate of 4.3% for the GDP share of manufacturing sub-sectors based
directly on elaboration of non-renewable natural resources. The growth rate of the
aggregate sector of non-reproducible natural resources (gNR) is 6.7%, slightly below the
7.8% weighted average rate of growth of mining and fisheries during 1989-2001. The ratio
of investment in non-physical capital (that is human capital, R&D, ideas, etc.) to GDP is
estimated at 10% of GDP, twice the share of education and health in GDP during the
1990s.


Transitional growth in eq. (3) exceeds stationary growth for two reasons. First, the
marginal products of all factors of production are larger during the transition than at the
steady-state growth equilibrium due to declining rates of return to reproducible resources
used in components 2 and 3 of the aggregate production process. Second, by the very
definition of non-reproducible natural resources (mostly comprised by mining deposits and
non-renewable fishing stock in the case of Chile), the growth rate of the latter converges to


                                                          


7 Not all fisheries included in GDP are based on non-renewable resources. In fact, 70% of the sector’s current
production is based on sustainable sea and water farming (largely salmon). Here we consider only the fraction
of fisheries based on non-renewable resource extraction.
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zero in steady state. Hence stationary GDP growth is characterized by the following
equation:


(4) ( )[ ] ( )[ ] nnaphinvh
aph
mphnapfinvf


apf
mpfg                ++−++−+= ∗


∗


∗
∗


∗


∗
∗ δδϖ


where asterisks denote steady-state values of the corresponding variables defined above.


Table 4 reports the main variables governing GDP growth since 1989 and its long-
run convergence toward the steady-state level consistent with this model’s structure and
parameter values. The relative size of growth component 2 (decreasing returns to broad
capital) represents the distance of the economy from its steady state. If the latter share (s2)
is small (5% in the simulation) the economy is close to its steady state and hence the
decrease in growth in transition to the steady state is mainly due to convergence of the
stock of non-renewable natural resources to zero. When s2 increases, the fraction of the
economy’s current growth that comes from exogenous growth rises and hence the wedge
between the economy’s current and stationary growth rates is larger. When the model is
simulated with exogenous-growth shares of 5%, 25%, and 45% of GDP, steady-state
growth (g*) goes from 4.9% to 3.1% and finally to a low 1.3% (almost zero growth in per
capita terms).


Table 4
Past and Future Growth under Endogenous Growth


 with Transitional Dynamics, Broad Capital, and Non-Renewable  Resources (percentage)


Initial GDP
share of


component
2 (s2)


Physical
investment
rate  (invf)


Non-
physical


investment
rate (invh)


Non-
renewable


nat. resource
growth (gNR)


TFP
Growth


(ω)


Factor
accum.
growth


Steady-
state GDP


growth
(g* )


1989- 5% 27.5% 10% 6.7% -0.6% 6.8% 4.8%
 -2001 25% 27.5% 10% 6.7% -0.2% 6.4% 3.1%


45% 27.5% 10% 6.7% 0.3% 5.9% 1.3%


Higher 5% 30.0% 12.5% 6.7% -0.6% 7.3% 5.2%
Invest. 25% 30.0% 12.5% 6.7% -0.2% 6.8% 3.4%


45% 30.0% 12.5% 6.7% 0.3% 6.2% 1.5%


Figure 3 depicts the corresponding interpretation of Chile’s growth increase from
the 1960s (i.e., 1961-74) to the 1990s (i.e., 1989-2001) and the subsequent transitional
convergence to a stationary growth equilibrium consistent with a 25% share of the
                                                          
8 This figure is consistent with the share of capital in Chilean national accounts and is widely used by other
studies (cf. Corbo. Lüders, and Spiller 1997, De Gregorio 1997, Roldós 1997, Morandé and Vergara 1997).
9  The quality adjustment follows the methods and series reported in Roldós (1997).
10 One should note that these results are short-term potential growth rates, not steady-state growth rates.
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exogenous-growth component. Assuming the latter share and considering Chile’s structural
conditions reflected in the calibration of equation (3), aggregate GDP growth would
gradually converge gradually from 6.3% during the last 13 years to 3.1% in the distant
future.


Which effect does higher investment in both physical and human capital have on
current and steady-state GDP growth? If the GFKI ratio is raised by 2.5% (from 27.5% to
30.0% of GDP) and spending on human capital, technology, and ideas is also expanded by
2.5% (from 10% to 12.5% of GDP), short-term and steady-state growth would increase
(Table 4). In the intermediate case of a s2 share of 25%, current GDP growth would be
raised from 6.3% to 6.8% and stationary growth would rise by a similar amount, from 3.1%
to 3.4%. Under a lower (higher) s2 share, the growth impact effect is the same but
stationary growth is higher (lower).


Non-renewable resource-based growth -- which contributed by 0.9% to Chile’s
growth in 1989-2001 -- will gradually vanish as a long-term source of growth. How fast
this will occur depends on the rate of depletion of the underlying resource stock. To this
issue we turn next.


4. Non-Renewable Resource Depletion and Optimal Future Growth Paths


In this section I derive an optimal growth model that builds on the production
function introduced above and apply the model to simulate future growth or different paths
of depletion of Chile's stock of non-renewable natural resources.


The Model


The model combines the following features. Intertemporal consumption follows the
Ramsey (1928) rule, based on CRRA preferences. There are two sectors of production in
the Uzawa (1965) - Lucas (1988) mode: for goods and for human capital. Production of
goods follows the specification introduced in section 2: Jones-Manuelli transitional
endogenous growth, broad capital defined by reproducible physical and human capital, and
non-renewable natural resources. Non-renewable resources follow an exogenous rate of
depletion, i.e., there is no optimal Hotelling rule of resource extraction in this model.
Physical and human capital are allowed to jump due to the absence of convex adjustment
costs.


The government raises distortionary taxes rebated by lump-sum transfers. The
economy is financially semi-open in the sense that domestic and foreign assets are
imperfect substitutes, with an endogenous sovereign risk premium determined by the
country's net foreign asset position relative to its domestic wealth. The latter feature allows
for a permanent endogenous spread between the international interest rate and the domestic
subjective rate of discount (given by the risk spread) and avoidance of hysteresis effects.
Population grows exogenously.
                                                          
11  Among the tax reform proposals are Serra (1997) and Vergara and Larraín (1997).
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Variables are defined as follows:
C Consumption
Y Output
I Physical capital investment
K Physical capital stock
H Human capital stock
F Stock of foreign assets
R Stock of non-renewable natural resources
u Fraction of human capital used for production of goods
r Domestic interest rate
r* Foreign interest rate
ty, tc, ti, th,     tax rates (ad valorem) on production, consumption, physical investment


human investment.
TR* Foreign transfers
TR Domestic transfers
n Population growth
s,τ Time indexes


Coefficients are defined as follows:
Z, A, B, D goods production efficiency coefficients
E Human capital investment coefficient of efficiency
α Share of fixed capital in production with human capital
β Coefficient of decreasing returns to human and physical capital in production (β<1)
δ Share of fixed capital in production with resources
ψ Country risk premium coefficient
ρ Subjective rate of discount
θ Consumption risk aversion coefficient
δ Physical capital rate of depreciation
ε Human capital rate of depreciation
φ Non-renewable natural resource depletion
p Shadow price of  human capital
q Shadow price of physical capital.


All stock and flow variables (other than rates) are in per-capita terms.


The representative consumer chooses optimal paths for his three control variables
(consumption, the share of human capital devoted to goods production, and physical capital
investment) by maximizing:


(5)
{ }
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subject to the following equations (6) to (13).
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Technology for goods production:


(6) ( ) ( )( )[ ]γγβααα −−− ++= 111    RDKuHKBuHAKZY α


Government budget constraint:


(7) th Hti Itc Cty  YTR +++=   


Consumer (or private-sector) budget constraint:


(8)    ( ) ( ) ( ) Fnr TR*TRp Hthti)I (tcC tyY F −+++−+−+−−=
•


111


Physical capital investment:


(9) ( )KnIK +−=
•


δ  


Human capital investment:


(10) ( ) ( )HnHuEH +−−=
•


ε1   


Exogenous depletion of resources:


(11) RnR )( +−=
•


φ


Imperfect international asset substitution with endogenous risk premium:


(12)
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No-Ponzi Game condition:
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The steady-state solution of the dynamic optimization problem for this model is
presented in Annex 3. Stationary growth is largely determined by the exogenous rate of
human capital growth (E). The model does not have an analytical solution. A numerical
model solution is obtained for the steady-state growth equilibrium and transition, after
calibrating the model to fit average 1989-2001 data for Chile.
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Growth Simulations of Resource Depletion Paths


The model is used to derive transitional growth trajectories under alternative
resource depletion paths. Non-renewable natural resources are completely depleted in the
steady state. Hence stationary growth is only determined by reproducible capital
accumulation. Transitional growth depends, among other things, on the rate of resource
depletion.


The rate of natural depletion is 1% in the base case, consistent with a half-life of 50
years of the current stock of non-renewable natural resources in Chile. Next I consider
three alternative paths of natural resources that deviate quite extremely from the base-case
rate of natural resource depletion.


Path 1:  Unanticipated Discovery of Resources at Year 15. The initial steady-state stock of
resources is doubled but the base-case rate of depletion is maintained.


Path 2:  Faster Rate of Resource Depletion. The base-case rate of resource depletion is
increased so that the half-life of resources is shortened from 50 to 20 years.


Path 3: Very fast Rate of Resource Depletion. The initial rate is increased so that the half-
life of resources is shortened from 50 to 5 years.


Growth dynamics, relative to base-case growth, are depicted in Figure 4 for each
resource trajectory. Under path 1, relative growth is increased on impact by 0.6%, slightly
above the latter figure in subsequent years, and then starting gradual convergence to zero.
At year 50 growth is still 0.45% higher than in the base case.


Under paths 2 and 3, growth falls relative to the base case by similar amounts, close
to 0.6% at the beginning, to gradually converge toward base-case growth over time. At year
50, aggregate growth is still 0.4% lower than in the base case.


The assumption of high persistence in the stock of natural resources - a reflection of
the relatively low rate of resource exploitation net of discovery of new resources in Chile -
is reflected in high growth persistence of any deviation from a reasonable base scenario.
However, the results reported here show that under quite radical departures from base-case
resource depletion, the impact on future growth is only small to moderate. This suggests
that Chile’s growth potential lies elsewhere: in accumulating broad capital and raising
technical progress. The latter sources of growth depend on policies - a relation to which we
turn next.
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5. Policy Reforms and Growth Transition


Both mainstream economic theory and the empirical evidence seem to suggest that
factor accumulation and technical progress are largely determined by policies and
institutions and only marginally by good or bad luck stemming from foreign shocks (such
as terms-of-trade or capital flow shocks), natural resource endowments (such as oil or nice
beaches), geography (such as latitude or the distance from industrial countries), and culture
(such as Confucianism or protestant ethics). This section takes the latter assertion as
granted and hence narrows its focus on the relation between policies (and institutions) and
economic growth in Chile.


There are two main approaches to analyze the relation between policies and growth.


(i)  Linking specific policies, regulations and institutions to specific markets, factors of
production, and their accumulation. This approach ranges from microeconomic and sector
studies (that relate regulatory and policy features to the incentive structure in a specific
market) to macroeconomic studies on the influence of specific policy variables on
accumulation of physical capital, human capital, and technology.


(ii) Linking specific policies and institutions to aggregate growth. This widely popular
approach pre-defines a narrow set of specific policy variables or institutions and relates
them to aggregate economic growth. This reduced-form approach has spanned an industry
of empirical cross-country and country growth studies, with every additional study
identifying new potential growth variables. Its main drawbacks – omission bias and lack of
robustness – has been recognized early on, since Levine and Renelt (1992) to Sala-i-Martin
(2000). Due to high correlation of potential growth determinants – in both the cross-
country and country time-series dimensions – many studies based on this approach
overestimate the contribution of the researcher’s pet variable included in her growth study.   


A case in point are the studies that identify key determinants of Chile’s high growth
in the golden period of 1986-1997, in comparison to Chile's performance recorded from the
1960s through the mid-1980s (or to the relevant cross-country experience). Many of the 17
studies on growth in Chile summarized in Annex 4 identify only a limited number of
potential growth determinants and estimate their contribution to factor accumulation, TFP
growth, or aggregate growth. A random partial selection of the empirical results reported
there allows to identify a small number of factors that could fully explain the 5% rise in
GDP growth, from 2.7% in 1961-1985 to 7.7% in 1986-1997. For instance, combining the
growth contributions of trade reform (plus 1.1% from Rojas et al. 1997), smaller
government (plus 0.8% from Barro 1999), larger political rights (plus 1.6% from Jadresic
and Zahler 2000), and the mid-1980s tax reform (plus 1.4% from Bergoeing et al. 2001)
roughly add up to the aforementioned 5% growth gain. But hardly anyone would seriously
argue that growth is due only to the latter set of four randomly selected growth factors.
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As an alternative to the two latter approaches, I propose here to focus on a sparse
number of broad policy variables that represent the combined effect of many different
policy, regulatory, and institutional factors that determine growth. This approach is close to
the framework of Gallego and Loazya (2001) that identifies the role of policy
complementarities in explaining Chile’s growth performance in a cross-country sample.


The model presented next is a parsimonious reduced-form equation that relates
growth to broad policy variables and structural variables, allowing for conditional income
convergence to a trend-stationary income level. The equation nests three potential roles of
policy variables in explaining growth: permanent income effects, temporary income
effects, and effects on the speed of convergence to stationary income trend levels.


Define:


y log of per capita GDP
X vector of domestic state policy variables
Z vector of exogenous variables
t time index


The following equation for per capita growth under conditional convergence nests
the different effects of policy and structural variables:


(14) tttttttott tcZbyXbXbXyaayy µϖ +++∆+∆++−+=− −−−−−−              )1(      '
131


'
12
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111


where 21 ,, aaao , and ϖ are coefficients; 321   and,, bbb  are vectors of coefficients; and µ is
a zero-mean constant-variance i.i.d. error term.


Equation (14) embeds various hypotheses about short and long-term income level
and growth determinants. Policy variables (X) have three potential effects: a permanent
effect on income (if b1 is positive and significantly different from zero), a temporary effect
on income (if b2 is positive and significantly different from zero), and a positive temporary
effect on the speed of conditional convergence to the stationary income level (if b3 is
positive and significantly different from zero). In addition, exogenous variables could have
positive effects on permanent income levels (if c is positive and significantly different from
zero). Finally, as long as both domestic policy and exogenous variables do not exhibit
long-term trends and/or their trends are not sufficient to account for explaining trend GDP
stemming from omitted growth determinants, a separate trend variable is included.   


Equation (14) exhibits trend stationarity in income levels, represented by the
following equation (stars denote stationary or trend-stationary variables):


(15) [ ] t    *)(  *)(  
1


1    * '
1


'


1
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The long-term income level is trend stationary as long as a1 is strictly smaller than
1. Stationary income converges to a level determined by a constant, (trend) stationary
levels of policy and exogenous variables, and a residual time trend.


Equation (14) is estimated for Chile’s per-capita income growth during the last four
decades. As discussed above, this sample period features major policy changes, structural
shifts, and external shocks that make it both a fascinating and a difficult period to test for
conditional convergence. In defining a testable version of equation (14), it is key to identify
the relevant components of the X and Z vectors. The approach followed here is
parsimonious in the sense of choosing short vectors including very broad, representative
variables for policy and structure. This is opposite to most of the previous empirical growth
literature for Chile, as discussed above.


For the policy variable vector I select only two broad macro and micro-structural
policy variables that are supposed to represent the combined influence of macroeconomic
stabilization policies, on one hand, and structural, sector, microeconomic, and regulatory
policies and institutions, on the other hand.12 For the former I choose an index (MAC)
defined by an inverse function of the rate of inflation (1/(1+inflation), bounded between 0
and 1)) which appears to be the most general proxy available for macroeconomic policy
progress. For the microeconomic-structural policy index (MIC), I choose the most
comprehensive structural reform index that is available, initially built by Lora (1997) and
subsequently extended by Morley et al. (1999)13, and extended further for this study
(following Morley et al.) for the 1960s and the most recent years up to 2001. The
corresponding time series for MIC and MAC are depicted in Figure 5, reflecting the
massive improvement recorded by both indexes since the early 1970s to date.


For the vector of structural variables (Z), I pre-identify two variables (terms-of-
trade shocks and population growth) that are popular and relatively robust growth
determinants found in the empirical growth literature. However due to systematic lack of
significance of population growth, this variable was dropped early on from the estimations.


The OLS results for per-capita GDP growth (1961-2001 sample of annual data) are
reported in Table 5. Six alternative specifications are reported there.


Model (1) includes, in addition to the permanent effects of MAC and MIC and the
temporary role of MAC, the terms-of-trade shocks and the temporary effect (i.e. the
change) of MIC. The two latter variables are not significant; hence they are dropped from


                                                          
12 Among studies of Chile’s policy reforms are Edwards and Edwards (1987), Bosworth, Dornbusch and
Labán (1994), Larraín (1994), Corbo, Lueders, and Spiller (1997), and Cortázar and Vial (1998).  Among
studies that focus more specifically on the relation between Chile’s policies and SIG performance are Marfán
and Bosworth (1994), Larraín and Rosende (1994), Morandé and Vergara (1997) and the papers therein, and
Marshall and Velasco (1998).
13 Among the studies that report and/or apply the structural reform indexes developed at the World Bank and
the IDB are Burki and Perry (1997), Loayza and Palacios (1997), Lora (1997), and Inter American
Development Bank (1996).
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subsequent models. The temporary effect (i.e. the change) of MAC on growth is positive
but does not attain conventional significance levels. Yet it is included in all regressions.


Interaction terms of lagged income and MAC and MIC were included to test for the
effects of policies on the speed of convergence. They were systematically found to be non-
significant (due to high collinearity with MAC and MIC, respectively) and therefore
dropped from the reported results.


A major problem - common to all empirical growth studies for Chile that include
the 1970s and early 1980s - are the very deep 1975 and 1982-83 recessions in Chile. This
leads to (unpleasant) inclusion of two or three annual dummy variables for the latter years.
If they are not included (as in model (3)), not only the MIC variable drops in significance
but also the lagged income level, implying a (much more unpleasant) unit root for income.
Hence I opt for the lesser evil by including dummies in all other models. The overall fit is
good and residuals do not exhibit first-order correlation.


There is very large collinearity between the time trend and MIC. This is serious
because it makes separate identification of the two latter variables very hard. Hence I
attempt three specifications: with MIC and no trend (model 2), without MIC and with trend
(model 4), and with a pre-determined trend coefficient (equal to 0.0007) to estimate freely
MIC’s coefficient, estimated at an almost standard significance level (model 5).


Further to the statistical problem of high collinearity between MIC and the time
trend, their respective exclusion has implications for inference. If MIC is included but not
the time trend (model 2), stationary income does not exhibit a time trend. If the time trend
is included but not MIC (model 4), policy reforms have temporary but no permanent
effects on income levels – a very unlikely case. Hence I choose a model that predetermines
a partial contribution of the time trend and estimates freely the residual contribution of
MIC (model 5).


As a final alternative, model (6) includes the first two income lags and a combined
role of contemporaneous MAC and the third lag of MIC, in addition to a common dummy
for the 1975 and 1982 recessions. While this result dominates statistically all previous
models, its drawback lies in the fact that policy variables have only temporary effects on
income levels.


In sum, the preferred result is model 5, with statistically strong effects of lagged
income (implying conditional convergence) and the MAC policy variable. Positive but
statistically weaker effects on growth are obtained from the MIC policy variable and the
change in MAC. All these results are conditional to pre-determining the influence of a
trend variable that, given the coefficient of the lagged dependent variable, implies (low)
stationary per capita growth of 1%.


Figure 4 depicts actual and fitted growth values based on model 5. The results
reflect that predicted growth is much smoother in the 1990s than actual growth and,
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moreover, that predicted growth rates decline significantly during the last decade, from 5-
6% in the late 1980s to approximately 4% around 2000.


A simple out-of-sample simulation for aggregate GDP growth illustrates the
potential contribution of future reforms. They will certainly not lie in the macro policy
area, where an independent central bank (supported by a conservative fiscal policy
reflected in pursuing a structural budget surplus) has attained a stable level of 2-4% annual
inflation (implying a MAC index close to its maximum level of 1.0). Policy reforms have
to lie in the structural-microeconomic area, where major weaknesses have recently
prompted the government and the private sector to develop a “Pro Reform Agenda” with
specific reform proposals.


The simulation results are based on the regression results for model 5 (in Table 5)
and are depicted in Figure 7 for three MIC reform scenarios:


(i) No further reforms (MIC is held constant),
(ii) Further reforms at a pace that raises MIC at the average 1991-2001 rate of MIC


improvement, and
(iii) Further reforms at a quicker pace that raises MIC at the average 1974-2001 rate of


MIC improvement.


 If no further microeconomic reforms were adopted, Chile’s aggregate GDP growth
would decline quickly to rates below 3% per year toward the end of the 2002-2015 period.
Note that this growth path does not entail a growth projection but is used here only to
reflect a base-case scenario of no reform, against which the following reform cases should
be assessed.


Further micro-structural reforms at the pace of the 1990s would help to slow down
the decline in growth rates. If reforms were adopted at the average pace of the last 27 years,
GDP growth would exceed no-reform growth by almost 1 percentage point toward 2015. In
concluding, microeconomic-structural policy reforms have to be at the core of any policy
initiative that aims to restore high growth in Chile.
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Table 5
Estimation Results for  Per-Capita GDP Growth, 1961-2001


(1) (2) (3) (4) (5) (6)
Constant 0.30 0.28 0.13 0.50 0.36 0.31


(2.2) (2.2) (0.6) (2.8) (2.2) (2.3)


Lagged GDP per
Capita (Y(-1))


-0.06
(-2.4)


-0.06
(-2.4)


-0.03
(-0.8)


-0.10
(-2.9)


-0.07
(-2.5)


1.24
(17.8)


Twice-lagged GDP per
capita (Y(-2))


-0.29
(-4.2)


Macroeconomic Stability
(MAC)


0.07
(1.6)


0.07
(2.5)


0.11
(2.4)


0.09
(3.4)


0.08
(3.6)


Structural Reform Index
(MIC)


0.07
(2.1)


0.07
(2.4)


0.03
(0.5)


0.04
(1.5)


MAC-MAC(-1) 0.06
(1.1)


0.06
(1.3)


0.10
(1.3)


0.05
(1.2)


0.06
(1.5)


MIC-MIC(-1) -0.05
(-0.3)


(MAC(-1)-MAC(-2))
*(MIC(-3)-MIC(-4))


0.13
(5.2)


Lagged Terms of Trade
Change


0.01
(0.4)


Trend 0.0020
(2.7)


0.0007


Dummy 1975 -0.14
(-4.4)


-0.15
(-4.8)


-0.14
(-4.7)


-0.15
(-13.5)


Dummy 1982 -0.20
(-6.2)


-0.20
(-6.9)


-0.19
(-7.0)


-0.20
(-28.0)


Dummy 1983 -0.10
(-3.4)


-0.10
(-3.5)


-0.11
(-3.7)


-0.10
(-11.7)


Dummy 1975 + Dummy
1982


-0.19
(-17.2)


R2 0.79 0.79 0.28 0.80 0.80 0.99
R2 A 0.75 0.75 0.20 0.76 0.75 0.99
DW 1.91 1.91 1.59 1.88 1.91 2.36
Sample 1962-2001 1961-2001 1961-2001 1961-2001 1961-2001 1964-2001


Note: OLS estimates with Newey-West t-statistics in parenthesis.
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6.  Conclusions


This paper has analized Chile's past growth performance and future growth
prospects. It started by identifying stylized of the behavior of saving, investment, and
growth during the last four decades. A broad production function that combines
endogenous growth with transitional dynamics (a la Jones and Manuelli 1990) with broad
reproducible capital (an aggregate of physical and human capital), and non-reproducible
natural resources was applied to account for Chile's past growth and future growth
prospects under alternative investment scenarios. Raising physical and human capital
investment can boost short-term growth substantially but will have smaller long-term
effects  - the smaller the larger is the exogenous-growth component of aggregate growth.
Moreover, long-term growth will not rely anymore on non-renewable natural resource
exploitation which currently contributes 0.9% to Chile's growth rate.


In section 4 the latter production function was embedded in a comprehensive
optimal growth model that combines the Ramsey rule with two sectors for goods and
human capital (a la Uzawa 1965 and Lucas 1988), and imperfect asset substitution and
endogenous sovereign risk premia for an open economy. The model was calibrated to the
Chilean economy and simulated to compute future GDP growth paths for alternative
depletion rates of the country's endowment of non-reproducible natural resources. The
results show that even quite radical departures from base-case resource depletion have only
small to moderate effects on aggregate growth in Chile. This suggests that Chile's growth
potential lies elsewhere: in accumulating broad capital and raising technical progress.


The latter sources of growth depend on policies - the focus of the paper's last
section. There a parsimonious specification for growth that exhibits conditional
convergence to long-term trend-stationary income and permanent as well as temporary
effects of policy reforms was estimated for Chile and used to simulate the growth response
to alternative future policy reforms. The results show that if further micro-structural
reforms were adopted at the average reform pace of the last 27 years, GDP growth would
exceed no-reform growth by almost 1 percentage point toward 2015. Hence
microeconomic-structural policy reforms have to be at the core of any policy initiative that
aims to restore high growth in Chile.







22


References


Attanasio, O., L. Picci, and A. Scorcu (1997), “Saving, Growth, and Investment: A Macroeconomic Analysis
using a Panel of Countries”, manuscript.  The World Bank, Washington, DC, December.


Inter-American Development Bank (1996), “Economic and Social Progress in Latin America”. Washington,
D.C.


Barro, R. and X. Sala-i-Martin (1995), Economic Growth.  McGraw-Hill.


Bergoeing R., P. Kehoe, T. Kehoe and R. Soto (2001), “A Decade Lost and Found: Mexico an Chile in the
1980s”, NBER Working Paper Series 8520, Cambridge, MA, October.


Bosworth, B., R. Dornbusch and R. Labán (1994), “The Chilean Economy: Policy Lessons and Challenges”.
The Brookings Institution, Washington D.C.


Braun, J. M. Braun  (1999), “Crecimiento Potencial: El Caso de Chile”. Cuadernos de Economía 36 (107)
479-517.


Burki, S.J. and G.E. Perry (1997), The Long  March: A Reform Agenda for Latin America and the Caribbean
in the Next Decade.  The World Bank , Washington,  D.C.


Carroll, C.D. and D.N. Weil (1994), “Saving and Growth: A Reinterpretation”, Carnegie-Rochester
Conference Series in Public Policy 40: 133-92.


Coeymans, J.E. (1999) “Ciclos y Crecimiento Sostenible a Mediano Plazo en la Economía Chilena”,
Cuadernos de Economía 36 (107).


Chumacero, R. and R. Fuentes (2001), “On the Determinants of the Chilean Economic Gowth”, manuscript,
Santiago.


Contreras G., and P. García (2001), “Data-based vs. Model-consistent Estimates of Gaps and Trends in the
Chilean Economy”, manuscript. Santiago.


Corbo,V., R. Lüders, and P. Spiller (1997), “The Foundation of  Successful Economic Reforms: The Case of
Chile”, manuscript, Santiago.


Corbo, V. and J. A. Tessada (2001), “Growth and Adjustment in Chile: A Look at the 90s.” Manuscripot,
Santiago.


Cortázar, R. and J. Vial (1998), Construyendo Opciones: Propuestas Económicas y Sociales para el Cambio
de Siglo.  CIEPLAN - Dolmen, Santiago.


De Gregorio, J. and J.W. Lee (1999). “Economic Growth in Latin America: Sources and Prospects.” Working
Paper No. 66, Centro de Economía Aplicada, University of Chile.


De Gregorio, J. (1997), “Crecimiento Potencial en Chile: Una Síntesis”, in F. Morandé and R. Vergara (eds.):
op.cit.


Edwards, S. and  A. Cox Edwards (1987), Monetary and Liberalization: The Chilean Experiment.  The
University of Chicago Press, Chicago and London.


Feldstein, M. and C. Horioka (1980), “Domestic Savings and International Capital Flows”, Economic Journal
90 (June): 314-29.







23


Harrison, G., T. Rutherford and D. Tarr (1996), “Opciones de Política Comercial para Chile: Una Evaluación
Cuantitativa”, Cuadernos de Economia 102: 101-37.


Hofman A. (2001), “Long run economic development in Latin America in a comparative perspective:
Proximate and ultimate causes”. Manuscript.


Hsieh C. and J. Parker (2001), “Taxes and Growth in a Financially Underdeveloped Country: Explaining the
Chilean Investment Boom”. Manuscript, June.


Gallego, F. and C. Johnson (2001), “Teoría y Métodos de Medición del Producto de Tendencia: Una
Aplicación al Caso de Chile.” Revista Economía Chilena, Vol. 4 Nº 2, Agosto.


Gallego F., and N. Loayza (2001), “The Golden Period for Growth in Chile Explanations and Forecasts”,
manuscript, Santiago.


Jadresic, E. and R. Zahler. (2000). “Chile's Rapid Growth in the 1990s: Good Policies, Good Luck, or
Political Change.” IMF Working Papers 153, August.


Jones, Larry E. And R. Manuelli (1990). “A Convex Model of Equilibrium Growth: Theory and Policy
Implications,” Journal of Policital Economy, 98, 5 (October), pp. 1008-1038.


Larraín, F. (ed.) (1994), Chile hacia el 2000: Ideas para el Desarrollo.  Centro de Estudios Públicos,
Santiago.


Larraín, F. and Rosende, F. (1994), “Como mantener un Crecimiento elevado”, in Larraín (ed.): op. cit.


Levine, R. and D. Renelt (1992). “A Sensivity Analysis of Cross-Country Growth Regression”, American
Economic Review, 82, 4 (September), 942-963.


Loayza, N. and L. Palacios (1997), “Economic Reform and Progress in Latin America and the Caribbean”,
manuscript, The World Bank, June.


Loayza, N., K. Schmidt-Hebbel and L. Servén (2000).“Saving in Developing Countries: An Overview”,
World Bank Economic Review, 14 (3): 393-414, September 2000.


Lora, E. (1997), “Una Década de Reformas Estructurales en América Latina: Qué se ha Reformado y Cómo
Medirlo”, manuscript, Inter American Development Bank, March.


Lucas, R.E. Jr. (1988), “On the Mechanisms of Development Planning,” Journal of Monetary Economics, 22,
1 (July), 3-42.


Marfán, M. and B. Bosworth (1994), “Saving, Investment and Economic Growth”, in B. Bosworth, R.
Dornbusch and R. Labán (eds.), The Chilean Economy: Policy Lessons and Challenges. The Brookings
Institution, Washington, D. C.


Marshall, J. and A. Velasco (1998), “Otra Década de Crecimiento: Desafío y Perspectivas”, in Cortázar and
Vial (eds.): op. cit.


Morandé, F. and R.Vergara (eds.) (1997), Análisis Empírico del Crecimiento en Chile.  CEP -
ILADES/Georgetown University, Santiago.


Obstfeld, M. and K. Rogoff (1996), Foundations of International Macroeconomics. MIT Press, Cambridge,
Mass.







24


Ramsey, F. (1928), “A Mathematical Theory of Saving,” Economic Journal, 38 (December), 543-559.


Rebelo, S. (1991), “Long-Run Policy Analysis aand Long-Run Growth”, Journal of Political Economy , 99, 3
(June), 500-521.


Rojas, P., E. López and S. Jiménez (1997), “Determinantes del Crecimiento y Estimación del Producto
Potencial en Chile: El Rol del Comercio Internacional”, in F. Morandé and R. Vergara (eds): op.cit.


Roldós, J. (1997), “El Crecimiento del Producto Potencial en Mercados Emergentes: El Caso de Chile”, in F.
Morandé and R. Vergara (eds.) op.cit.


Sala-i-Martin, X.  (2000),  “Determinants of Long-Term Growth: A Bayesian Averaging of Classical
Estimates (BACE) Approach" (with Gernot Doppelhofer and Ronald Miller), NBER Working Paper 7750
June.


Sachs and Larraín (2001). “A Structural Analysis of Chile’s Long-Term Growth: History, Prospects and
Policy Implications.” Manuscript.


Schmidt-Hebbel, K. (1999). “Chile’s Takeoff: Facts, Challenges, Lessons”, in Danny Leipziger and
Guillermo Perry (eds.): Chile: Recent Policy Lessons and Emerging Challenges, WBI Development Studies,
The World Bank, Washington, DC, 1999.


Schmidt-Hebbel, K. and L. Servén (1998), The Economics of Saving and Growth: Theory and Implications
for Policy. Cambridge University Press, forthcoming.


Schmidt-Hebbel, K. and L. Servén (1997), "Saving across the World: Puzzles and Policies", World Bank
Discussion Papers 354,  The World Bank, Washington, DC, January.


Schmidt-Hebbel, K., L. Servén, and A. Solimano (1996a), “Saving and Investment: Paradigms, Puzzles,
Policies, World Bank Research Observer, 11 (1): 87-117, February.


Schmidt-Hebbel, K., L. Servén, and A. Solimano (1996b), “Saving, Investment, and Growth in Developing
Countries: an Overview”, in A. Solimano (ed.): Road Maps to Prosperity: Essays on Growth and
Development.  The University of Michigan Press, Ann Arbor.


Solow, R. (1956). “A Contribution to the Theory of Economic Growth”, Quarterly Journal of Economics, 70,
1 (February), 65-94.


Uzawa, H. (1965). “Optimal Technical Change in an Aggregative Model of Economic Growth”,
International Economic Review, 6 (January), 18-31.







25


Appendix 1: Data


This appendix provides a description of the data used in this paper.


The capital stock is built according to the perpetual inventory method applied to a weighted average
of investment in machinery and construction investment. The rate of capital depreciation is a weighted
moving average of machinery depreciation (10%) and construction depreciation (2%). Physical capital
growth is calculated as the growth rate of the effective capital stock, defined as the capital stock adjusted by
the arte of utilization. Utilization is defined as a function of the difference between the current and the 1960-
2001 unemployment rate. The relation between effective and total capital is given by Keff =  Ktot (1-(U-U*)).


The human capital stock is based on an index that reflects the educational level and productivity of
the labor force, taken from Gallego and Loayza (2001). This index is scaled to GDP following Braun and
Braun (1999), which report the level of the human capital stock for 1995.


Labor employment growth (n) is defined as the percent change in the number of employed people.
Quality-adjusted employment growth adjusts this rate by weighting the educational level of employed people,
and the productivity level (proxied by average wages) associated to each level.


The share of natural resources in GDP is the sum of the share of mining and fisheries sectors in GDP
with an estimation of the share of the manufacting sub-sector that is based on non-renewable natural
resources. For the case of fisheries, the share is adjusted downward to account for exclude sustainable sea
farming and other farming of aquatic resouces. Non-renewable resource growth is the weighted growth rate of
the aforementioned sectors.


Appendix 2:  Endogenous Growth with Transitional Dynamics, Broad capital, and Non-Renewable
Natural Resources


The Model


Gross domestic product (Y) is obtained as an aggregate of three production processes or sectors.
The first embeds an AK-type endogenous-growth process with constant returns to broad capital (K).  The
second sector reflects a Cobb-Douglas technology in broad capital and raw labor (L) with declining returns to
broad capital.  The third represents a Cobb-Douglas technology in physical capital (F) and non-reproducible
natural resources (NR) with declining returns to physical capital as well. By contrast L is raw labor.  Hence:


(A1) [ ]ββααϖ −− ++= 11        NRCFLBKAKZeY t


K represents here a broad form of capital that encompasses physical and human capital, as well as
technology and ideas:


(A2) γγ −= 1HFK


where 0 < α , β < 1; and A, B, C, Z > 0.


The advantage of this production process is that it nests four desirable features for characterizing
Chile’s current growth process: constant returns to capital in the long run (and hence endogenous growth), a
convergence toward the steady state along which the returns to broad capital and hence growth decline until
reaching the stationary growth level, a distinction between physical and other forms of non-physical capital,
and a role for non-reproducible natural resources in transitional growth.
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Using small-case letters to denote variables per worker and after substituting equation (2) in (1),
output per capita (that is, per unit or raw labor) can be written as:


(A3) ( )[ ]ββαγγγγϖ −−− ++= 111           nrfChfBhfAZey t


The growth rate of physical capital per capita gf  (non-physical capital per capita gh )  is determined by the exogenous
physical investment ratio to output invf (non-physical investment ratio to output invh), the average product of physical capital apf
(average product of non-physical capital aph ), and the rates of raw labor or population growth (n) and capital depreciation (δ):


(A4) ( )δ+−= napfinvfg f      


(A5) ( )δ+−= naphinvhgh       


The growth rate of aggregate output is:


(A6) ng
apnr
mpnrg


aph
mphg


apf
mpfngg nrhfy                 +++=++≡ϖ


where mpf (mph, mpnr) is the marginal product of physical capital (non-physical capital, natural resources)
per capita.


After substituting equations (A4)-(A5) into (A6), obtain output growth as:


(A7) ( )[ ] ( )[ ] ng
apnr
mpnrnaphinvh


aph
mphnapfinvf


apf
mpfg nr                 +++−++−+= δδϖ


Note that average products and marginal products (as well as their ratios) of physical capital, human
capital, and natural resources can be written as functions of the shares of sector 2 (s2) and sector 3 (s3), as
follows:


(A8)
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(A12)
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(A13) ( )( ) ( ) 22   1  1 1  ss
aph
mph αγγ −+−−=


(A14) ( ) 3 1  s
apnr
mpnr β−=


Transitional growth exceeds stationary growth for two reasons.  First the marginal and average
products of all factors of production are larger during the transition than at the steady-state equilibrium.
Second, by the very definition of non-reproducible natural resources (mostly comprised by mining deposits
and fishing stock in the case of Chile), the growth rate of the latter is zero in steady state.  Hence stationary
GDP growth is characterized by the following equation:


(A15) ( )[ ] ( )[ ] nnaphinvh
aph
mphnapfinvf


apf
mpfg               ++−++−+= ∗


∗


∗
∗


∗


∗
∗ δδϖ


where starred variables denote steady-state values of the corresponding variables defined above.  Their stationary values
are the following (recall that s s2 30∗ ∗= = ):


(A16) ( ) γϖ −∗ = 1/   fhAZeapf t


(A17) γ  =∗


∗


apf
mpf


(A18) ( )γϖ hfAZeaph t /   =∗


(A19) γ−=∗


∗


1  
aph
mph


Model Parameterization


Coefficient values:  γ = 0.5,  α = 0.45,  β = 0.2,   s3=0.139,  δ = 0.05. Three different shares are
assumed for the sector with exogenous growth: s2=0.05; s2=0.25; s2=0.45.


Values of exogenous variables : n = 1.8% (1989-2001 average) , invf = 27.5% (1989-2001 average),
invh = 10%, apf = 0.453  ( consistent with gf = 6.6%, 1989-2001 average), aph = 1.07 (consistent with gh =
4.0%), gnr = 6.7% (1989-2001 average).


Hence the following values for endogenous variables are obtained:
For s2 = 0.05,  mpf/apf = 0.443,  mph/aph= 0.486, ,  apf* = 0.324, aph* = 1.024.
For s2 = 0.25, mpf/apf = 0.390,  mph/aph= 0.431, ,  apf* = 0.244, aph* = 0.808.
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For s2 = 0.45, mpf/apf = 0.333,  mph/aph= 0.376, ,  apf* = 0.164, aph* = 0.593


Note that, for all values of s2, mph*/aph* = mpf*/aph*= 0.5.


Substituting the preceding values in the current growth equation (A7) and the steady-state growth
equation (A15) allows to obtain the corresponding values for 1989-201 and the higher-investment scenario,
reported in Table 4.


Appendix 3: Steady-State Solution of Dynamic Optimization Model


Define:  x
x
xx ∀≡
•


,ˆ .  Steady-state levels of all variables x are denoted by an asterisc (x*).


At steady state:
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Steady-state equations:
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There is an additional relation between consumption and foreign assets in steady
state. Forward integration of the budget constraint, application of the NPG condition, and
of the Euler eq. (12) yields the following standard consumption function of wealth:
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Appendix 4
Accounting  for and Explaining Chile's Growth in 16 Recent Studies


Study Methodology Time
Period


Results on Sources of Growth Results on Underlying Growth determinants


Marfán and
Bosworth (1994)


Growth Accounting,
Simple Econometrics


1960-1992 However the authors do not report specific
values, they argue that there is no clear evidence
that observed recovering in the period after 1983
was due to an improvement in PTF. Authors
suggest that it was a cyclical recovery from a big
recession combined with higher capital
accumulation.  Only in the 1989-92 period it was
observed an increase in TFP.


De Gregorio (1997) Growth Accounting,
Cross-country
regressions


1975-1997
1960-1997


The GDP growth decomposition for 1990-97
reports the following values (in parenthesis the
change regarding 1975-89):
GDP growth: 6.7% (3.4%); Physical capital
contribution: 2.7% (1.7%); Labor contribution:
1.5% (-0.3%); and TFP contribution: 2.6%
(2.1%).


The exercise using the results of cross-country
regressions suggest that the increase of growth in
the 1990s regarding 1960-85 can be mainly
explained by higher human and physical capital
accumulation (the reduction of inflation has also a
positive, but secondary, impact). Physical capital
contributes with an increase of 1.1-1.5% per year,
and human capital with 1.3-1.4% per year.


Roldós (1997) Growth Accounting,
Time Series
Econometrics


1966-1995 The GDP growth decomposition adjusting for
utilization and quality of inputs for 1991-95
reports the following values (in parenthesis the
change regarding 1971-90):
GDP growth: 7.5% (4.7%); Physical capital
contribution: 4.1% (2.8%); Labor contribution:
1.9% (-0.5%); and TFP contribution: 1.4%
(2.3%).


The estimated econometric model suggests the
imported capital goods had an important impact
on growth rates. This impact works especially
trough higher TFP growth


Rojas, Jiménez, and
López (1997)


Time Series
Econometrics


1960-1996 The potential GDP growth decomposition using
regression results for 1991-96 reports the
following values (in parenthesis the change
regarding 1961-96):
GDP growth: 6.5% (2.7%); Physical capital
contribution: 2.0% (0.4%); Labor contribution:
3.1% (0.8%); and TFP contribution: 1.4%


The increase in TFP can be mainly decomposed
in the effect of trade openness (1.1%), and terms
of tarde (0.1%). Actually, an increase of 1% in
trade openness increases GDP growth by 0.62%
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(1.4%).
Lefort (1997) Cross-country


regressions
1960-1995 Cross-country regressions imply that the increase


of GDP growth rate in 1975-95 regarding 1960-
75 (2.3%) can be almost fully explained by policy
reform variables (2.0%).


Barro (1999) Cross-country
regressions


1965-1995 Regression results are used to explain why
Chilean per-capita GDP was 1.5% higher than the
world average in the 1965-95 period. This is
mainly due to the impact of two variables:
relatively small government (0.8%) and fertility
rates (0.6%).


Coeymans (1999) Growth accounting,
time series
econometrics


1960-1998 The GDP growth decomposition for 1989-97
reports the following values (in parenthesis the
change regarding 1961-98):
GDP growth: 7.8% (3.7%); Physical capital
contribution: 2.0% (0.8%); Labor contribution:
1.6% (0.1%); and TFP contribution: 4.2%
(2.9%).


Regression results imply that the most important
factors behind the increase in TFP are related
with trade openness, the terms of trade, and the
availability of external financing measured
several indicators.


Schmidt-Hebbel
(1999)


Endogenous growth
model with dynamic
transition and natural
resources


1961-1997 The increase in growth in Chile in 1990-97 with
respect to 1961-74 was a consequence of higher
investment in physical capital and higher TFP
growth.


The increase in the investment rate (13 p.p. of
GDP) was mainly a consequence of better
structural policies (6.4 p.p. of GDP) and lower
corporate rate on retained profits (3.2 p.p. of
GDP). The increase in TFP growth was (2% per
year) was driven by better structural policies
(1.6%) and macroeconomic stability (1.3%). The
transition dynamics emerges mainly from natural
resources depletion


De Gregorio and
Lee (1999)


Cross-country
regressions


1965-1995 The GDP growth decomposition for 1990-97
reports the following values (in parenthesis the
change regarding 1960-97) for the TFP
contribution: 3.6% (2.2%).


The authors explain the annual difference in per-
capita GDP growth of Chile with respect Latin
America (1.4% per year). The difference can be
explained by almost equal contributions of better
human resources (1.3%) and better institutions
(1.0%) than the average country in Latin
America.


Jadresic and Zahler
(2000)


Time series
econometrics


1961-1998 Difference in per worker GDP growth in the
1990s with respect to the 1960s (2.5%) can be
mainly explained by structural reforms (2.5%).
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Other factors that contribute to the increase are
the reduction of inflation (0.7%) that is exactly
compensated with a reduction in political rights.
While, the difference in growth in the 1990s with
respect to the 1970s (4.6%) can be explained by
lower inflation (4.5%), better structural policies
(1.7%), and higher political rights (1.6%). The
negative impact of higher foreign interest rates on
growth compensates the above-mentioned
impacts (-3.2%). In turn, higher political rights
mainly explain the differences of the 1990s with
respect to the 1980s


Bergoeing and
others (2001)


Calibrated general
equilibrium model


1981-2000 Per-worker GDP growth in the recovery period
of 1983-2000 (4.43%) is mainly explained by
TFP growth (3.57) and the reminder is explained
by employment (1%).


Results of a calibrated model suggest that the tax
reform of 1984 had an impact on per-worker
GDP growth (1.41%), which can be decomposed
affecting both capital accumulation (almost 1%)
and employment growth (the remaining 0.4%)


Chumacero and
Fuentes (2001)


Growth accounting
and time series
econometrics


1961-2000 Growth accounting exercises show that the
growth rates of the sixties are mainly due to the
accumulation of human (54%) and physical
(37%) capital, while the booms of the mid
seventies and the one from 1985 until 1998 are
mainly due to TFP growth (which increased its
contribution from almost zero to rough one third
of total growth).


The most important determinants of the evolution
of TFP are the evolution of terms of trade,
improvements on the quality of capital, and the
presence of distortions (measured as the ratio of
government expenditure to GDP.)


Corbo and Tessada
(2001)


Growth accounting 1951-1997 In the period of high growth (1986-97) rough a
half of total GDP growth can be explained by
TFP growth. While, the increase of GDP growth
(2.1% per year) in 1996-97 was explained by a
big jump of the contribution of capital
accumulation (from 1.6% to 4.8%, that
compensates a decrease of TFP of almost 1%)


Hofman (2001) Growth accounting exercises show that the
growth rates of the nineties are due to the
contribution of labor (21%), capital physical
(29%), but mainly by TFP growth (51%). The
relative contribution of TFP is quite similar to the
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1950-73 period, however the contribution of
labor increases notably (from 7%).  Of course,
the TFP growth almost doubled during the 1990s.


Hsieh and Parker
(2001)


Microeconometrics
and partial equilibrium
model


1982-92 Authors argue that the mid 1980s reduction in the
tax rate on retained profits was the main cause of
the Chile’s investment and growth boom that
began in the mid 1980s. This is interpreted in the
context of a model of investment with
underdeveloped financial markets.


Gallego and Loayza
(2001)


Growth Accounting,
VAR analysis, and
cross-country
regressions


1960-2000 The GDP growth decomposition adjusting for
utilization and quality of inputs for 1986-2000
reports the following values (in parenthesis the
change regarding 1960-85):
GDP growth: 6.6% (4.1%); Physical capital
contribution: 2.5% (1.5%); Labor contribution:
2.3% (0.8%); and TFP contribution: 1.9%
(1.8%).


VAR analyses suggest that investment, and
domestic and foreign saving do not cause, but
follow, growth.
Results from cross-country regressions re used to
decompose the increase of GDP-growth in 1986-
1998 regarding 1971-85 (4.74%). The most
important factors are the following:
- Human capital: 1.2%
- Policy complementarities: 1.1%
- Civil liberties: 0.6%
- Financial development: 0.5%
- Government distortions: 0.8%
- Infrastructure: 0.4%
It remains a 1.5% p.p.of per-capita growth
unexplained (however, it is statistically not
significant)
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Figure 1
Real GDP Growth, TFP Growth, and Unemployment Rate


(Chile, 1961-2001)
(percentage)
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Figure 2
Gross Domestic Investment,  National Saving, and


Foreign Saving Rates
(Chile, 1960-2001)


(percentage of GDP)
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 Figure 3
Past Growth and Future Growth Prospects


under Endogenous Growth with Transitional Dynamics


GDP
Level


GDP
Growth


gHI   = 6.7%
g90s = 6.3%


g*HI =3.4%
g60s = 3.3%
g90s = 3.1%


Y60s Y90s YHigh


Note: this figure corresponds to the intermediate simulations reported in
Table 4, with a 25% share of the exogenous growth component.
g60s and g90s  is average actual GDP growth in 1961-74 and 1989-2001,
respectively, while g*90s is steady-state growth consistent with growth in the
1990s. gHI and g*HI are initial and steady-state growth rates consistent with
higher investment rates.
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Figure 4
Optimal Future Growth Transitions under Alternative Paths of Resource Depletion


(Percentage Growth Deviations from Base Case)


Scenario 2: Resource half-life shortened from 50 to 20 years    


Note: Simulation results based on the optimal growth model of section 4.
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Figure 5
Macroeconomic Stabilization and Micro-Structural Reform Indexes


 (Chile, 1960-2001)
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Figure 6


Equation 5: Actual and Fitted Values of Per Capita GDP Growth
(Chile, 1961-2001)
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Figure 7
Actual and Simulated GDP Growth with


Alternative Paths of Micro-Structural Reforms
1997-2015
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