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Abstract

This paper analyzes the quantitative relevance dufitige, multiplicative and data

uncertainty in the implementation of Chile’s momgtaolicy. For the analysis of data
uncertainty we focus on the uncertainty associatiéldl the estimation of the output gap
using real-time data and various well-known methtmdestimate the output trend. We
found that the revisions of the output gap are irgyd and persistent and that the
unobserved components method shows a better pemfimenwith real-time data than
other more usual ones, like the HP filter. In thesec of additive and multiplicative

uncertainties we estimate the equations that gothlerrbehavior of the economy with

time-varying parameters and with state-dependemanvees in the shocks of the model.
This allows us to analyze the contribution of thege types of uncertainties on the total
uncertainty. We found that additive uncertaintytli® most relevant to explain total

uncertainty and that shocks to the model are stapendent.
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1. Introduction

It is widely accepted that monetary policy is irtakly made in an environment of substantial
uncertainty. This has led to a considerable inea@asthe interest of academic researchers to
demonstrate formally the implications of uncertaiahd the ways in which central banks can
deal with uncertainty. The theoretical literaturewuncertainty distinguishes between three types
of uncertainty: (1)Additive uncertaintywhich refers to the lack of knowledge of the caint
banks regarding the future shocks faced by the aogn(2) Multiplicative uncertainty which
represents the lack of knowledge, or the erron&oosvledge, of one or more parameters of the
model that explains the behavior of the economy; @) Data uncertainty which is associated
to the fact that the information used by the ceériemk at the time policy decisions are made
could either be incorrect or could show in an inptete manner the actual state of the economy.
The objective of this paper is to check the quatiié relevance of these three types of
uncertainty in the case of the monetary policy bfl€s Central Bank. To this end, the paper is
divided into two parts: the first one covers thelppem of data uncertainty and focuses on the
output gap estimates for the full-fledged inflati@mgeting period, from 1999 onward; and the
second focuses on additive and multiplicative utadety for the period of 1990 - 2006 but
places a special emphasis on the period subsetu899.

In the analysis of data uncertainty we focus ondh#put gap because it is an important
variable in projecting inflation and, simultanegysivhat is available at the time monetary
decisions are made are preliminary figures for maput (real-time data) which are revised
several times afterwards. Also, the estimatiorhefdutput trend (part of the output gap) depends
on statistical filters applied to a series of otitwhich contains these preliminary figures. In our
exercise, we use various well-known filters, amdngm the Hodrick-Prescott (HP) filter, the
Baxter-King (BK) filter, the Christiano-Fitzgeral®F) filter, the quadratic trend and the Clark
method based on the unobserved components modahdlgze the reliability and the statistical
accuracy of these methods with real-time data Mlevioclosely the methodology proposed by
Orphanides and van Norden (1999). We found thatdfsions of the output gap in the case of
Chile seem to be important and persistent, andttieatorrelations between the final data output
gap and the real-time data output gap are relgtiosV. Nonetheless, of the five filters utilized,

the Clark method produces the best results. Thessdts imply that caution and judgment should
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be taken when evaluating the business cycle widirtime data, but also suggest that using
popular filters, like HP, could be misleading.

On the other hand, to evaluate the empirical ingrax¢ of additive and multiplicative
uncertainty we use the methodology proposed by glzemd Semmler (2005). In particular, we
estimate the behavioral equations for the Chileeonemy with time-varying parameters and
shocks with state-dependent variance (two statésgh follow a first order Markov process. To
estimate the behavioral equations we adoptaheard-lookingspecification of Svensson (2000)
and Al-Eyd and Karasulu (2006) for the equatiorst ipovern the behavior of a small open
economy — an aggregate demand, a Phillips curve, the real uncovered interest parity
condition. Additionally, we use a technique in Kifh993) to decompose total uncertainty,
measured using the conditional variance of the clse error, into two components: that
associated to multiplicative uncertainty and ttestoiated to additive uncertainty. The results of
the analysis suggest that for all the behavioralaigns of the economy, the uncertainty of
shocks, or additive uncertainty, has been the rmpbrtant in explaining total uncertainty.
Moreover, the estimations support the hypothesestaie-dependent variances and that these
states could be considered as periods of highamddlatility in the shocks. Another interesting
finding is that total uncertainty of both the outgap and the inflation rate have declined over
time and the period of greater stability coincidesgh the establishment of thiill-fledge
inflation targetingframework for the conduct of monetary policy.

Finally, given that the estimated models in thelysia of the additive and multiplicative
uncertainty require an output gap estimate, datemainty, at least as it refers to the estimation
methods of the output gap, will be part of the aiddiand multiplicative uncertainty without any
possibility of discrimination. It is for this reasdhat a robustness analysis is done through the
estimation of the behavioral equations of the eoonatilizing the output gap calculated with
each of the five methods proposed. The findinghest the previous results concerning the
contributions of additive and multiplicative uncenty are robust and do not change.

The paper is organized as follows. In section Zovesent a literature review on the types of
uncertainty faced by central banks, its implicasidar the conduct of monetary policy and the

way in which they have been typically modeled emplly. In section 3 we analyze the

!t is important to mention that this period alsincides with the establishment of the structusapkis rule for the
conduct of fiscal policy and with a generally higltable international context.
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guantitative relevance of data uncertainty, paldidy focusing on the output gap estimates. In
section 4 we present the analysis of the importaf@elditive and multiplicative uncertainty on
the models typically used to analyze the effectminetary policy. Finally, in section 5 we

present the conclusions.

2. Monetary policy and uncertainty

In the last few years, there has been a consideliablease in the interest of academic
researchers to demonstrate formally the ways irchvbentral banks can deal with uncertainty
(Schellekens, 2002, Feldstein, 2003). In particildame papers have studied the distinct types of
uncertainty faced by central banks, which haveothiced important challenges in the modeling
of monetary policy, and its implications on the &ebr of the monetary authority. Some of
these papers include Isard et.al. (1999), Martich Salmon (1999), Svensson (1999), Wieland
(2000), Meyer et.al. (2001), Tetlow and von zur Miea (2001a), Gianoni (2002), Orphanides
and Williams (2002) and Soderstrom (2002). Oth@reps have proposed different strategies that
can be used to deal with uncertainty, namely robushetary policy rules and learning
mechanisms, among others; see, for example, C(a&9), Sargent (1998) and Onatski and
Stock (2000) and Wieland (2002).

Feldstein (2003) argues that central banks typicédice four types of uncertainty:
uncertainty about the current and future state haf €¢conomy, uncertainty about how the
economy operates, uncertainty of individuals altbeir personal futures, and uncertainty about
the impact of potential future monetary policiesowéver, the most common classification
speaks of three types of uncertainty: additive ttaggy, multiplicative uncertainty and data
uncertainty? Additive uncertaintyepresents the component of a forecast error mssdao the
outcome of an exogenous variable in the systemgiter in a regression model). This type of
uncertainty captures the lack of knowledge of @rianks regarding the future shocks faced by
the economy (Zhang and Semmler, 2005; Grauwe, 200@)tiplicative (or parameter)

uncertainty on the other hand, represents the lack of knaydedr the erroneous knowledge of

2 Another type of uncertainty also considered inlifeeature, but not analyzed in this paper, isart@inty about the
probability distributions over possible events kmoas Knightian uncertainty.
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one or more parameters of the model that explam$ehavior of the economy (and its agehts).
Hall et.al. (1999) claims that this type of uncemya can occur for several reasons such as the
stochastic nature of the parameters and the memasatesrrors in the data utilized to estimate the
model. Finally,data uncertaintyis associated to the fact that the informatiordusethe central
bank at the time policy decisions are made coutteeibe incorrect or could show in an
incomplete manner the actual state of the econo®nph@nides and van Norden, 1999).
According to Rudebush (2001), when these diffetgpes of uncertainty are combined, they
weigh heavily on the policy decision-makers.

Since the seminal papers of Phillips (1954) andiIThe64);" additive uncertainty has been
widely studied in the literature. In particular, €ih (1964) derived the famousertainty-
equivalenceesult, which establishes that in the presenaditive uncertainty the central bank
could act as if it were certain about the possihleeomes of the economyThe actions of the
monetary authority depend only on its expectatansut the future of the variables and not of
the uncertainty associated with those expectatfvelsh, 2003). Phillips (1954) initiated this
idea by suggesting that the monetary policy, basedhe principles of automatic regulating
systems, would be adequate to deal with all butitbst severe disturbances that could affect the
economic system. In this context, there was a icedagree of confidence in econometric
modeling, such that in the estimation of the stradt models any error could be eliminated,
except the error associated with additive uncestaiih is important to mention, however, that
the principle of certainty-equivalence is valid yninder certain conditions, particularly in a
linear quadratic world. This could be too restvietin practice. More generally, there are several
models that according to their construction canlymgither small or large variations in the
monetary policy instrument when the central bantaced with additive uncertainty; see Walsh
(2003b). For example, Sack (2000) shows that utidertype of uncertainty, the optimal policy
rule implies a more aggressive reaction by therabhank®

% Note that the model parameters representing theviier of the economy (reduced-form model) dependhe
parameters that control the behavior of the indigld.
“ Cited in Hall et.al. (1999).
® This implies that for monetary policy what is imifmnt is the average of the variables or the patensichence the
uncertainty should be ignored.
® This could occur when the economy is far from &rployment, when inflation is low and the expeotat are
not aligned with the target of the central banKd&tein, 2003).
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Multiplicative or parameter uncertainty was firsnalyzed by Holt (1962), who
demonstrated that policy performance could be sslyoaffected if the model parameters used
for the evaluation of such policy are uncertain. this context, the certainty-equivalence
principle is not valid and, hence, the central bah&uld consider this type of uncertainty when
making policy decisions. Brainard (1967), in hisasdic analysis regarding multiplicative
uncertainty, showed that it would be optimal foe ttentral bank to respond more cautiously
when the impact of its policy on the economy is nomkn (that is, the model feedback
parametersy.This result has important practical implicationgttie conduct of monetary policy,
since it indicates that it could be optimal foripglmakers not to expect to completely eliminate
the gap between the observed objective variabldtartdrget value, in a particular period. This
could be interpreted as a justification for a gedduonetary policy. Although Brainard’s (1967)
result has been widely discussed in the literage= Blinder, 1998) and is quite intuitive, it
cannot be generalized. For example, Soderstrom2f26Bows that in situations where the
coefficients of the lagged variables in the modelsubject to uncertainty, the optimal policy for
the central bank is to react more aggressivelyeQ¢iamples in support of the argument that the
multiplicative uncertainty does not necessarilydl¢lae central bank to behave more cautiously
can be found in Gianoni (2002) and Gonzélez andigodz (2003).

The study of uncertainty associated with the dataelatively new in the literature on
monetary policy and uncertainty. As a matter of,fanly recently, academics and policy makers
have cautiously invested resources in this areaad result, there has been significant growth
in the literature that study the properties of #t@ak data and its implications on policy decisions
(Bernhardsen et.al., 2005). The pioneering worlCajushore and Stark (1999, 2001) set the
framework in this area and led to various applarai which have focused primarily on
developed countries. Examples of such applicatioas be found in Orphanides (2001),
Croushore and Stark (2002) and Orphanides and wadeN (20025. This literature highlights
that the moment at which the data are obtained; &wailability and reliability for empirical
evaluation of policy rules, is crucial for monetgrglicy performance since they condition the
decisions of the policy makers (Ghlysels, 2002). this regard, Rudebush (2001) and

" Cited in Hall et.al. (1999)
® This result was derived from a linear quadraticdetonith a known probability distribution for thencertainty
model parameters.
° For an excellent literature review on the issuetlie case of the United States see Kozicki (2004).
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Bernhardsen et.al. (2005), argue that the newnmédtion that the central banks obtains from one
policy meeting to the next does not justify drasi@anges in its instrument, which can lead to
very slow responses to particular economic events.

One of the variables that summarize the actuak sthtthe economy and is, therefore,
fundamental for the monetary policy decisions is tlutput gap. Naturally, if potential output
measures are not reliable, policy decisions mdytdaieact to the true economic conditions and
may instead reflect measurement error. Along thiees, Orphanides and van Norden (2002)
argue that the output gap is associated with inapbrtomponents of uncertainty since there are
at least three types of problems typically facedh®ycentral banks when evaluating the business
cycle with real-time data. First, output data aegiged continually. Second, the methods to
estimate potential or trend output, in general,vig® different results, and this problem is
particularly critical with the end of sample estiemthat are, precisely, those relevant for policy
decisions® Third, a future evaluation of output data can d¢atk that the economy has
experienced a structural change and such a change lcave been revealed by something else
other than real-time data.

Following Zhang and Semmler (2005) and to providegample of the concepts previously
mentioned, we consider the following economic motihelt is standard in the literature of

optimal rules of monetary policy:

min E, Y. p'L(X.u,) 1)
Utfo t=0
subject to:

X1 = (XU &) (2)

where p is the discount factor bounded between 0 and(%,u,) is a loss function of an
economic agent, in this case the central banks the vector of state variables, is the vector
of control variables (the policy instrumentf, is the vector of shocks andk, is the

mathematical expectation operator based on thealindalues of the state variables. As

mentioned before, this kind of model representdbtigic framework of monetary policy analysis

10 Kuttner (1994) and St-Amant and van Norden (19889 final data of the output and using diffener@thods to
estimate its trend, found that there were substiadifferences in the estimations of these trermiisg/final data.
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and control used by Clarida et.al. (1999), Sven$$687, 1999) and Beck and Wieland (2002),
where the constraints in equation (2) are the iBhiturve and the IS curve plus the interest rate
parity condition. (Svensson, 2000).

Given the state equations in (2), the central lmpkdblem consists in deriving a path for its

instrument (the control variable,) that satisfies (1). The question that arises, v, is

whether the state equations can be correctly spdcifith time series estimates. Given the
previous discussion it is possible to affirm tha¢ response to this question is negative, since

these equations can be subject to a high degreeceftainty caused by shocks by parameter

uncertainty and by data uncertainty used in thenasibns. This is particularly important since
the optimal monetary policy rul¥sare derived from the solution of the previous peoband,
hence, these rules depend on the parameters sfateeequations. Thus, if the parameters in the
model are uncertain, the estimated “optimal” moryepalicy rule could be unreliable.

However, no matter the effects of uncertainty @ntvanks should not be paralyzed.
Following Feldstein (2003),.although (this) uncertainty affects the abilit§ a central bank to
limit the variability of inflation and output, ita®s not limit the ability of central banks to avaid
high and rising level of inflation. There is no en@inty about the key facts that can guide
central banks to low log-term inflation. So, uneémty is not an excuse for allowing inflation to
go back to the bad old days.

3. Data uncertainty: the output gap

In this section, we analyze the quantitative reheeaof data uncertainty in the case of Chile,
focusing as said before on the output gap, anthedsample period 2000-2006. This period was
chosen for two particular reasons: (1) the avditstof historical information of the publications
of the output series at each moment in time; andt (@ the period in which the central bank
adopted thdull-fledged inflation targetinggcheme to conduct its monetary policy. To futfilis
objective, we use real-time data (i.e., data usgdihe central bank when making policy
decisions) and various well-known methods for tegngation of the output trends. For each
method we analyze both the behavior of the endaofpde output gap estimates, which are

relevant for policy decisions, and the revisiondhefse estimates across time. In particular, we

1 see for example Svensson (1999) and Semmler @08)4).



present the statistical properties of the revisiand verify the reliability of the estimates for
each possible method. We divide this section imto $ubsections: in the first one we describe
the methodological issues related to the constrmatif the output gap with real time-data and
the detrending methods; and in the second partresgept the results of the estimates and their

implications.

3.1. Methodological issues

As mentioned by Bernhardsen et.al. (2005), mongdaligy decisions are typically based on
real-time data, classified as preliminary data.sTdlso holds, to a lesser degree, for long-past
historical data. The preliminary nature of the deddls for it to be in constant revision and the
reasons for these revisions can be, among othdrsanoinformative nature and of a
methodological nature. In effect, and as suggesyetthe Central Bank of Chile in its Monetary
Policy Report (IPoM) of September 2004, the revisid data is motivated by: (1) the inclusion
of new basic information (new sources of informatar the improvement of these sources); (2)
the recalculation of the estimates (revisions aited to new estimate¥)(3) methodological
improvements, due to changes in statistical methoaliscepts, definitions or classification; and
finally, (4) error correction, either in the basmurces or in the calculations. As mentioned in the
previous section, one of the variables that encesgmthe actual state of the economy and is,
therefore, fundamental for the monetary policy diecis is the output gap. Given that at the
moment when policy decisions are made this varisbéstimated using preliminary output data,
according to the previous discussion it is necgsgarmake an assessment of the degree of
reliability of these estimatés.For this assessment, we use real-time data tdcaeplthe
available information for the policy makers at gvepint in time. Thus, we simulate the real-
time environment of the monetary policy settinggass (Ghlysels, 2002).

To analyze the reliability and the statistical aecy of the output gap estimates commonly
used in the literature we follow the methodologppwsed by Orphanides and van Norden

(1999). This consists of measuring, at any pointinme, the degree at which the output gap

12 This refers to the updating of seasonal factorsf ¢he base period used in the constant pricenastis. In Chile,
the last change of base year used for the natémtalunts updated the estimates to 2003 prices.
3 As a matter of fact, if the output gap measuresnat reliable it could be advantageous for theraébank, in
some situations, to base their monetary policysi@es on information regarding output growth (Ommitlas et.al.,
2000; Bernhardsen et.al., 2005).
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estimates vary when the data are revised and whéh different output gap estimation
methodologies. This allows us to capture the effechused by data revisions and the
misspecification of statistical models used toreate the output trend. The advantage of this
methodological approach is that it does not reqaipriori assumptions on the true structure of
the economy or on the process that generated thenadd output time series. However, and as
stated by Orphanides and van Norden (1999), thpsoagh also has certain limitations, such that
data revisions are being analyzed comparing eaatl tf output observed at the end of the
sample with the “final output”, which could stilakie measurement errors.

In Orphanides and van Norden (1999) approach #dweréwo key definitions: the “final” and
the “real-time” estimates of the output gap. Theafiiestimate of the output gap is simply the
difference between the last available vintage ofpoudata and its trend (obtained via a
detrending method). The real-time estimate of tiput gap, on the other hand, is a time series
consisting of the last observed estimate of theutugap constructed as the difference between
the observed output for each point in time (eaaitagie) and its trend. This latter estimate
represents the estimate that the central bank naag lsalculated at the time when policy
decisions were made. Formally, if we assume thahawe access to the observed output series

published at each point in time duriny periods we would have a matrix of the form

(yl,yz,...,yN), where eachy' (with i =1,...,N) is a column vector that contains the time series
of the output and each column is an observatiow)(shorter than the one that follows*tlf

f () is a function that detrends the time senjgesthe final estimate of the output gap is given

by:
gap™ =In(y") = In(f“(y")) 3)

On the other hand, if we define the functiéi) as a function that extracts the last real

observation of the column vectgf we have that the real-time estimate of the outayt is

given by:

.....
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gap*™™ ™™ = In(E(y"), £(y),-- (Y™ ) = IN(ECEE (YD ACE A ()l (EA M) (@)

The difference between the final output gaps amdréal-time output gaps represents the
total revisionof the estimates at each point in time. The stedisproperties of these series of

revisions will be a guide to evaluate the reliapiind accuracy of the output gap estimates. For
the estimates defined in equations (3) and (4 iiteicessary to define the functiéd' O, (hat is

the detrending method, given that in practice meithe true potential output of the economy nor
its data generating process are known. This seleciecomes important, as mentioned
previously, since these methods in general progigdee different results. In the case of Chile,
Gallego and Johnson (2001) find that the set ohodg used to estimate the trend component of
the output provide a wide range of estimates. There besides the revisions in the data, the
method chosen also constitutes a source of unesyrtai

A detrending method decomposes the real output guned in logarithms)y, into two

components: the treng and the cycley® such thaty, =y +y©. In this paper we consider

five alternative univariate methods that have beedely used in the literatur®: (1) the
Hodrick-Prescott filter, (2) the Baxter-King filte(3) the Christiano-Fitzgerald filter, (4) the
quadratic trend and (5) Clark’s method based onuthebservable components motfelt is
important to mention that as in the case of Orpihegiand van Norden (1999), we focus only on
univariate techniques of detrending, since the abeamultivariate techniques requires the
compilation of information on the data that is mevised (in real time) for each possible
regressor in the model. Table 1 summarizes thesieoae and the models they are based on.

!5 See Orphanides and van Norden (1999) for an e@xtemsvision of the detrending methods and its gipal
advantages and disadvantages.

16 See Gallego and Johnson (2001) for an interestimgpilation of the use of these methods in differeentral
banks of the world.
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Table 1: Alternative Methods to Calculate the Output Trend

HP Hodrick-Prescott 4 =1600) yT = argminztll{(yt _y )2 +)I(A2ytT+l)}

BK Baxter-King (6,32)’ Y = Z:i W (,C) Y, + ::i P (1) Yoo
t=q+1..,n—q

CF Christiano-Fitzgerald (6,32,1,0'd) yT = qu W L0y, + Z:i W L0y,
t=q+1..,n—q

QT Quadratic Trend y,=a+ R+ p?+yC

Clark  Unobserved Components y, =yl +y°
Yo =0t Yty
0 =01t W

Yo =0ty , te

The Hodrick-Prescott filter is perhaps one of thestrpopular methods used for detrending
and it is based on the choice of the trend thaimmzes the variance of the cyclical component
of the series, subject to penalization for variaim the second difference of the cyclical growth
component (Hodrick and Prescott, 1997). On therdthead, both the Baxter-King filter and the
Christiano-Fitzgerald filter are based on the simgt of the series using weighted moving
average. The fundamental difference between baih,ttie case of symmetric filters as
considered in this paper, lies in the choice of abgective function that defines the weights
(Baxter and King, 1999; Christiano and Fitzger&@03). Moreover, the Christiano-Fitzgerald
filter imposes the restriction that the filter wieig add up to zero, when unit roots are considered.
On the other hand, the quadratic trend is a metiioigterministic components that assumes that
the trend series show a behavior triggered by argtorder polynomial. Hence, this method is
flexible at the moment of detecting slow changethatrend. It is important to mention that its

simplicity has made it quite valuable for empiriegiplications related to monetary policy (for

" The series of numbers 6 and 23 represent the mmirand maximum of the desired oscillation period,
respectively, for quarterly data.
18 The series of numbers 6 and 32 have the sameiiatation as in the Baxter-King filter. On the athand, the
series of numbers 1,0,0 represent the existenaribfoots, without drift and symmetric filter, pectively.
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example, Clarida et.al, 1998). However, its use ¢aserated much controversy due to the
argument that better modeling of the output regustatistical components in the model. Finally,
the unobserved components model allows us to spdu#f data generating processes for the
output time series and use these to identify thedtrand cyclical components. In the particular
case of the model proposed by Clark (1987), itssuened that the trend component follows a
random walk process with drift and the cyclical gament follows an AR(2) process. The main
advantage of this type of model is that it allowscher short-term dynamic specification for the

model.

3.2. Results

The output data observed at each point in time wernstructed using data compiled from
the monthly publications (bulletins) of the CentiBalnk of Chile. For each new statistical entry
in which a new output record was published an dgpties was constructed, which included the
revisions of the data published befbté\s previously mentioned, for the quantitative exion
of uncertainty in the output gap estimates, we idemsthe period between the first quarter of
2000 and the last quarter of 2006. Nonethelessotifygut gap estimates were calculated based
on information since 1988.In this context, the first time series we workwitovers the period
between the first quarter of 1986 and the firstrgpraof 2000. The series that follows contains an
additional quarter not included in the previouseseand this occurs successively up until the last
series, which is comprised of the complete peribdt is, from the first quarter of 1986 to the
last quarter of 2006. Each output series was salgoadjusted using the X-12 ARIMA
procedure employed by the Central Bank of Chilend¢e the series reflect both the revisions
and the re-estimation of seasonal factors. Fintily,series published in the last quarter of 2006
is that which we consider as the final series dpouy although we are aware that this series
could still contain unrevised data.

The compilation of the information described in firevious paragraph produced a total of

28 output series for each point in time. We apply five detrending methods described in the

91n some cases the revisions were observed foootweo quarters back and in others, such as tHedsem which
there are base changes, the revisions were perdasméhe complete series.
20 Note that for a statistical filter to produce remable results we need at least a complete cydeiseries, which
implies that long time series are necessary.

13



previous subsection to each of these estimatesalimulate the output gap. Following the
methodology applied by Orphanides and van Nord®q), our final estimates are the output
gap series for the last available series and @lttirae estimates are the series constructed with
the last observation of each of the output gapsattd with the 28 series. Figures 1 and 2 show

these estimates using the five filters, as weflred and real-time data.

Figure 1: Output Gap Estimates for the Chilean Economy with Final Data
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Figure 2: Output Gap Estimates for the Chilean Economy with Real-Time Data
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Note from figures 1 and 2 that most of the estioregtigenerated by the different detrending
methods reveal similar behavioral patterns aslétes to the increasing or decreasing trends
across the entire period. This is true for bothas@mations using final data and those using real-
time data. The only exception to this rule is obedrin the estimation of the output gap based on
the quadratic trend. It is important to highlightwever, that despite the comovements observed
in the different series, the magnitude of the cleangary considerably from one method to the
other. In the same way, the different methods preduwide range of output gap estimates. The
average difference between the highest and lovatishaes is 6% when final data are used and
12% when real-time data are used. The order of matmof these differences is considerable
since they are quite superior to the differencevben the highest and the lowest points of the
business cycle within the period considered (apprately 5% for both types of data and for the
majority of the filters). On the other hand, therage dispersion that exists between the methods
is also important and reaches 2.3% when using élatd and 4.3% in the case of real-time data.
Another important characteristic of the estimatiarssng final data is that these tend to be
clustered between the fourth quarter of 2004 aedthivd quarter of 2005. In addition, these
estimates remain relatively close to the end ofaihaysis period with the exception, once again,
of the output gap based on the quadratic trends [Hiier characteristic is not observed with the
real-time estimates. To have a qualitative idethefimportance of data revision, figure 3 shows
the difference between the estimates with finahdatd those with real-time data for the five

detrending methods. This difference representsotiaé revision in the output gap.
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Figure 3: Total Revisionsin the Output Gap for the Chilean Economy
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As observed in figure 3, the magnitude of the iews is also important and differs
substantially between the distinct filters use@ @werage dispersion of the revisions between the
different measures is 2.8%). The most extreme casebserved in early 2004, where the
revisions of the HP, CF and quadratic trend methedse the most important in the entire
sample. This is due to the fact that these filtersiot adequately capture the change in the signs
of the output gap in that period (see figures 1 @hdnd, therefore, suggests that real-time
estimates were imprecise. Also, note that thisoissatisfied for the HP and Clark methods and
as a matter of fact, in that same period the rengsiwere practically null. The most important
revisions for these last two filters were obsenadthe contrary, at the beginning of the sample.
For a better understanding of the differences betvike estimates with final data and those with
real-time data, we present descriptive statisticdh® output gap estimates and of the revisions,
respectively, for the five filters considered ibles 2 and 3. Figure 3 shows the time behavior of

all these estimates.
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Table 2: Descriptive Statistics of the Output Gap Measures calculated
with Final and Real-Time Data

Mean Std Min Max Corr
Hodrick-Prescott
Final Estimates -0.0030 0.0108  -0.0209 0.0177 10000
Real-Time Estimates 0.0020 0.0141  -0.0230  0.0295 6100
Baxter-King
Final Estimates 0.0016 0.0074  -0.0117 0.0162 1.0000
Real-Time Estimates -0.0054 0.0068 -0.0203  0.0071.560%
Christiano-Fitzgerald
Final Estimates 0.0022  0.0075 -0.0133 0.0117  1.0000
Real-Time Estimates 0.0152 0.0071 -0.0001 0.0287 2027.
Quadratic-Trend
Final Estimates -0.0116 0.0289 -0.0496 0.0452 10000
Real-Time Estimates 0.0009 0.0347 -0.0459  0.0508 8408
Clark
Final Estimates -0.0103  0.0198 -0.0414 0.0183 1000
Real-Time Estimates -0.0108 0.0199 -0.0385 0.0185.988D

Table 3: Descriptive Statistics of the Total Revisionsin the Output Gap

Mean Std Min Max AR
Hodrick-Prescott -0.005 0.011 -0.024 0.018 0.700
Baxter-King 0.007 0.007 -0.002 0.019 0.875
Christiano-Fitzgerald -0.013 0.009 -0.029 0.001 30.9
Quadratic-Trend -0.013 0.019 -0.039 0.032 0.842
Clark 0.000 0.003 -0.006 0.006 0.473
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Figure 3: Estimation of the Output Gap and the Total Revisionsusing Final and Real-Time
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Comparing the results presented in tables 2 ance Dbserve that, on average, the total
revisions are of the same or of greater magnitsdiin@ output gap estimates for all filters used.
This result is qualitatively similar to that foumdOrphanides and van Norden (1999) for the US
economy. Something similar occurs in the caseb®HP, BK and CF filters if we compare the
variability of the output gap estimates and thathef revisions across the sample. As it relates to
the minimum and maximum points of the businesseciytithe period considered, it is important
to highlight that the estimates with final data dndse of real-time data tend to show the lowest
values in the same period only in the case of thekGnethod (see figure 3 panel e). At the other
extreme, the maximum values of the output estimaiés final data and those with real-time
data coincide in the same period for the BK, thadyatic trend and Clark filters (see panels b, d
and e of figure 3). This suggests that the majooitythe applied filters fail to identify the
magnitude of the recessive periods.

On the other hand, the last column of table 2 shib<correlation coefficients between the
final data estimates and the real-time data estisn&dr each filter employed. Note that the
highest correlations are observed for the Clark #mel quadratic trend methods, whose
correlation coefficients are 0.98 and 0.84, respelgt while the filters that produce the lowest
correlations are those of CF and BK (0.5 and (eBpectively). This is consistent with the
comovements observed in the final data serieslandeial-time data series of figure 3, since the
Clark filter, besides showing the lowest valuegha revisions (see table 3), has quite similar
movements in both estimates. On the other extrémeeBK filter shows important revisions and
opposed movements in its estimations using findlraal-time data.

Another important element that needs to be consttles the degree of persistence that the
revisions of the output gap estimates could revEails is due to the fact that as the revisions
persist over time, the discrepancies between tred &nd real-time estimates would tend to be
maintained or take time to disappear. The lastrnalof table 3 reports the estimated first order
autocorrelation coefficients for total revisions igh indicate that these revisions are highly
persistent. Indeed, and with the exception of thekCmodel, such persistence is found within
the range of 0.7 for the HP filter and 0.94 for @ filter. The question yet to be responded is
whether the distinct measures of the output gapstoaected with real-time data are reliable.
Since the different methods vary substantially wébpect to the size of the cyclical component,

it is more convenient to seek to compare the riiiabof the real-time estimates using
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independent scale measures. It is important to ioretiat these indicators provide a measure of
reliability for the distinct filters as it relate® quantifying the difference between the final
estimates and the real-time estimates. Hence, és dwt indicate anything regarding the
reliability, produced by each of the methods, adstdor the estimation of the “true” output gap
(Bernhardsen et.al., 2005). Table 4 presents tfabildy measures used by Orphanides and van
Norden (1999).

Table 4: Descriptive Statistics of the Reliability Measures for the Alternative

Distinct Filters

Corr N/S Opsign Xsize
Hodrick-Prescott 0.611 1.055 0.286 0.500
Baxter-King 0.560 0.902 0.321 0.536
Christiano-Fitzgerald 0.203 1.229 0.393 0.750
Quadratic-Trend 0.841 0.650 0.071 0.214
Clark 0.988 0.156 0.000 0.036

In the first column of Table 4 we present the datren between the final and the real-time
series for each method, previously discussed. &hwaining three indicators in table 4 measure
in different ways the relative importance of theis®ns. It is important to mention that the ideal
value for these three indicators is zero. The fimglicator, known as N/S, is the ratio of the
standard deviation of the revision to that of thealf estimate of the output gap and seeks to
approximate the noise-to-signal ratio. As can bgeoled the methods with greater noise levels
are the HP and the CF methods, while that witHahst noise is the Clark method. On the other
hand, the OPSING indicator shows the frequency withch the real-time estimates of the
output gap reveals a different sign when compaoetthe final estimates. In the case of the HP,
BK and CF filters, the average error frequencyhe sign of the estimation is relatively high
(approximately 30%), while the quadratic trend #mel Clark methods show frequencies that are
considerably lower, and in some cases even shoarmoo in signs. Finally, the XSIZE indicator
shows the frequency with which the absolute valuthe revision exceeds the absolute value of
the final estimates of the output gap. As it ocedrin the case of the OPSING indicator, the HP,
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BK and CF filters produce output gap estimates \aitlarge quantity of observations in which
the revision is larger than the gap itself (frequies between 50 and 75%), while with the
quadratic trend and the Clark methods there arenmowller frequencies (between 21 and 3%,
respectively). It is important to highlight thafjae again, the Clark method reveals to be a better
indicator.

According to the analysis presented in this sectimcan mention that, in general terms, the
revisions of the output gap in the case of Chiknséo be important and persistent for the period
considered, and that the correlations betweenitiz éstimates and real-time estimates of the
output gap are relatively low. Nonetheless, thehao#s$ that show more favorable statistics are
those of quadratic trend and Clark’s. In particuthis last method produces the best results
overall. Reliability indicators also indicate thiie most reliable filters that will be used with
real-time data are the quadratic and Clark meth@dmparing the results obtained with those of
Orphanides and van Norden (1999) for the US econaweyfind that in general the different
reliability measures produce similar values. Howetbis comparison should be taken with
caution since, on one hand, these authors use h larger study sample period to evaluate the
reliability and, on the other hand, the set of eéleting methods used where not exactly the same.
In general, these results imply that caution ardtfoent should be taken when assessing the
level of the real-time estimates of the output gagiditionally, our results should be considered
a lower bound to the measurement errors that cbalgresent in the output gap estimates
because comparisons are made with respect to aureeak the final output gap that could

contain unrevised data.

4. Additive and multiplicative uncertainty

Once the problem of data uncertainty has been gt in this section we focus on the
empirical importance of the additive and multiptiga uncertainty in the case of Chile. This
analysis is done for the period 1990 to 2006 withhne emphasis in the sub sample 1999-2006,
the full-fledged inflation targetingperiod. We adopt thdorward-looking specification of
Svensson (2000) and Al-Eyd and Karasulu (2006jHerequations that govern the behavior of a
small open economy, as is the case of Chile (ieeaggregate demand, the Phillips curve and the

real uncovered interest parity condition). To captine sources of uncertainty, we estimate the
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model with time-varying parameters and assumesthatks have state-dependent variances (two
states) and that their behavior follows a firstesréflarkov process. In the end, this strategy
allows us to decompose the conditional variancthefforecast error into two components: one
component associated with parameter or multiplreatincertainty and a second component

attributed to uncertainty dealing with shocks ia thodel or additive uncertainty.

4.1. Methodological issues

The empirical literature that has tried to modadifide and multiplicative uncertainty have
typically used models that explicitly consider s$tastic volatility potentially present in the errors
(heteroscedasticity) and time-varying parametefsa(g and Semmler, 2005). Among studies
that have explicitly dealt with parameter unceitiaiwe can cite Cogley and Sargent (2001), who
studied the inflation dynamics of the United Stateshe post World War Il period using a
Bayesian VAR with time-varying parameters (TVP)d&@emmler et.al. (2005), who estimated
the Phillips curve and a monetary policy Taylorerédr the Euro Zone also with time-varying
parameters. In both cases, the authors found exédef substantial changes in the model
parameters. It is important to mention, howeveat #ven though the evidence found when using
models with time-varying parameters suggests thsaence of important degrees of uncertainty,
in the modeling process this analysis cannot baraggd from the additive uncertainty. This is
so because when additive uncertainty is not coreitjevolatility in the parameters could be
exaggerated when it is indeed captured (Sims, 2@01gxample can be found in Sims and Zha
(2006), who study regime changes in the US econdymamics and find, contrary to Cogley
and Sargent (2001), much evidence in favor of stafmbdel dynamics but unstable variance of
the disturbances. Thus, Cogley and Sargent (20@8)fyntheir original model considering both
the time-varying parameters and the stochastictilipteand also find the existence of regime
changes. More recent examples of the estimatiohagfor rules with time-varying parameters
and stochastic volatility can be found in Kim aneél$dn (2006) and Zampolli (2006). The
evidence found for countries such as the UnitedeStdlustrates the important uncertainty
associated with the use of the models for polici@ation.

According to the previous discussion, to incorpetabth types of uncertainty, additive and
multiplicative, we follow the Zhang and Semmler @3) approach. In particular, we use a model
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with time-varying parameters and shocks that hav&ate-dependent variance. Contrary to
Cogley and Sargent (2005), who assume that thanaeiof the shocks change with each period,
we assume that the variance has only two statgh {lolatility state and low volatility state)
which follow a Markov process, as in the works @h$ and Zha (2006Y}. This specification,
besides having the advantage of dealing with bgibg of uncertainty in the same model, allows
the decomposition of the variance of the forecastrénto two components: that associated with
additive uncertainty and that associated with mlittative uncertainty (Kim, 1993). In this
context, and assuming that we are dealing with 8anserrors, we can specify the following

general model for the state equations containedjiration (2) (Kim and Nelson, 1999):

x=V'B+& &~NQ Jf,s)
B=Ba+n. n.~N@OQ) (5)

2 — 2 2 2 2 2
US’S—UE’O+(0&1— 0§ 0.,>0;,

where x,, as before, represents a vector of state variabjes a vector of explanatory
variables in the modéf, B, is a vector of parameters that follow a randomkwabcess? ¢,
and 77, are regression errorg,(is interpreted as the shocks of the systeaf)&,{ is the state-
dependent variance of the shockg, is the variance-covariance matrix of the parameter
generating process model errors @ds an indicator variable (unobserved) that takesvialue
of 1 when the state is of high volatility;?,, and 0 otherwise (i.e., the variance of the shigks
of low volatility ajo). The transition probabilities of one state to taeo under the Markov

process can be written as:

Pri§ =1S,=1]=p

_ —01 = (6)
Pri§ =015, =0]=q

L These authors assume that the variance of thessign errors follow a Markov process with thregest.
%2 This vector can contain both the state variale End other variables (endogenous and exogermisiftect the
behavioral equations of the economy.
% This assumption is common in the literature comicer time-varying parameter models. Nonethelesshen
analysis of the following section the validity big assumption was verified with the data.
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For the estimation of the model presented in equationsar(fl) (6) we use maximum
likelihood techniques that combine the use of the Kalnitar find the EM algorithm proposed
by Hamilton (1989,1990); for a detailed description ofdlgmrithm see Kim and Nelson (1999).

Since Chile is a small open economy, we use a vergitimedSvensson (2000) and Al-Eyd
and Karasulu (2006) specification that can be estimdedhe behavioral equations of the
economy. Such a specification is a version of the Neasgn model for a small and open
economy with perfect capital mobility and, as mentioabdve, is comprised of the IS curve or
the aggregate demand curve, the short-term aggregapdy the Phillips curve) and the real
uncovered interest parity condition. These equatiansbe written as:

Y =6y +LE[Y]+O0r, +6,0., + & @)
T =@, +@E[m]+tay, t oo & (8)
g, =ylE[[qt+l]+y2(rt _rtf)+Ut (9)

where y, represents the real output gam, is the inflation ratey, is the short-term real
interest rate,q, is the real exchange rate and is the foreign real interest rate, observed in
periodt. On the other handg,[y,,,], E[7,.,] and E[q,,,] represent the expectations for period
t +1 of the output gap, the inflation rate, and thd exahange rate, respectively, conditional on
the available information at periotl (E, is the expectations operator). The shocks of the
economy are represented lay, £ and u,. The first two are aggregate demand and supply

shocks, respectively, and the third one is assetiatith the exchange market. In the words of
Al-Eyd and Karasulu (2006), this last disturbanesrt could be interpreted as a risk premium
that captures the effects of the unobservable$)y asadhe exchange market sentiments. Finally,
6 (with i=1234), ¢ (with i=1234) and ), (with i=1212) are the parameters to be
estimated.

It is important to mention two interesting issudstloe previous specification. First, the

explicit inclusion of the exchange rate in the mideprocess is relevant for an economy such
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as Chile that utilizes inflation targeting as a ramy policy framework. Indeed, an important
additional transmission channel of monetary potioynpared to the closed economy models is
introduced and the external shock effect on the eftim economy is incorporated. Following
Svensson (2000), the exchange rate affects thationil rate directly through its effect on the
domestic prices of the imported goods. Additionadlg it affects relative prices, the exchange
rate also contributes to the aggregate demandntiiasi®n mechanism. Second, the specification
incorporates bothorward-looking and backward-lookingterms (hybrid model), a feature for
which there is some empirical evidence in Childgast for the Phillips curve (see Caputo et.al.,
2006, and Céspedes et.al., 2005). The fact fivatard-looking terms are introduced in the
model also contributes to explicitly consider thiécg@ and wage-setting rules in the modeling
process of the sticky price models. In the cagb®fxchange rate, it allows the incorporation of
the expectations component, which is inherefdlyvard-looking on the asset pricé$which
plays a key role in monetary policy.

In spite of the theoretical advantages of the d$gation in equations (7), (8) and (9), at the
practical level this presents some potential proBlen particular, the way in which tf@eward-
looking components are measured or approximated can mmapertant implications in the
estimation properties (consistency). The literatume proposed various ways to deal with these
variables, as well as the most appropriate estimatechniques in each case. A first option
suggested by Roberts (1995), is to use data frgpaaation surveys, for example those prepared
on a monthly basis by the Central Bank of Chile,canstruct a proxy variable of the
expectations. This alternative, however, has twemtal problems: the first one is associated to
the availability of long period time series for tegtimation; and the second one, acknowledged
by the same Roberts (1995), is that in generaleysrare measured with error. Another option is
to utilize ex-post data, that is, approximate thpeetation variables with their respective
observed future values. Even though this optiolmpgerationally simple, it has an important
problem since it generates an endogeneity bidsarestimation of the model parameters, which
leads to inconsistent estimates (Kim and NelsorQ6p® To illustrate the problem of

endogeneity bias note that tfeeward-lookingcomponent of the model, under the assumption of

4 Note that the exchange rate is the price of aatas
% A fact that is relevant if it is considered thaieoof the objectives of the article is to studycjsely parameter
uncertainty.
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rational expectations, can be written a&[y,,]=VY. *t4n, El7. =7+, and
E[q.,]=0., + 4, where g, with j=y,n,q representing the error committed by the agents

in their forecasts. These forecast errors are yigblrelated with the shocks of the economy
(i.e., the regression errors in the previous sptibn) and, therefore, upon using the ex-post
data an endogenous variable is being implicitlyodticed in the model.

To deal with the problem of endogeneity bias, Radd Whelan (2005) and Lindé (2005)
propose to estimate a model using full informatieeximum likelihood (FIML), for which they
first transform theforward-looking model into abackward-lookingmodel?® Even though the
methodological process of these authors generates nobust estimates compared to other
estimation methods, it requires a priori precisevidedge of the true model that governs the
behavior of the economy. In effect, Gali et.al.2Pusing Montecarlo simulations show that the
FIML estimation, when there are specification eropresent biases that could be quite
significant in magnitude. This point is highly re#mt in the context of the present paper since
one of the sources of uncertainty is preciselyl#ick of knowledge or imprecise knowledge of
the true model of the behavior of the economy. Addally, the transformation intotzackward-
looking model generates a composed error that dependseomaddel parameters (see footnote
26) and if this is estimated with time-varying paeders, it would not be possible to separate the
effect of the shocks (additive uncertainty) frone thstability of the parameters (multiplicative
uncertainty).

Gali and Gertler (1999), Roberts (2001) and Gaidil ¢2005) have proposed an alternative

methodology to deal with the endogeneity problemictvis based on the use of ex-post data for

% For the Rudd and Whelan (2005) and Lindé (20G6)siormation, for example for the Phillips curvesented in
equation (8), it is assumed that the agents ai@edf which implies that this equation can be esped as:
=@, + BTy + W) + @Y + 00 + &
Then, solving forrz,, the following is obtained:
1 % % 1

T :@ﬂt _gﬂt—l _@ yt—l_%qt _,Ugl _@51

Applying lags to the this equation and renamingghemeters and the error of the model we have:
=@, + PN, G5y, 0,0, G

T 1 S
W = _(:unl +g€t J

Note that the transformed Phillips curve is in assdackward-looking Hence, it requires the use of ex-post data
and therefore it does not present the endogenigisydsoblem.
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the forward-looking component of the model and estimation by the Ge#ized Moments
Method (GMM) to instrumentalize the expectationseTse of the GMM techniques to estimate
the Phillips curve, as well as tlierward-looking Taylor rules has been very common in the
literature. For the case of Chile, there are variexamples and to cite only two of them we can
mention Céspedes et.al. (2005), who estimated achiAmillips curve, and Corbo (2002), who
estimated a reaction function for the Central Banls important to highlight that this method is
more robust than the one proposed by Rudd and Wi{2G05) and Lindé (2005) when there are
specification errors (Gali et.al, 2005), which nmlkedesirable for the objectives of our paper.
Kim (2004, 2006), along these lines, recently pegabthe application of instrumental variables
for the estimation with endogenous regressordhencontext of time-varying parameter models
and with regime changes that follow a Markov precédore specifically, this methodological
proposal solves the endogeneity problem applyimgKhlman filter in a two-stage Heckman
(1976) estimation. A recent application of this huetology used to estimatef@award-looking
Taylor rule with ex-post data for the United Statesm be found in Kim and Nelson (2006).
Contrary to this latter study, that uses conditionateroscedasticity models to capture the
volatility in the variance of the errors, we assufme such variance follows a first order Markov
process.

For presentation purposes, we put forward the ndetlogy of Kim (2004, 2006)
summarized only for the general version of the rhddscribed in equation (5). Nonetheless, the
procedure is easily applied to the specificationtred behavioral equations of the economy;
equations (7), (8), and (9). In this context, wevendhe following model in its state-space

representation with time-varying parameters ansbgedous variables:

X =V'B g 8t~N(01052,3)

B=B4*n. 1.~ N(O,Q,])

Vi :Zt'é_t+ft ‘fx ~N(0,Qg) (10)
O, =04 *K, k. ~N(@©,Q,)

2 _ 2 2 2 2 2
Ocs =0cp + (Js,l - s,O)St 0,,>0,,
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where, as beforex, represents aector of state variables, is a vector of explanatory variables
in the model, which are correlated with the errofshe modeleg,, Z, is a vector of instrumental
variables, 5, and J, are time-varying parameters ang & and k, are Gaussian errors with a
matrix of variance€) with i =7,&,« . Similarly as before, we assume that the variafi@rors
& present two states with transition probabilitibattfollow a Markov process. Kim (2006)
proposes to specify the endogeneity present imibeel assuming that the correlation that exists
between the error terns, and the standardized forecast error associatdd tivt endogenous
variablesé, (that is, the prediction error associated with rht@onal expectations of the agents)
is constant and equal to. On the other hand, and considering that the negaf the errors is
state-dependent, Kim (2004) suggests that suclelation will also be state-dependent. With
this, the error of the model can be rewritten 8s=& ' 040, ¢ +. /1= pg'Ps 0. 5@ With

«, ~ N (0)) . Using this last expression we can write the #cgiation of the model (10) as:

X =V B & PO, + 1= P P05 @ ~N(O) (11)

where ps =0, +(p,—P,)S and § is the same indicator variable (unobserved) ddfine

previously. Note in this last equation that theoenf the model is independent af and of &, ,

hence, the estimation generates parameters thaoassstent. For the estimation, Kim (2004,
2006) proposes the following two-stage procedutige Tirst stage consists in estimating the
model that instrumentalizes the endogenous vagadeng the maximum log-likelihood method

based on the forecast of the error and the corormdtKalman filter, that is:

'6t+<€t Et~N(O!Q{)

Vv, =27, (12)
Jt :5t—1+Kt K, ~N(O’QK)

With this we calculate the standardized forecastrenf v, as & = Q% (v, = Z,'J,,) for all

t=12,....,T. The second stage consists in using the foreaast ealculated previously to
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estimate the following model by applying maximurng-likelihood techniques that combine the
use of the Kalman filter and the EM algorithm pregd by Hamilton (1989,1990):

Xt :thlgt +§rt*'105(0-€,5( +’\/1_p3'10$ Ue,sa% CL{ ~N (071)

B =B+,

m~NQOQ,) (13)

2 _ 2 2 2 2 2
Ocs =0:p + (Ue,l - e,O)S& 0,,>0,,

'03 =Pt (:01 _,00)8&

As before, we assume that the transition probadslirom one state to another follow a first
order Markov process and are?r[S =1|S_,=1]=p and Pr[S =0|S,=0]=qg. The

estimation algorithm is presented in the appen8ix. what we estimate is the following set of

equations:

Aggregate Demand:

Ve =0 Yia t 0o Ve t Oyl +6,0, F g & ~N(Q, 0-82"’151" )

&’ =V Py 0, + 17 P40, @
6,=6 +’7i6,’t

Yer =240, v,

O =0, tK

= ngd 0 + (0-52'1 1 0-52“ ,o)Sld

2
O-Ed st

’OS" =p,t(p - po)Std
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Phillips Curve:
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Real Uncovered Interest Parity:

O = VaOa + Vou (1) +04 v, ~N@00’)
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pg{» =0+ (0= P)S

Kim (1993¥’ proposes a procedure to decompose the conditi@rance of the forecast

error (f), calculated from the estimation of the specifmag (14), (15), and (16), into two
components: (1)f* or the conditional variance due to changes (ok taicknowledge) in the

model parameters, or multiplicative uncertaintyj &%) f? or the conditional variance given the

heteroscedasticity in the error term, or additiveartainty. For this, the author exploits the
informational structure of the model related wilte tprobability distributions in the different
states. In effect, the conditional variance du¢h multiplicative uncertainty depends on the

state in a previous period, while the conditioraliance due to additive uncertainty depends on

2"n his paper, Kim (1993) seeks to identify therses of uncertainty and its importance associaieti¢ process

of monetary creation in the United States.
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the state in the current period. This decomposigaguite useful for this paper objectives, since
it allows us to know what percentage of the totliance of the forecast error is caused as a
result of each of the sources of uncertainty cared. Formally, and using the same notation of

the general model presented in equation (10) wefav

ft — ftl + ftz N ftl :Vt—l{; Pr[St =i th—l][R;t—l + ~m—1 _ﬁtin—l)(/?m—l _Igtilt—l)']}vt—ll (17)

ftz = Usz,a = 0-5,0 + (ng,l - .sz,o) PriS =1{¢..]

where B, =" Pr[S =il¢\,1B,, Y Py is the variance-covariance matrix ¢, at

statei

4.2. Results

To estimate (14), (15), and (16) we use quartedia dor the period going from the first
quarter of 1990 to the last quarter of 2006. Ftingtion purposes we define the output gap

as the difference between the observed GDP anuleitsl, which is calculated using the HP
filter.?° Given that the output series ends in 2006, oursomesof the output gap, according to the
discussion in section 3 above, would be that whigh consider there as “final’. Thus, the
uncertainty associated with data revisions doedarot part of the types of uncertainty analyzed
in this section. However, the calculation methoflshe output trend can have an important
effect on the estimations. This is studied in thieustness analysis presented in the end. On the

other hand, the quarterly inflation rate is measured as the quarterly variation of the tyitg

consumer price index (CPIXS.As in the work of Céspedes et.al. (2005), we e GPI
variation instead of the implicit deflator variatimf the GDP since the latter, for the case of
Chile, is measured with considerable noise andrengly influenced by the variations in the

terms of trade. Additionally, the target of the tah bank is expressed in terms of CPI

28 For details on the formal derivation of the decosifion of the conditional variance of the forecasbr see Kim
and Nelson (1999).
29 | ater in the paper, we replicate the estimatigisgiother filters.
30 We chose the underlying index to avoid the infeef the regulated prices and of those that shigmifsant
variations.
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variations. In the case of the real exchange cateve chose the bilateral exchange rate index

with the United States. Finally, the foreign anangstic short-term interest ratesandr,” were

defined as the monetary policy rates of Chile ane United States, respectively. All the
previous data were obtained from the Central BahlCbile database. Table 5 shows the
parameters estimated using Heckman’s two-stageeguve detailed in Kim (2004, 2006) and
described in the previous subsectibn.

There are two interesting elements of these esbmmthat we can highlighted. The first one
is that variances of shocks confirm the existerfdevo states in the three behavioral equations:
one of high volatility and one of low volatility.df the case of the estimations for the aggregate
demand, note that the variance of shocks in thie Wadatility state is substantially greater than
the low volatility state (0.48 vs. 0.05). The diface between these variances for the case of the
Phillips curve is just as significant (0.54 and 3. the high and low volatility states,
respectively). In the case of the real uncoverger@st parity condition something similar occurs
(3.27 vs. 6.76), even though the magnitude of tfierdnce is not as huge as in the previous two
cases. Additionally, all the variances, except #ssociated with the high volatility state of the
Phillips curve, are statistically significant. ¢t important to highlight, however, that even though
the difference between the variances of shockgh®parity condition is not significant, the size
of these differences is considerable if we compghem with those found for the aggregate
demand and the Phillips curve. This is intuitivetyrect if we consider that the exchange rate is
in essence an asset price.

The second element that can be highlighted reterthe existing correlation between the
shocks of the behavioral equations and the errmotisa expectations of the economic agents that
also vary substantially with the states. In paficuthe results suggest that in high volatility
states in the shocks, agents tend to commit crumiadrs in their forecasts. This fact is
particularly true for the Phillips curve, where Bumorrelation varies between 0.001 and 0.47 for
both states, and for the real uncovered interestypeondition (0.78 vs. 1). In the case of the
aggregate demand there is also an important coorelen the high volatility state. Nonetheless,

the difference between the correlations of bothestés less evident than in the previous two

%11t is important to mention that in the applicatiofithe Kalman filter for the evaluation of thedikhood function
we eliminated observations at the beginning ofs¢éple due to the presence of non-stationary teriessin the
model; see Kim and Nelson (1999).
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cases. Results also indicate that correlation woexfiits are highly significant for all cases except

for the one associated to the low volatility statéhe shocks on the aggregate demand.

Table 5: Estimation of the Behavioral Equations

Aggregate Demand Phillips Curve Real Uncovered Interest Parity
Param. Estimatec S.D. Param. Estimatet S.D. Param. Estimatec S.D.
p 0.6571 0.5267 P 0.6639 1.5101 p 0.9992 0.0033
q 0.6586 0.0644 0.8475 0.0501 q 0.9453 0.1156
U,he 0.0697 0.2565 e 2.4407 1.0338 n 0.0036 0.0008
0.0 0.0797 02441 O, 12700 08449 O, 0.0000 0.1383
O 02942 02540 O, 0.0000  0.0001
0,75 0.0002 0.0002 0,751 1.6518 0.9554
o, 0.0570 0.0098 O, 0.0329  0.0084 O, 3.2785 0.2739
o,, 0.4806 0.2347 O, 0.5497 1.2718 g,, 6.7694 0.1583
Lo 0.5123 0.1594 p, 0.0010 0.2473 Lo 0.7854 0.0866
yo) 0.6324 0.1892 p, 0.4705 0.1446 yo) 1.0000 0.0475
Loglike -64.026 Loglike -80.389 Loglike -114.74

Figures 4 to 6 present the time behavior of themased parameters for the three set of
equations in table 5. In the case of the aggredmteand parameters (figure 4) it can be observed
that there are three clearly defined periods. Tiret bne, observed up until the mid 90s, is
characterized by high instability and substantiffecences between the parameters of the two
states associated to the demand shocks. It is tamgoio mention that during this period the
Chilean economy experienced a substantial fatisiamnual GDP growth rate (from rates of 15%
to rates below 6%) and yet maintained moderategio inflation rates. In the second period, that
covered the years of 1998 and 1999, we observebtsiantial reduction in the instability of the

parameters, as well as in the differences of theseictions with respect to the state that
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characterizes the shocks. However, such parametdispresent certain volatility when
compared with those of the years that followed 199% Asian crisis, which occurred during
this period, seemed to explain, at least in pdm, instability that was still present in the
aggregate demand. The third period, on the contrstnpws much more stability than the
previous two periods and the parameters, with tkeemion of the expectations parameter
regarding output, are quite similar in the two estadf the shocks. These results suggest that the
multiplicative uncertainty associated with the agmte demand tends to decline over time and
the period of greater stability coincides with tastablishment of théull-fledged inflation
targetingframework to conduct monetary policy and since@®®aith the implementation of an
explicit fiscal rule. Another interesting issue w&n highlight, besides the propensity to greater

stability, is the degree of persistence of thepougap ¢,,) and the response of this to changes
in relative prices g,,) have been reduced over time, while the contraiy dccurred with the

degree of response to expectatiods, Y and the monetary policy interest ratg, (), which

would be consistent with the logic of the inflatitergeting framework. With respect to the
parameters of the Phillips curve (figure 5), itlisar that these show a significant dependence on
the state of the supply shocks. In particular, miyithe periods of high volatility of shocks, the
parameters tend to also show high instability artenwthe state of these shocks is of low
volatility the parameters are much more stablés important to mention that, as opposed to
what is observed in the aggregate demand paramdéessdependence has been maintained
throughout the entire period. These results sugipedtthe state of shocks is fundamental in
explaining greater or lower degrees of uncertaimtyne Phillips curve parameters. Another issue
that can also be observed in figure 4 is that wherneconomy goes through a period of relative

calm with respect to the supply shocks, the pensest of the inflation rategf,) and the
importance of expectations in the determinatiorthef inflation rate ¢,,) are clearly greater

towards the end of the period analyzed, while thed is lower for the case of the response of
inflation to the business cycleg() and to the variations in the real exchange ratg)(
Contrary to what was previously mentioned, whensiingply shocks are highly volatile there is
no definite trend for the Phillips curve parametéimally, the parameters associated with the

real uncovered interest parity condition (figuresBpw a high degree of instability when the
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Parameter

Parameter

volatility of the external shocks is high, as wal when it is low. This would be related with the
high degree of variability that these shocks hawbdth states (see table 5). With respect to the

model parameters it is clear that these do not haslear cut trend over time.

Figure 4: Time-Varying Parameters Estimated for theAggregate Demand
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Figure 5: Time-Varying Parameters Estimated for thePhillips Curve
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Figure 6: Time-Varying Parameters Estimated for theReal Uncovered Interest Parity
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Based on the estimated parameters of the modetemgexl in table 5, we calculated the
decomposition of the conditional variance of theet@st error using the procedure proposed by
Kim (1993). Figure 7 shows the decomposition fa& $let of equations associated with aggregate
demand. As can be observed, total uncertainty @& libhavior of the output gap has been
relatively high throughout the entire period analyZnote that the output gap is measured as the
percentage deviation of output with respect tdrged). On average the forecast error variance
was 0.021, which was 87.6% explained by uncertamtife demand shocks (87.6%) and 12.4%
by instabilities in the model parameters (12.4%k(&ble 6). Note also that, consistent with the
parameters behavior previously commented, totaledamty showed significant spikes (to
almost twice the average) in the mid 90s and dutieg1998-1999 period. However, after 1999
total uncertainty declined on average a little 0886 with respect to the average observed
between 1993 and 1995 and in something less th#n2ith respect to that observed between
1995 and 1998. Something similar has occurred wlith contributions of additive and
multiplicative uncertainty to total uncertainty.deed, while parameter instability contributed
approximately 15% to total uncertainty throughcwe 80s, such contribution went down to a
little over 10% in the period subsequent to 1999.
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Figure 7: Decomposition of the Conditional Varianceof the Forecast Error of the

Output Gap
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Table 6: Decomposition of the Conditional Variancef the Forecast Error of the

Output Gap
Conditional Variance of the Forecast Error Percentage
TVP MARKOV TOTAL TVP MARKOV
1993-1995 0.00424 0.02566 0.02990 14.6% 85.4%
1996-1998 0.00353 0.01881 0.02234 15.5% 84.5%
1999-2006 0.00208 0.01616 0.01824 10.6% 89.4%
Total Sample  0.00279 0.01842 0.02121 12.4% 87.6%

The decomposition of the conditional variance @& threcast error for the inflation rate is
shown in figure 8. The results in this case arellainto those found for the output gap as it
relates to the magnitude and behavior (principfiythe decade of the 90s). In effect, the total
uncertainty associated to the inflation rate hasnben average 0.015 for the entire period
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analyzed. This level of uncertainty is 69.9% exmpai by uncertainty in the supply shocks and
30.1% by parameter instability (see table 7). Ntbtat the two recurrent periods of high
uncertainty, as in the case of the output gapinatiee mid 90s and during the period 1998-1999,
where uncertainty reached levels greater than tthieebserved average for the entire period of
analysis. An additional issue that can be noteohffigure 8 is that in most sub periods, additive
uncertainty explains a major part of total unceutiaiNonetheless, for brief episodes in the mid-
90s and during the Asian cries, the contributiotigpa is reverted and it is uncertainty in the
parameters that is most relevant (recall that tbdehparameters in a high volatility state in the
supply shocks are much more unstable than in tbeinterparts of low volatility). Total
inflation uncertainty, as in the case of the outpap, has been decreasing over time. And also

the contribution of additive uncertainty grows witme.

Figure 8: Decomposition of the Conditional Varianceof the Forecast Error of the

Inflation Rate
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Table 7: Decomposition of the Conditional Variancef the Forecast Error of the

Inflation Rate

Conditional Variance of the Forecast Error Percentage
TVP MARKOV TOTAL TVP MARKOV
1993-1995 0.01172 0.01428 0.02599 43.0% 57.0%
1996-1998 0.00612 0.01099 0.01711 33.7% 66.3%
1999-2006 0.00337 0.00869 0.01205 24.9% 75.1%
Total Sample 0.00545 0.01019 0.01563 30.1% 69.9%

Finally, figure 9 presents the decomposition of ¢baditional variance of the forecast error
associated with the real exchange rate. In thiardigit is observed that total uncertainty,
measured by the variance, has been quite impdhemighout the period (approximately 11 on
average) and basically explained (95%) by uncestaim the shocks of the real uncovered
interest parity condition or, according to the iptetation of the previous subsection, uncertainty
in the risk premium that captures the effects & tmobservables of the exchange market
sentiments. This result is consistent with what masitioned before with respect to the nature of
the exchange rate (an asset price). It is also fitapbto highlight that total uncertainty has not
shown a defined pattern over time (see table 8)a Agatter of fact, since 1999 this uncertainty
increased with respect to that observed betweeb 488 1998 but practically maintained the
same levels in the mid 90s.

Summing up, overall uncertainty is dominated byitda uncertainty in all three set of
equations (output gap, inflation and the real ergearate). Moreover, results of the estimations
of the behavioral equations (aggregate demand ggregate supply) suggest that the variance
of shocks is state-dependent and that such staitéd lse considered as high volatility periods in
the shocks and low volatility periods. For these tget of equations, total uncertainty has
consistently declined during the current decadegbrg a rather long period of stability (so far)
that coincides with the establishment ofuli-fledged inflationtargeting framework for the
conduct of the Chilean monetary policy and an explule for setting fiscal policy. On the other

hand, it was observed that in particular periodshsas in the mid 90s and during the period
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1998-1999, total uncertainty showed substantiaki@ges in the output gap and the inflation rate,
making clear the two states in the shocks vari@mzkealso indicating that during these periods
the Chilean economy would have experienced a hagditility in such shocks. Finally, the asset

price nature of the exchange rate is manifestetddrbehavior of both the parameters of the real
uncovered interest parity condition and the unaaftaassociated with the real exchange rate

(whose source is basically exchange market shocks).

Figure 9: Decomposition of the Conditional Varianceof the Forecast Error of the Real

Exchange Rate
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Table 8: Decomposition of the Conditional Variancef the Forecast Error of the Real

Exchange Rate

Conditional Variance of the Forecast Error Percentage

TVP MARKOV TOTAL TVP MARKOV
1993-1995 0.54577 10.54444 11.09022 4.9% 95.1%
1996-1998 0.37324 10.46275 10.83625 3.4% 96.6%
1999-2006 0.56164 10.58610 11.14777 5.0% 95.0%
Total Sample 0.51542 10.55042 11.06592 4.6% 95.4%
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We use the bootstrap method to verify whether tagnitudes of the variance of the forecast

error found before for the distinct types of unamties are statistically different from zero,

whether the differences between the variance dfi emor due to additive uncertainty and that

due to multiplicative uncertainty are statisticalignificant and whether the assumption of

Gaussian errors in the estimation introduces ingpotiases.

Table 9: Bootstrap Decomposition of the ConditionaVariance of the Forecast Error

Gaussian ML Bootstrap
TVP MARKOV TOTAL
TVP MARKOV TOTAL
Mean [ Cl 95% Mean [ Cl 95% Mean | Cl 95% ]

Output Gap

1993-1995 0.0042<
1996-1998 0.0035:
1999-2006 0.0020¢
Total Sample 0.0027¢

0.02566
0.01881
0.01616
0.01842

0.02990
0.02234
0.01824
0.02121

0.00585 0.00572 0.00598 0.05667 0.05542 0.05790
0.00548 0.00533 0.00564 0.02330 0.02264 0.02401
0.00193 0.00188 0.00197 0.01807 0.01749 0.01870
0.00342 0.00334 0.00351 0.02596 0.02524 0.02671

0.06251 0.06119
0.02878 0.02796
0.02000 0.01938
0.02938 0.02860

0.06384
0.02961
0.02066
0.03020

Inflation Rate

1993-1995 0.0117=
1996-1998 0.0061z
1999-2006 0.00337
Total Sample 0.0054¢

0.01428
0.01099
0.00869
0.01019

0.02599
0.01711
0.01205
0.01563

0.01204 0.01199 0.01207 0.06555 0.02062 0.15871
0.00588 0.00586 0.00590 0.04010 0.01541 0.09914
0.00289 0.00288 0.00291 0.02381 0.01130 0.04950
0.00516 0.00514 0.00518 0.03479 0.01386 0.07986

0.07758 0.03267
0.04598 0.02129
0.02670 0.01420
0.03996 0.01903

0.18638
0.09725
0.05276
0.08616

Real Exchange Rate

1993-1995 0.5457
1996-1998 0.3732
1999-2006 0.5616:-
Total Sampl¢ 0.5154:

10.5444. 11.0902.
10.4627! 10.8362!
10.5861( 11.1477
10.5504: 11.0659.

0.8194« 0.7777 0.8619: 9.2129¢ 9.0262¢ 9.4067(
0.7498: 0.7056. 0.7951¢ 9.2045< 9.0160( 9.3930!
0.9121! 0.8628° 0.9633¢ 9.1902¢ 8.9986! 9.3862!
0.8586: 0.8118! 0.9069¢ 9.1975( 9.0074{ 9.3913¢

10.0322! 9.8345¢
9.9543¢ 9.7573¢
10.1025( 9.8978¢
10.05611 9.8544¢

10.24011
10.16217
10.31116
10.26448

Table 9 presents the

results obtained from the stragt of the decomposition of the

conditional variance of the forecast error for e set of equations (mean estimation and 95%

confidence intervals). Additionally, in the saméléawe present, for comparison purposes, the

results found before under the assumption of thes@an errors in the estimation. The bootstrap
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re-sampling was done following the methodologiesStidffer and Wall (1991) and Psaradakis
(1998) for state-space models that use the Kalniean &nd for the sampling of errors with
Markov regime changes, respectively. There aresthmportant issues we can highlight from the
results in table 9. First, even though the boqgtsténeerage estimations and the estimations based
on the assumption of the Gaussian errors diffeg, ilas does not seem to be important in
magnitude. This is true even though in some caisshias is statistically significant (the
Gaussian estimation falls outside the bootstraprial boundaries). Second, the bootstrap
estimations confirm what was mentioned before wébpect to, on one hand, the observed
decreasing trend of uncertainty over time for dlagput gap and the inflation rate, and on the
other hand, and that uncertainty in the real exgbarate does not have a defined pattern.
Finally, and more importantly, the bootstrap reswdtiggest that uncertainty in all cases is
statistically different from zero (no interval incles a level of zero uncertainty) and that the
differences observed in the decomposition of theawae, that is, the contributions of the
additive and multiplicative uncertainty to the totencertainty, are statistically significant (no
interval crosses).

To conclude this subsection we present a robustaeslysis for the decomposition of the
forecast error variance. In section 3 above we doewvidence of important differences in the
estimation of the output gap when we consider fiwgput detrending methods. Given that
aggregate demand and the Phillips curve utilizeoatput gap measure for its estimation,
measurement errors in the estimation of this vé&iahill be a part of the additive and
multiplicative uncertainty without any possibiligf discrimination. Tables 10 and 11 show the
results of the decomposition of uncertainty intit® sources, additive and multiplicative, for
these two equations and for each of the five §ligsed in section 3. The first row of both tables
show the decomposition presented in the analysishisf subsection, where the gap was
calculated using the HP filter, and hence, reprssaur benchmark. In the case of the output gap
(table 10) it is observed that in general totalastainty is quite similar for all filters and that
differences, as is expected, arises in the corioibof each one of the types of uncertainty to
total uncertainty. However, all detrending methdd=ep additive uncertainty as the most
important source of uncertainty (its contributicaries from a minimum of 84.7% with the BK
filter and a maximum of 90% with the Clark filtekVith respect to the inflation rate (table 11)

the difference between the filters can be obsenvdabth the estimation of total uncertainty and
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the contributions of each type of uncertainty tdaltauncertainty. In the former case, the
estimations are found in the range of 0.01374 a@@2Y4 calculated using the BK filter and the
guadratic trend, respectively, while the contribng of the additive uncertainty vary between
66.6% obtained using the BK filter and 73.5% udimg Clark filter. It is important to highlight
that in this case additive uncertainty is also rblevant source to explain total uncertainty of
inflation, regardless of the method consideredtfierestimation of the output gap. These results
strengthen the conclusions mentioned before wispaet to the importance of this last type of

uncertainty for the Chile’s economy.

Table 10: Robustness Analysis for the Decompositiarf the Conditional Variance of the

Forecast Error of the Output Gap

Conditional Variance of the Forecast Error Percentage

TVP MARKOQV TOTAL TVP MARKOV
Hodrick-Prescott 0.00279 0.01842 0.02121 13.2% 86.8%
Baxter-King 0.00314 0.01734 0.02048 15.3% 84.7%
Christiano-Fitzgeralc  0.00304 0.01733 0.02037 14.9% 85.1%
Quadratic-Trend 0.00287 0.01901 0.02189 13.1% 86.9%
Clark 0.00200 0.01803 0.02003 10.0% 90.0%

Table 11: Robustness Analysis for the Decompositiarf the Conditional Variance of the

Forecast Error of the Inflation Rate

Conditional Variance of the Forecast Error Percentage

TVP MARKOQV TOTAL TVP MARKOV
Hodrick-Prescott 0.00545 0.01019 0.01563 34.8% 65.2%
Baxter-King 0.00385 0.00988 0.01374 28.0% 72.0%
Christiano-Fitzgeralc  0.00393 0.01006 0.01398 28.1% 71.9%
Quadratic-Trend 0.00761 0.01514 0.02274 33.4% 66.6%
Clark 0.00504 0.01397 0.01901 26.5% 73.5%
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5. Final Remarks

Macroeconomic policy in Chile is currently of wodthss quality. The Central Bank of Chile
has been operating within a full-fledged inflatitargeting framework since 1999-2000 while
fiscal policy has been bounded by an explicit badgke that takes away pro-cyclical influences
since 2001. As a result, inflation has stayed withie inflation target range most of the time and
economic activity has grown steadily between 2 @¥tdannually (with no recessions nor booms
whatsoever). This rather stable period also shomaur findings here, in the sense that overall
uncertainty concerning monetary policy has declimedhe first seven years of the current
decade. It has also implied a greater role for dac#y attributed to shocks (and less to
uncertainty linked to unstable parameters) in ibthcase of inflation and the output gap, as it
could be expected. However, the prominence of additncertainty is a hallmark for the entire
period, including both the tranquil first decadettué 2 century and the more volatile 90s. This
means that the Central Bank of Chile should comagmtmuch of its future research effort in
investigating the (stochastic) nature of shockwedifig the Chilean economy rather than
perfecting further its models in search of morbletgparameters.

The full-fledged inflation targeting scheme applgce 1999 came with a floating exchange
rate and no explicit or implicit target for the éange rate (as it was loosely the case during most
of the 90s). But this important policy innovatioi ¢hot change uncertainty surrounding the real
exchange rate, which suggests (although not netdgssaplies) that the floating regime has not
brought more real exchange rate volatility.

Finally, results reported on uncertainty aboutdhality and completeness of output gap data
reveal that, among other things, using the HodRo&scott filter based on real time data could be
misleading. So, the Central Bank of Chile shouldlfynits spectrum of filters for detrending
real activity data and, more importantly, widen thenu of proxy variables to check for the

economy’s temperature when making its monetarycpalecisions.
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Appendix A: Estimation based on the Kalman filter and the EM
algorithm (Kim and Nelson, 1999)

1. Kalman Filter
A R T A D
2. Hamilton’s EM Algorithm

Pr&, S [¢4) =Pr§, S4) Pr& [¢:4)

Fy ¢a) =20 F (Y18, S i) PrS. Sa 1¢)

S $a
1(6) =1(8) +In(f (y; [¢14))

_ (%S, Sa¥) _ F(Y1S,Sa ) PrS. Sa ¢
P8R = T ) F(Y; ¢

Pr(§ lg,) =2 Pr(S. S, 1¢)
Sa
3. Approximations

B = > PrSL =S =]l A"
! Pr(S =jl¢,)

L XL PrS, =S = (R + (8 - AL - A}
) PrS = | 1¢)

4. Loglikelihood function

1(6) = Z'n(f (¥: 141-1))
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Appendix B: Kalman filter with endogenous regressos (Kim, 2006)

Bya =EB Vo, & W) = By

P =Var(B [V, & ,¢0,1) = Rys +Q,

Ty =% ~EOC VG & W) =% =V By — &' 0O,
Hyo =Var(x |V, & .¢4) =V,'Ryv + - p' p)o?
By =EB Ve & W) = B + PraiH ea T

=Var( | v, Et W) = A S A th I\

Appendix C: Loglikelihood function (Kim and Nelson, 1999)

2 2

06 I9) = 2.2 T (%S =150 = 1)
=33 (1S 21,5, = 1)PAS =15, = 1]

where:
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