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Abstract
This paper studies three related aspects of the Chilean banking’s systemic risk: (i) to what extent the degree of common risk exposure in the Chilean banking system has changed over the past decades, (ii) during which periods this exposure increased the most, and (iii) when this degree of commonality became a systemic concern. Additionally, it identifies systemically important financial institutions in Chile based on their contribution to the degree of common risk exposure. It finds that prior to the 2008-09 global financial crisis the degree of common risk exposure in Chile increased significantly, and that the banks that contributed the most were not necessarily the biggest ones in size, as measured by their assets share.

Resumen
Este artículo estudia tres aspectos relacionados con el riesgo sistémico de la banca en Chile: (i) ¿En qué medida el grado de exposición al riesgo común en el sistema bancario chileno ha cambiado en las últimas décadas?, (ii) ¿Durante qué períodos esta exposición se incrementó más?, y (iii) ¿Cuándo este mayor grado de co-movimiento pasó a ser una preocupación sistémica? Además, identifica las instituciones financieras de importancia sistémica en Chile sobre la base de su contribución al grado de exposición al riesgo común. Encuentra que antes de la crisis financiera global de 2008-09 el grado de exposición al riesgo común en la banca chilena aumentó significativamente y que los bancos que más contribuyeron no fueron necesariamente los de mayor tamaño, medido por la proporción de sus activos.
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1 Introduction

Policymakers concerned about systemic risk study the degree of common risk exposures in order to assess the vulnerability of the banking system. In fact, when financial institutions are exposed to common risks, the whole financial system becomes relatively more sensitive to both changes in macro-financial conditions and to those institutions that by their level of interconnectedness or size are systemically important. Moreover, common risk exposures become a systemic concern when they increase above a certain threshold or turn out to be "abnormally high". During those periods of excessive commonality of banks' risk exposures, the dynamics of banks' performance become highly correlated.

In this paper, we study to what extent the degree of common risk exposures in the Chilean banking system have changed over the past decades. We also address the following questions: (i) during which periods the degree of commonality has increased the most; and (ii) based on predefined thresholds, when this commonality has become systemically relevant. Additionally, we identify systemically important banks based on their contribution to common risk exposures during periods of higher systemic risk. In answering these questions we use an alternate methodology for assessing systemic risk and identifying systemically important financial institutions (SIFIs) in Chile. We claim that this technique can be used by policymakers for surveillance and supervisory purposes.

The key aspect of our approach is to measure the degree of commonality or what we call tandem behavior of banks. Following Kritzman et al. (2011) and Kinlaw et al. (2011), we apply principal component analysis (PCA) and a set of related measures\(^1\) to: (i) assess the dynamics of common risk exposures in the banking system; (ii) identify those periods in which co-movements across banks' performance become particularly high and might be fostering higher systemic risk; and (iii) compute the contributions of each bank to the aggregate commonality, ranking banks according to their systemic risk importance.\(^2\) Usually this type of analysis is based on market information. However, since the majority of banks in Chile are unlisted, we apply this methodology to performance indicators constructed from accounting data. In particular, we use two different measures of banks' performance, such as the return on assets (ROA) and the interest rate margin over total assets (IRM).

The methodology applied in this paper has at least two important advantages. First, it does not rely on the existence of a systemic event as a way to measure systemic risk or identify SIFIs. Therefore, it may be particularly suitable for those countries that have not experienced recently banking crises, which comes as an advantage compared to other approaches based on counterfactual exercises.\(^3\) Second, although using accounting data
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1. V.g. the absorption ratio, the standardized shift of the absorption ratio and the centrality score.
2. Our approach complements the existing measures used to identify SIFIs, such as the conditional value at risk or CoVaR (Adrian and Brunnermeir (2011)), the expected marginal shortfall or EMS (Acharya (2009); Acharya et al. (2009), Brownlees and Engle (2011)), the Shapley ratio (Gauthier et al. (2010); Tarashev et al. (2010); Drehmann and Tarashev (2011); Staub and Liu (2012)); the measures derived from network models (Chan-Lau (2010)), or from models that estimate the conditional probability of a bank’s failure (Segoviano and Goodhart (2009)).
3. While other approaches used to identified SIFIs use banking crises as a reference of ill-behaved periods, this is not possible in the case of Chile because the last systemic crisis took place in 1982. Moreover, our analysis is focused on the period running between 1989 and 2012.
is subject to criticism, it is a reasonable alternative for less advanced countries where
market information is limited or even nonexistent. Furthermore, applying the methodology
presented in this paper to the Chilean experience may be particularly interesting given the
process of bank consolidation and financial integration experienced by its banking system
during the 1990s and 2000s. In fact, this process may have contributed to change the
degree of common exposure to risk as a result of the increasing presence of foreign banks
(Ahumada and Marshall (2001)) and the deepening of financial linkages across financial
institutions (Anginer and Demirguc-Kunt (2011)).

We find that the degree of common risk exposures changed over time. In particular, we
are able to identify the period prior to the 2008 – 2009 global financial crisis as a period
when common exposures to risk increased the most, as banks’ performance became highly
tighten. We also find that systemically important banks do not necessarily related to their
size, as measured by their total assets share in the banking system. This is important given
the broad approach taken recently by the Financial Stability Board (FSB), who looks at
SIFIs beyond their size when define them as those institutions that by their "size in terms
of assets, are large enough, are highly interconnected within the financial system, or are
unable to cease to exist without generating significant effects in the financial system and
economic activity." (Financial Stability Board (2010)).

The rest of the paper is organized as follows: section 2 sets a framework that relates
common risk exposures to systemic risk. Section 3 presents a brief characterization of
the Chilean banking system with special attention to common risk exposures. Section 4
describes the link between principal component analysis and common exposures, as well as
the set of specific measures we use throughout the paper. Section 5 presents the results of
applying this methodology to the accounting data of the Chilean banking system spanning
the period from January 1989 to June 2012. Finally, some concluding remarks are included
in section 6.

2 A common exposure approach to systemic risk

Systemic risk has become a major concern for policymakers and supervisory authorities,
in particular in the aftermath of the Global Financial Crisis. However, defining systemic
risk has shown to be a difficult task. The strands of the empirical literature on the subject
diverge according to the underlying concept of systemic risk. For example, Caballero (2010)
associates systemic risk with the existence of financial imbalances, while Mishkin (2007)
does it with problems in the generation of financial information. Rosengren (2010), on the
other hand, links it to the existence of bubbles in financial assets, while Billio et al. (2012)
take a broader perspective and define systemic risk as "any circumstance that threatens the
stability or the public confidence in the financial system". Similarly, the European Central
Bank (2010) defines systemic risk as "the risk that financial instability is so widespread that
affects the functioning of the financial system to the point of affecting economic growth and
welfare."

Our approach highlights the idea that observing a higher degree of correlation across the
performance of financial institutions implies increasing systemic risk, similar to Acharya
et al. (2012). The reasoning is that systemic risk increases because a higher correlation
across financial institutions behavior makes the whole financial system more vulnerable to changes in the underlying common factors; thus, the degree of common risk exposure becomes an indicator of systemic risk. The underlying common factors can take the form of exogenous macro-financial variables, such as the level of the interest rate, or be the result of higher interconnection across financial institutions. In the latter, the common risk factors can be interpreted as one or more financial institutions (banks) that become systemically more important.

Figure 1 depicts this idea in more detail. Initially, we observe the extent to which banks act in tandem by looking at the degree of tightening of their performance (top of the chart). This tightness is the result of the (direct) exposures to specific markets, instruments or prices (e.g. retail sector, government securities, foreign exchange derivatives); or the consequence of the (indirect) exposures due, for example, to their level of interconnectedness.

As shown in Figure 1, the direct channel increases the vulnerability of the banking system because it makes the system highly exposed to changes in the macro-financial variables, such as the phase of the economic cycle, the level of interest rates, and the exchange rates. Similarly, the vulnerability of the banking system increases due to the indirect channel, as the failure or distress of one or several (systemic) banks can be propagated more quickly and broadly throughout the entire financial system. In this case, the systemic institution becomes the underlying common risk factor that drives the degree of tightness in banks’ performance. Consequently, both channels can potentially increase the exposure to common risks, as highlighted at the bottom of Figure 1.

Furthermore, information asymmetries that characterize financial markets can reinforce the importance of these channels creating an externality that end-up strengthen even more the level of market tightening (see center of Figure 1). In particular, individual banks that ignore the aggregate degree of common exposure can overreact to positive or negative news, increasing or decreasing their exposure to common risk factors.4

Similarly, the fact that systemically important financial institutions are usually seen by market participants as "too big to fail", increases moral hazard and the excessive risk-taking, resulting in banks underestimating the risks associated to their level of interconnectedness. As a result, financial institutions may overexpose themselves to systemically important financial institutions creating an externality that, indeed, increases market tightness and systemic risk.

4This idea is precisely what is behind the boom/bust behavior of financial markets known as "risk on - risk off" (e.g. see Lee (2012)).
3 A debriefing of the Chilean banking system

Chilean banks are characterized by presenting a high degree of heterogeneity which can potentially impact their degree of common exposure to risks. This heterogeneity is explained, among other factors, because of their size, leverage, and their structure of assets and liabilities. In practice, to deal with these differences, policymakers classify banks in groups (see Central Bank of Chile (2007)). A natural way to classify banks in Chile is to group them as commercial banks and treasury banks. Commercial banks mainly take deposits from the public and lend to non-financial firms and households, while treasury banks are mostly involved in the financial business, oriented to trade finance and the holdings of financial instruments and derivative hedging, making them more vulnerable to fluctuations in financial variables, such as the interest rates and exchange rates.

Additionally, commercial banks can be grouped among themselves, as they are also highly heterogeneous. For example, they can be grouped into megabanks and medium-size banks. While megabanks are big in terms of their market-share, they are also characterized by a relatively low level of leverage and a highly diversified assets and liabilities' structure of their balance sheets. On the other hand, medium-size banks, which by definition are smaller in size, are characterized by a higher leverage and a relatively lower diversification in their assets and liabilities. As a matter of fact, the latter group includes consumer banks which are primarily focused on consumer lending, making them particularly vulnerable to the fluctuation in macroeconomic variables, such as the unemployment rate and the output...
growth.

Besides this heterogeneity, the Chilean banking system is characterized by having experienced a significant process of bank consolidation over the past 20 years. This process, undergone during the 1990s and 2000s, came together with an increasing presence of foreign banks, and the elimination of the so-called retail financial institutions, which became an integral part of commercial banks. All this might potentially change the degree of exposure to common risks in the banking system.

As a matter of fact, the Chilean banking system encompassing almost 40 institutions by the early 1990s, dropped significantly its number of banks during the second half of that decade and the early 2000s (see Figure 2, left panel). As a consequence, market concentration, as measured by the Herfindahl–Hirschman Index (HHI), increased significantly (see Figure 2, right panel).5 This results in banks becoming "structurally" more uniform and concentrated, facilitating the emergence of systemically important financial institutions.

Figure 2. Consolidation in the Chilean banking system

![Figure 2](image)

Source: authors' own elaboration based on data from the Superintendency of Banks and Financial Institutions (SBIF).

Regarding foreign banks, as they became systemically more relevant (Ahumada and Marshall (2001)), they set the stage to higher risk-taking, in particular during periods when the economic growth was strong.6 To highlight this point, Figure 3 shows the degree of concentration of banks’ balance sheets (assets and liabilities).7 According to the evidence,

5The $HHI_t$ is defined as $HHI_t = \frac{(H_t - 1)}{N_t}$ where $H_t = \sum_{i=1}^{N_t} s_{it}^2$, and $s_{it}$ is the market share of bank $i$ at time $t$ in terms of total assets or total loans, and $N_t$ is the number of banks at time $t$.

6In Chile, like in other emerging market economies, the increased presence of foreign banks contributed to reduce operational costs through technology transfer and encouraging banks to enter new credit market niches.

7Note that in this case the $HHI_t$ measures the degree of concentration of assets and liabilities. From the asset side, it measures how concentrated are the different types of loans, while from the liability side, it shows the concentration of banks’ sources of funding.
the average $HHI$ for banks’ loans portfolios shows a reduction in the degree of concentration during the period 2001 – 2006. However, since mid-2006 to early 2010 the concentration on specific loan types increased.\(^8\) Figure 3 also shows a similar result for the average $HHI$ of banks’ liabilities (right panel). In fact, the use of different sources of funding became relatively less concentrated in the mid and late 2000s, most likely due to the increasing use of non-traditional sources of funding, such as the issuance of subordinated bonds.

**Figure 3. Concentration of assets and liabilities**

![Figure 3](image)

Source: authors’ own elaboration based on data from the Superintendency of Banks and Financial Institutions (SBIF).

### 3.1 Cross-correlations of banks’ performance

As a first step to assess the degree of tandem behavior in the banking system we look at the average simple pairwise correlations across banks’ economic performance. Ideally, we would like to look at cross-correlations of banks’ stock returns, as they better capture markets’ sentiments and expectations. However, in the case of Chile this information is scarce, as only a few number of banks are publicly listed and is only available for a short period of time. Hence, we focus our analysis on a set of accounting indicators of banks’ performance: (i) the return on assets (ROA), and (ii) the net interest margin on assets (IRM).\(^9\)

Notice also that in this part of the analysis we only consider commercial banks (i.e megabanks and medium-size banks), as the behavior of treasury banks could be particularly noisy. We make an additional effort to reflect the consolidated behavior of the banking system by constructing a dataset that considers mergers and acquisitions that occurred during the 1990 – 2012 period. We do so by taking the existing banks in June 2012, and reconstructing backward their balance sheets in such a way that merges and acquisitions

---

\(^8\) More specifically, certain types of loans have become less relevant, while banks tended to concentrate on some specific asset types.

\(^9\) Using accounting data is certainly not free of problems, as accounting data may be subject to regulatory changes and other issues that may distort our results.
of banks are taken into account. As a consequence, we end-up with a dataset dubbed mergers-dataset, which comprises a total of 28 banks and financial institutions (see Appendix A for the list of banks being considered).

We interpret a high level of correlation across banks’ performance indicators as a sign of high exposure to common risks, because the indicators used to describe the banks’ performance (ROA and IRM) summarize the structural exposure to risk and the materialization of risk itself. Therefore, a high correlation across the indicators of banks’ performance reflects that either the balance sheet structure across banks are becoming more alike, or that their performances are driven by a common external risk factors.

When looking at average cross-correlations of banks’ performance, it is worth noticing that they are not only high and positive among banks of similar size, but also across mega-banks and medium-size banks (see Table B.1 in Appendix B). Furthermore, the dynamics of these cross-correlations are not constant over time (see Figure 4). In fact, when using a moving window of 60 months, the average pairwise cross-correlation tends to move in cycle. We interpret this result as a reflection of changes in the degree of common exposures across banks.

In particular, the average cross-correlations of the interest rate margin (see Figure 4, right panel) reach its peak during the late 1990s and the mid-2006, remaining high until mid-2007. In both cases, the average cross-correlation drops close to zero immediately after the Asian Crisis and the Global Financial Crisis.

\[ \text{In other words, if a currently active bank is the result of a merger or acquisition in the past, we construct a fictitious bank for the period before the merger was effective.}\]

\[ \text{Alternative, the original dataset contains the complete history of banks, consisting of a total of 46 banks and financial institutions that have existed at some point in our sample. We call this the full-dataset.}\]

\[ \text{A null or negative cross-correlation, in our view, would reflect the opposite, i.e higher risk diversification within the banking system.}\]

\[ \text{Cross-correlations of IRM are a better measure of common risk exposure because represents a cleaner measure of banks’ vulnerabilities. In fact, analysing the cross-correlations of ROA can be a misleading measure of common risk exposures because this indicator is also driven by the dynamics of “operational expenses”, which fall significantly as a consequence of the efficiency gains experienced during the banking consolidation. Moreover, ROA is also affected by taxes and loan loss-provisions. While the latter is a reasonable measure of credit risk, it may be also driven by regulatory restrictions and banks’ own policy towards provisioning.}\]
This analysis, though simple, is consistent with the view that in times of booms, financial institutions tend to act in tandem, increasing their exposure to common risks and consequently increasing systemic risk (risk-on). Once the signs of the crisis start, banks diversify their portfolio and the structure of their balance sheets, reducing their exposure to common risks. As a consequence, their performance becomes more heterogeneous, reducing the correlation across banks (risk-off).

4 A PCA approach to common exposures

While the cross-correlation analysis presented above represents a reasonable first approach to common risk exposures, it has certain limitations. In particular, it only considers bilateral data (pairwise correlations), which in principle is not fully informative given the hidden linkages among banks (see Pukthuanthong and Roll (2009)). Situations such as leader-follower behavior, the existence of dominant banks, high interconnection, or the fact that a group of banks is focused on a dominant economic sector, may create propagation mechanisms that favor systemic risk. Thus, pairwise correlation analysis may not be able to capture the richness of the relationship across banks.

In what follows, we describe the principal component analysis (PCA) and its application to deal with systemic risk. We claim that PCA represents a methodology that is suitable to deal with the issues described above. From a practical perspective, PCA is a non-parametric method for extracting relevant information from large datasets.\textsuperscript{14} The basic strategy embedded in PCA considers the transformation of a high dimensional dataset into

\textsuperscript{14}PCA is a technique with more than a hundred years development starting with Pearson (1901) and Hotelling (1936). It has been used in several areas such as chemistry, psychology, climate studies, process control, and many other fields. For more details, see Jolliffe (2002) who nicely collects a long list of contributions that apply PCA to different fields.
a low dimensional one; the latter contains most of the information of the original dataset but with a reduced amount of data. As a result, most of the aggregate variability of the original multi-dimensional dataset can be expressed using a few principal components or PCs, constructed from a linear combination of the original data. The method also allows to know which PCs are the most important in terms of their capability to explain the aggregate variability (relative importance of each PC).

As a consequence, by applying PCA we are able to take advantage of its capacity to extract correlations among multiple instances of the observational units, largely improving the analytical capability of pairwise cross correlations.

4.1 PCA and systemic risk

Since PCA serves as a data reduction technique it can be used to disentangle the different sources explaining the commonality in banks’ performance. More specifically, when we apply PCA to this data and find that a few (many) PCs are needed to explain aggregate variability, we interpret that banks’ performances become tighten ("uncoupled"). Consequently, PCA can be used to understand common risk exposures because it allows us to know how much of the aggregate variability can be explained by one or more PCs, and how much of the individual variability can be explained by the common factor.

More importantly, a tighten market behavior can be related to systemic risk because when banks act in tandem the whole financial system becomes relatively more fragile, as shocks can propagate more quickly and broadly than when markets are loosely linked. Therefore, PCA can be used to identify periods when common exposure increases (tighter behavior), as well as periods when common exposure decreases or the behavior becomes more dispersed.15

In what follows, we claim that when applying PCA and a set of related tools to banks’ performance information (ROA and IRM) we are able to incorporate both direct and indirect linkages across banks. In particular, we use the absorption ratio (AR), a measure that can be interpreted as a proxy of the degree of tightness in the financial market; the standardized shift of the absorption ratio (SAR or $\Delta AR$), that helps to determine periods of abnormal change in the absorption ratio, which in turn can be interpreted as early warnings of forthcoming crises; and the centrality score (CS), representing a measure of banks’ contributions to systemic risk.

4.2 The absorption ratio

The absorption ratio is a measure of implied tightness in financial markets developed by Kritzman et al. (2011) and applied originally to assets returns. Intuitively, the AR captures the extent to which a market is unified. Therefore, when the AR is high, it can be

---

15Note that alternatively we could look at direct linkages across banks (i.e linkages coming from the interbank market). However, this approach is subject to criticism. On the one hand, securitization, private transactions, complexity, and "creative" accounting prevent us from directly observing the many explicit linkages of financial institutions (Kritzman et al. (2011)). On the other hand, even if linkages are observed, financial institutions can be exposed to common risks indirectly. Recall Figure 1 and its explanation.
interpreted as financial institutions *acting in tandem*, increasing the risk of financial contagion. Notwithstanding, a high AR does not necessarily imply the existence of financial turbulence, but the fact that market conditions are such that risk transmission is easier.

From a technical point of view, the AR represents the fraction of the total variance of a set of assets returns that are explained or “absorbed” by a finite number of eigenvectors.\(^\text{16}\) Formally, consider a market with \(N\) banks for a time window ending in \(t\). Then, the AR is defined as:\(^\text{17}\)

\[
AR_t = \frac{\sum_{i=1}^{n} \sigma_{E_i}^2}{\sum_{j=1}^{N} \sigma_{A_j}^2}
\]

where:

\[
\begin{align*}
 n & = \text{number of eigenvectors} \\
 N & = \text{number of banks} \\
 \sigma_{E_i}^2 & = \text{variance of eigenvector } i \\
 \sigma_{A_j}^2 & = \text{variance of asset return of bank } j
\end{align*}
\]

Since asset returns are highly persistent through time, in order to obtain well-behaved principal components the covariance matrix needs to be adjusted. In our case, we adjust the covariance matrix to an *exponentially weighted moving covariance matrix* (EWMCM) following JP Morgan (1996), Hawkins and Maboudou-Tchao (2008), Finch (2009), and Danielsson (2011). The EWMCM is the result of an incremental covariance matrix with each period information adjusted by an exponential factor. The exponential factor gives more importance to later observations than to earlier ones for a predefined timespan (see Appendix C for a more formal presentation of this issue). For the purpose of the empirical exercise below, the covariance matrix is adjusted using a weighting parameter equaling 0.96. This implies that the variances \(\sigma_{E_i}^2\) and \(\sigma_{A_j}^2\) are calculated assuming that the market’s memory of prior events fades away gradually as the events recede further in the past. We also set a time window of 60 months in order to calculate each AR.

### 4.3 The standardized shift of the absorption ratio

The *standardized shift of the absorption ratio* measures significant changes in the AR that are big enough to worry about systemic risk. Following Kritzman et al. (2011), we define SAR as the difference between the 12-month moving average AR and its 5-year moving average and normalizing it by its standard deviation:\(^\text{18}\)

\[
\Delta AR_t = \frac{AR_{12-Month} - AR_{5-Year}}{\sigma_{AR_{5-Year}}}
\]

\(^\text{16}\) PCA can be applied to covariance or correlation matrices, but we choose to apply it to the covariance matrix in order to take into account possible scale effects.

\(^\text{17}\) Note that for the purpose of this article the asset return of bank \(j\) (\(A_j\)) corresponds to either the returns on assets (ROA) or the interest rate margin (IRM).

\(^\text{18}\) We choose 12 months and 5 years as the respective timespans as a way to gather enough information in order to make SAR meaningful enough, and not to oversmooth the result.
where:

\[ AR_{12-Month} = 12\text{-month moving average of AR} \]
\[ AR_{5-Year} = 5\text{-year moving average of AR} \]
\[ \sigma_{AR_{5-Year}} = \text{standard deviation of the 5-year AR} \]

The resulting \( \Delta AR \) is a measure of how the last year average AR deviates from the last 5-year average. When the \( \Delta AR \geq 1 \), the jump in the AR is big enough to consider that sources of risk have tightened to dangerous levels. On the other hand, when the \( \Delta AR \leq -1 \), the sources of risk are particularly loosely linked.

As Kritzman et al. (2011) emphasize, the SAR not only measures the variability of the AR, but also can be used as a good leading indicator of financial distress. In fact, when analyzing American stock returns around the 1998 and 2008 period, Kritzman et al. (2011) find that the SAR adequately anticipates financial turbulence. Moreover, SAR goes down very quickly after the crisis, evidencing a strong decoupling across financial assets.

### 4.4 The centrality score

The *centrality score* measures the degree to which a particular asset returns drive aggregate market variance, and is used mainly to measure the contribution of an specific asset class (in our case, a bank) to systemic risk. After identifying those periods of implied high systemic risk (i.e. when \( \Delta AR \geq 1 \)), the CS can be used to rank banks according to their contribution to systemic risk (aggregate variability).

In particular, we follow Kinlaw et al. (2011) and Bonacich (1972), and reinterpret their contribution to systemic risk as a measure of banks’ systemic importance. More specifically, our CS measure takes into account three features: (i) it captures how broadly and deeply a bank is connected to other banks in the system;\(^{19}\) (ii) it captures the bank’s vulnerability to failure;\(^{20}\) and (iii) it captures the risk of failure of the other banks to which it is connected. For our purpose, none of these features by itself is a particularly effective measure of systemic importance, but collectively, they represent a reasonable indicator of contribution to systemic risk.\(^{21}\)

Formally, the *centrality score* or systemic importance of a bank \( i \) at time \( t \) is given by the following expression:

\[
CS_{it} = \frac{\sum_{j=1}^{n_t} AR_{ij} \cdot |EV_{ij}^{f}|}{\sum_{j=1}^{n_t} AR_{ij}} \frac{\sum_{j=1}^{n_t} |EV_{ij}^{f}|}{\sum_{j=1}^{n_t} AR_{ij}}
\]

\(^{19}\)I.e how many assets (banks) are correlated, and how strong is this correlations.

\(^{20}\)The vulnerability to failure refers to banks’ default, which in our case is proxied by the level of the banks’ performance volatility.

\(^{21}\)For example, if a bank is well connected but unlikely to default, or vulnerable to default but not well connected, or even vulnerable to default and well connected, but only to banks that are themselves safe, then there is little reason to fear the default of such bank, or that such default may affect the system as a whole.
where

\[ AR^j_i = \text{absorption ratio of the } j^{\text{th}} \text{ eigenvector} \]
\[ EV^i_j = \text{exposure of the } i^{\text{th}} \text{ bank within the } j^{\text{th}} \text{ eigenvector} \]
\[ n_t = \text{number of eigenvectors in the numerator of the absorption ratio} \]
\[ N_t = \text{total number of banks in the banking system} \]

To make this measure more functional to our needs, we rank banks according to its average behavior during periods when the SAR shows a concern (i.e. \( \Delta AR \geq 1 \)). For example, if the \( \Delta AR \geq 1 \) for the period Dec. 2007-Mar. 2008, we average the CS of each bank over that period, and then we rank the banks according to these averages. This procedure gives us a better understanding of the systemic importance of each bank during the distress period.

5 Results

In what follows, we apply PCA and the related tools described above (AR, SAR, and CS) to the monthly Chilean banks’ performance indicators (ROA and IRM) for the 1989 – 2012 period. In doing so, we take into account several issues. First, we deal with banks’ mergers and acquisitions, as we consider two different datasets (mergers- and full-dataset). Second, we apply PCA to covariance matrices instead of correlations in order to account by the differences in magnitude that characterize ROA and IRM across banks. Third, we "demean" each indicator before performing the eigen decomposition, so each indicator is affected by its variance but not its level. Fourth, we weight each indicator by the respective market share of the corresponding bank. This adjustment allows us to make the performance indicators more comparable in terms of the banks’ size and impact on the whole banking system. Finally, we use a small number of PCs in order to make our presentation parsimonious.

5.1 Determining periods of financial distress

First of all, we compute the AR for the two performance indicators (ROA and IRM), using the two datasets (full- and mergers-dataset), and considering up-to 10 PCs. Figure 5 displays these results taking into account one and up-to 3 PCs. As can be seen, using different datasets does not change significantly the pattern of the AR for the period being considered. In fact, in all cases, most of the aggregate variance (about 80%) is captured when considering up to the third PC. This indicates that the banking system is mostly affected by a small number of important sources of variability. However, even when the sources of risk appear to be very tighten, the degree of tightness changes over time.

\[ \text{See section 3.1 for more details about the two dataset we use in this paper (mergers and full), and Appendix A for the list of banks included.} \]
\[ \text{To measure market share we use total assets.} \]
\[ \text{A complete set of results (including different alternatives of data adjustment, weights, and the inclusion of up to 10 PCs in the AR) is available upon request.} \]
Figure 5. Absorption ratio

Secondly, we turn to the computation of the SAR to analyze when changes in the AR are important enough to worry about systemic risk. Figure 6 shows the SAR for the first and up to the third PC (blue and green lines, respectively). In addition, these charts show the periods when $\Delta AR \geq 1$ and $\Delta AR \leq -1$ (shaded areas in the charts). Notice that the results coming from the full database are more sensitive to changes in market tightening as compared to the outcomes of the mergers database. This result appears to be reasonable given that in the mergers dataset, we are forcing common behavior for the set of absorbed and merged banks (those constituting the fictitious banks). Thus, much of the variability contributed by disappearing banks is netted against the behavior of surviving banks that are taking over the business.

Source: authors’ own elaboration based on data from the Superintendency of Banks and Financial Institutions (SBIF).
Although these results differ somehow depending on the database we use, specially when looking back in time, both databases consistently identify the period prior to the 2008 global financial crisis. This period is characterized by significant tighten banks’ performance, and therefore, by higher systemic risk. These findings match the conclusions by Kritzman et al. (2011) in the sense that the AR and the SAR may be good leading indicators of market tightening and increased systemic risk. However, it is important to recall that increased market tightening is not necessarily a signal of market distress and crisis, but an alert signal that indicates that market conditions may favor quick and broad contagion if a crisis arises. This is important since the Chilean banking system did not face a crisis as a consequence of the global financial crisis.
5.2 Contributions to systemic risk

The final step in our analysis is to identify those banks that are systemically more important. In order to do so, we estimate the contribution of each bank to systemic risk when the AR shows higher market tightening (i.e. when $\Delta AR \geq 1$). In the panels of Table 2, we show the contribution to risk of different banks for two financial distress periods. The first period covers Jan. 2005 - Dec. 2006 and was determined using the IRM. The second period covers Mar. 2005 - Jun. 2006 and was determined using the ROA. In both cases, we considered the period when the $\Delta AR \geq 1$ using the AR with up to 3 PCs for the full dataset. These contributions to systemic risk, as measured by the centrality score, are compared to the respective size of banks, as measured by the shares of the banks in the system total assets.

<table>
<thead>
<tr>
<th>Rank</th>
<th>CS</th>
<th>Share</th>
<th>Rank</th>
<th>CS</th>
<th>Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>16.00</td>
<td>21.93</td>
<td>15</td>
<td>0.88</td>
<td>0.59</td>
</tr>
<tr>
<td>2</td>
<td>10.36</td>
<td>16.11</td>
<td>16</td>
<td>0.61</td>
<td>0.30</td>
</tr>
<tr>
<td>3</td>
<td>7.27</td>
<td>0.09</td>
<td>17</td>
<td>0.57</td>
<td>2.96</td>
</tr>
<tr>
<td>4</td>
<td>6.94</td>
<td>15.85</td>
<td>18</td>
<td>0.47</td>
<td>0.75</td>
</tr>
<tr>
<td>5</td>
<td>5.31</td>
<td>6.94</td>
<td>19</td>
<td>0.40</td>
<td>0.23</td>
</tr>
<tr>
<td>6</td>
<td>3.60</td>
<td>2.83</td>
<td>20</td>
<td>0.36</td>
<td>3.23</td>
</tr>
<tr>
<td>7</td>
<td>1.67</td>
<td>0.78</td>
<td>21</td>
<td>0.17</td>
<td>0.30</td>
</tr>
<tr>
<td>8</td>
<td>1.64</td>
<td>0.73</td>
<td>22</td>
<td>0.16</td>
<td>0.06</td>
</tr>
<tr>
<td>9</td>
<td>1.49</td>
<td>2.58</td>
<td>23</td>
<td>0.12</td>
<td>0.11</td>
</tr>
<tr>
<td>10</td>
<td>1.40</td>
<td>0.66</td>
<td>24</td>
<td>0.12</td>
<td>0.26</td>
</tr>
<tr>
<td>11</td>
<td>1.38</td>
<td>2.55</td>
<td>25</td>
<td>0.07</td>
<td>0.03</td>
</tr>
<tr>
<td>12</td>
<td>1.18</td>
<td>11.79</td>
<td>26</td>
<td>0.03</td>
<td>0.10</td>
</tr>
<tr>
<td>13</td>
<td>1.16</td>
<td>5.45</td>
<td>27</td>
<td>0.00</td>
<td>0.15</td>
</tr>
<tr>
<td>14</td>
<td>1.07</td>
<td>2.65</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>CS</th>
<th>Share</th>
<th>Rank</th>
<th>CS</th>
<th>Share</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>13.66</td>
<td>16.21</td>
<td>15</td>
<td>1.23</td>
<td>0.69</td>
</tr>
<tr>
<td>2</td>
<td>12.27</td>
<td>21.68</td>
<td>16</td>
<td>1.04</td>
<td>2.66</td>
</tr>
<tr>
<td>3</td>
<td>9.47</td>
<td>0.59</td>
<td>17</td>
<td>0.93</td>
<td>0.06</td>
</tr>
<tr>
<td>4</td>
<td>7.18</td>
<td>2.82</td>
<td>18</td>
<td>0.90</td>
<td>7.02</td>
</tr>
<tr>
<td>5</td>
<td>6.65</td>
<td>0.05</td>
<td>19</td>
<td>0.87</td>
<td>2.94</td>
</tr>
<tr>
<td>6</td>
<td>5.23</td>
<td>11.98</td>
<td>20</td>
<td>0.55</td>
<td>0.24</td>
</tr>
<tr>
<td>7</td>
<td>3.97</td>
<td>0.79</td>
<td>21</td>
<td>0.31</td>
<td>0.11</td>
</tr>
<tr>
<td>8</td>
<td>3.20</td>
<td>5.37</td>
<td>22</td>
<td>0.27</td>
<td>0.03</td>
</tr>
<tr>
<td>9</td>
<td>1.99</td>
<td>0.77</td>
<td>23</td>
<td>0.22</td>
<td>0.14</td>
</tr>
<tr>
<td>10</td>
<td>1.72</td>
<td>2.57</td>
<td>24</td>
<td>0.21</td>
<td>0.32</td>
</tr>
<tr>
<td>11</td>
<td>1.70</td>
<td>15.79</td>
<td>25</td>
<td>0.11</td>
<td>0.27</td>
</tr>
<tr>
<td>12</td>
<td>1.32</td>
<td>3.28</td>
<td>26</td>
<td>0.09</td>
<td>0.30</td>
</tr>
<tr>
<td>13</td>
<td>1.29</td>
<td>0.74</td>
<td>27</td>
<td>0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>14</td>
<td>1.28</td>
<td>2.52</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Ranking of banks’ contributions to systemic risk

Source: own elaboration based on data from the Superintendency of Banks and Financial Institutions (SBIF).

Four important conclusions arise from these tables. First, a small number of banks (the largest ones) are always at the top of the ranking. This result shows that the strong heterogeneity in size that characterizes the Chilean banking system overcomes the effect of risk diversification that is usually present in biggest banks. Second, while in both tables the set of banks that lead the contributions to systemic risk are the biggest ones, we found that smaller banks’ contributions to aggregate risk could also be high. These high contributions to aggregate risk are generally associated with aggressive expansion of loan portfolios, or the concentration on certain market niches that may be more affected by external factors. Third, notice that rankings differ according to what information we take into account. This conclusion proceeds even when the ranking do not cover exactly the same period because asset size varies slowly over time, so it can be taken as a reference to compare the ordering. This implies that using a single indicator may be misleading in the assessing of risk contributions. Finally, when comparing these rankings with those from previous distress periods we observe that they also change over time, and institutions once systemically important can be relegated to lower positions in more contemporary rankings. This indicates that the contributions to systemic risk may be dynamic and that the tools we are using in this paper are sensitive enough to capture these changes.
Overall, the main lesson from this section is that higher market share is not necessarily a synonym of higher contribution to systemic risk. To make this point clearer, observe Figure 7 in which we compare the information provided by the centrality score and the average size of the banks during the period when $\Delta AR \geq 1$. When contributions to risk are highly associated to market share, they lay along the 45° line. However, as discussed, dispersion around the 45° line reflects that contributions to systemic risk, as measured by the CS, are not always associated to size. In fact, if we check the left panel of Figure 7, the correlation between the CS estimated using the IRM is 0.83, but using the ROA, this correlation is 0.63 which can be considered a weak association between contribution to risk and banks’ size.

**Figure 7. Centrality score vs. banks’ size**

In this paper we study to what extent the degree of common risk exposures in the Chilean banking system has changed over the past decades, during which periods this exposure increased the most, and when this degree of commonality became a systemic concern. We do so by applying PCA and a set of related tools to two accounting indicators of banks’ performance (ROA and IRM).

In particular, we identify periods of high common exposure to risk that can be associated to systemic risk using the absorption ratio and the standardized shift of the absorption ratio. We find that the degree of common exposure changes over time and may be associated to systemic risk. In particular, we identify the period prior to the 2008 global financial crisis as a period when banks’ performance in Chile became highly tighten.

In addition, we identify systemically important financial institutions in Chile based on their contribution to the degree of common risk exposures, using a measure derived from...
vector centrality. We find that banks that contributed the most were not necessarily the biggest ones in size, as measured by their shares in the banking system assets.

The methodology applied in this paper has several advantages. First, it does not rely on the existence of a systemic event as a way to measure systemic risk, which we claim is suitable for countries that have not experienced recently banking crises. Second, the focus on accounting data may be particularly appealing to less advanced countries where market information is limited or even nonexistent. Third, since PCA and related metrics applied in this paper can be updated monthly, they can be used as tools for systemic risk surveillance by policymakers and supervisory authorities.

Finally, we identify at least two avenues for future research: (1) dealing with the sources of common exposures (direct exposures to macro-financial variables and indirect exposures through dominant banks and interconnections among banks), and (2) evaluating the role of a multidimensional setting (e.g. N-Way PCA), which can help us to get a better picture of the systemic risk configuration as it allows to incorporate more information of banks’ behavior.
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### A Datasets

The **full-dataset** comprises the original list of banks that at any point in time have existed in the Chilean banking system during the period of 1989 and 2012. On the other hand, the **mergers-dataset** considers the fact that some banks and financial institutions cease to exist either because they were absorbed, merged or their licence expired. The list of these banks includes all banks actively operating by June 2012.

#### A.1 Banks included in the **full-dataset**

<table>
<thead>
<tr>
<th>Megabanks</th>
<th>Commercial banks</th>
<th>Treasury banks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chile</td>
<td>Internacional</td>
<td>Dresdner</td>
</tr>
<tr>
<td>O'Higgins</td>
<td>Scotiabank</td>
<td>DoBrasil</td>
</tr>
<tr>
<td>Osorno</td>
<td>Corpbanca</td>
<td>Banesto</td>
</tr>
<tr>
<td>Estado</td>
<td>Bice</td>
<td>HSBC</td>
</tr>
<tr>
<td>BCI</td>
<td>Citibank</td>
<td>America</td>
</tr>
<tr>
<td>Edwards</td>
<td>Itau</td>
<td>Real</td>
</tr>
<tr>
<td>Santiago</td>
<td>Security</td>
<td>SaoPaulo</td>
</tr>
<tr>
<td>Santander</td>
<td>Rabobank</td>
<td>Exterior</td>
</tr>
<tr>
<td></td>
<td>BBVA</td>
<td>Sudameris</td>
</tr>
<tr>
<td></td>
<td>Desarrollo</td>
<td>JPMorgan</td>
</tr>
</tbody>
</table>
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A.2 Banks included in the **mergers-dataset**

<table>
<thead>
<tr>
<th>Commercial banks</th>
<th>Treasury banks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Megabanks</td>
<td>Chile</td>
</tr>
<tr>
<td>Medium-size banks</td>
<td>Internacional</td>
</tr>
<tr>
<td>others</td>
<td>Falabella</td>
</tr>
<tr>
<td>Consumption</td>
<td>Dresdner</td>
</tr>
<tr>
<td>BCI</td>
<td>ScotiaBank</td>
</tr>
<tr>
<td>Santander</td>
<td>Ripley</td>
</tr>
<tr>
<td>Itau</td>
<td>DoBrasil</td>
</tr>
<tr>
<td>Security</td>
<td>Tokyo</td>
</tr>
<tr>
<td>Rabobank</td>
<td>HSBC</td>
</tr>
<tr>
<td>BBVA</td>
<td>Consorcio</td>
</tr>
<tr>
<td></td>
<td>SaoPaulo</td>
</tr>
<tr>
<td></td>
<td>Bice America</td>
</tr>
<tr>
<td></td>
<td>Penta</td>
</tr>
<tr>
<td></td>
<td>JPMorgan</td>
</tr>
<tr>
<td></td>
<td>American</td>
</tr>
<tr>
<td></td>
<td>BNA</td>
</tr>
</tbody>
</table>

B **Cross-correlation of banks’ performance**

**Table B.1. Cross-correlations of banks’ performance**

<table>
<thead>
<tr>
<th></th>
<th>ROA</th>
<th></th>
<th>IRM</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mega banks</td>
<td>Medium banks</td>
<td>Mega banks</td>
<td>Medium banks</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b1</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>b2</td>
<td>0.52</td>
<td>1.00</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>b3</td>
<td>0.05</td>
<td>1.00</td>
<td>0.43</td>
<td>0.43</td>
</tr>
<tr>
<td>b4</td>
<td>0.09</td>
<td>0.43</td>
<td>1.00</td>
<td>0.43</td>
</tr>
<tr>
<td>b5</td>
<td>0.24</td>
<td>0.43</td>
<td>0.72</td>
<td>1.00</td>
</tr>
<tr>
<td>b6</td>
<td>0.53</td>
<td>0.72</td>
<td>0.43</td>
<td>1.00</td>
</tr>
<tr>
<td>b7</td>
<td>0.33</td>
<td>0.72</td>
<td>0.43</td>
<td>1.00</td>
</tr>
<tr>
<td>b8</td>
<td>0.81</td>
<td>0.72</td>
<td>0.43</td>
<td>1.00</td>
</tr>
<tr>
<td>b9</td>
<td>0.33</td>
<td>0.81</td>
<td>0.63</td>
<td>1.00</td>
</tr>
<tr>
<td>b10</td>
<td>0.63</td>
<td>0.81</td>
<td>0.63</td>
<td>1.00</td>
</tr>
<tr>
<td>b11</td>
<td>0.33</td>
<td>0.81</td>
<td>0.63</td>
<td>1.00</td>
</tr>
<tr>
<td>b12</td>
<td>0.63</td>
<td>0.81</td>
<td>0.63</td>
<td>1.00</td>
</tr>
<tr>
<td>b13</td>
<td>0.10</td>
<td>0.81</td>
<td>0.63</td>
<td>1.00</td>
</tr>
<tr>
<td>b14</td>
<td>0.70</td>
<td>0.81</td>
<td>0.63</td>
<td>1.00</td>
</tr>
<tr>
<td>b15</td>
<td>0.24</td>
<td>0.81</td>
<td>0.63</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**Note:** Based on the **mergers-dataset** (see the text for details).

**Source:** own elaboration based on data from the Superintendency of Banks and Financial Institutions (SBIF).

C **Exponentially weighted moving covariance matrix**

Let's assume that our dataset of banks' performance used in the empirical approach (ROA or IRM) is arranged in a multivariate panel $X_{b,t}$, with $b = 1, ..., B$, and $t = 1, ..., T$, representing the behavior of $B$ banks during $T$ time periods. Without loss of generality, assume that each vector in the panel behaves approximately as a multivariate normal distribution, with mean vector $\mu$ and covariance matrix $\Sigma$. Then we can multi-standardize the data vectors finding a matrix $A$ with the property $A \Sigma A' = I_B$ and obtain $U_t = A(X_t - \mu_0)$, where $I_B$ is an identity matrix of order $B$, and $U_t$ is defined for all $B$ banks at each $t$. Let $\lambda$ be
a "tuning" constant that reflects the importance of observations over time, giving more importance to more recent information. Assuming $0 \leq \lambda \leq 1$, we define the sequence of multivariate exponentially weighted moving covariance matrices (EWMCM) by recursion for $t = 1, ..., T$, such as:

$$S_0 = I_B$$
$$S_t = (1 - \lambda)S_{t-1} + \lambda U_t U'_t$$

Given the recursion argument, the EWMCM at moment $T$, $S_T$, can be written as:

$$S_T = (1 - \lambda)^T I_B + \lambda \sum_{t=0}^{T-1} (1 - \lambda)^t U_{T-t} U'_{T-t}$$

When $\lambda \to 0$, the sequence $S_1, ..., S_T$ tends to be a smoother version of the initial sequence $U_1 U'_1, ..., U_T U'_T$. In the extreme, when $\lambda = 0$, then $S_T = S_{T-1} = ... = S_0 = I_B$. On the other hand, when $\lambda \to 1$, the sequence $S_1, ..., S_T$ tends to be similar to the initial sequence $U_1 U'_1, ..., U_T U'_T$. In the extreme, when $\lambda = 1$, then $S_t = U_t U'_t$ for $t \geq 1$ (the usual 'unweighted' covariance matrix).
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